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National Chiao Tung University

ABSTRACT

In modern wireless communication systems, bit-interleaved coded modulation
(BICM) is used to overcame ‘the Rayleigh fading channel, and the HARQ
(Hybrid Auto-retransmission Request).techniqueris used to improve the system
throughput. In this thesis, we propose new labeling and decoder designs for
Type-1 HARQ for BICM-ID systems. Based on the EXIT (Extrinsic Information
Transfer) chart, we develop as algorithm to search for good labeling for
retransmission that well matches with the outer cod. The concept of link
adaptation is realized by using different labeling at different SNR (signal to noise
ratio) to achieve a better performance. Finally, a novel decoding strategy is
proposed along with the proposed labeling design for turbo code in 3GPP

specification. It is shown that the new design outperforms the existing one.
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Chapter 1 : Introduction

Since 1982, when Ungerboeck proposed trellis-coded modulation ( TCM ) mainly
for AWGN channels [1], it has been generally accepted that coding and
modulation should be jointly designed for a better system performance. A symbol
inter-leaver is applied to increase diversity order to the minimum number of
distinct symbols between two code-words. However, when the channel is
Rayleigh faded, the code performance depends strongly on its minimum
Hamming distance ( code diversity ) rather than the minimum Euclidean distance
of the code [2]. Zehavi proposed a coding. modulation scheme, called BICM
( Bit-Interleaved Coded Modulation ) , to increase the code diversity by
introducing a bit inter-leaver between encoder and modulator [3]. In [4], the
author discovered that using iterative decoding with well-designed labeling the
performance of BICM can be improved dramatically. Up to now, BICM has been
extensively employed in practical. wireless. communication systems, such as

HSDPA [5] and WiMAX [6].

Hybrid ARQ( Auto-retransmission Request )[4] is an another important technique
in modern wireless communication systems. It combines the property of forward
error control coding (FEC) and ARQ. Roughly speaking, there are three types
of HARQ schemes, including chase combining ( Type-1) [7], full incremental
redundancy (Type-Il) [8] and partial incremental redundancy( Type-lll ). HARQ
provides high system reliability, and thus system throughput can be enhanced
substantially. HSDPA and WIMAX both employ this technique to attain good

performance. Furthermore, HSDPA also utilizes different labeling in HARQ for



retransmissions to gain additional performance enhancement.

EXIT chart proposed by Brink [9] is a powerful tool to analyze convergence
behavior of iterative decoding. It uses mutual information between extrinsic
output and the corresponding bits to predict the performance of iterative
decoding system precisely. Frequently, EXIT chart is used to design turbo code,

LDPC code and BICM-ID systems.

In this thesis, EXIT chart is employed to design HARQ for BICM-ID systems. In
particular, new labeling that well matches the outer code is design to improve
performance. Using labeling obtained in" [10] .for the first transmission, an
algorithm is proposed to search for good. labeling for the subsequent
transmissions. Link adaptation is-realized by.using-different labeling at different
SNR to further improve the performance. In-addition, a new decoding method
along with new labeling is proposed for the Type=l. ARQ with the 3GPP turbo
codes. Numerical results shoe that 0.3-0.4 'dB improvement is achieved at a

sight expense of decoding complexity.

The rests of the thesis is organized as follow. In Chapter 2, we introduce the
concept of HARQ and discuss the important parameters to evaluate its
performance, In Chapter 3, a system model for HARQ with different labeling for
retransmission in BICM-ID system is introduced. In Chapter 4, we explain the
EXIT chart of detector and decoder in detail. In Chapter 5, a simplified model for
EXIT chart and a searching algorithm are proposed, and a number of simulation
results are given for various coding and modulation schemes. In chapter 6, we
compare our design with the existing retransmission scheme in 3GPP

2



specification, and conclusions are given in Chapter 8.




Chapter 2 : Basic Concep

2.1 Hybrid ARQ (HARQ) [12]

Forward Error Control ( FEC ) and Auto-retransmission Request (ARQ ) schemes
are two techniques for controlling transmission error in data transmission
systems. In a FEC system, a good error-correcting code is used. While the
receiver detects the presence of errors in a received packet, it attempts to
determine the error locations and then corrects those errors. After decoding, the
receiver accepts the packet no matter it is. error-free or erroneous. In an ARQ
system, a code with good error-detecting capability is used. If the received
packet is detected as error-free, it will be accepted by the receiver. At the same
time, the receiver sends a positive acknowledgment (ACK ) to transmitter via a
return channel to notify that the packet has been successfully received. If the
received packet is detected as erroneous, the receiver send a negative
acknowledgment ( NACK ) to transmitter and request transmitter to retransmit the
same packet. Retransmission continues until either that the packet is
successfully received or that errors repeatedly occur to the maximum

retransmission number for that packet.

Comparing FEC with ARQ, we see that ARQ is simple and provides high system
reliability, however, throughput of ARQ falls rapidly with increasing channel error
rate. FEC keeps higher throughput than ARQ, but it is hard to achieve high
system reliability because the probability of decoding error is much greater than

probability of an undetected error.



FEC and ARQ can combined properly to exploit respective advantages and
overcome drawbacks. Such a combination of the two schemes is referred as a

hybrid ARQ.
2.1.1 Type-l HARQ

As shown in Fig.2.1, In the Type-l HARQ scheme if the receiver fails to decode
the transmit coded packet, a retransmission request, NACK, is fed back from
receiver to transmitter. Upon reception of this NACK, the transmitter sends the
same coded packet again. The receiver needs to buffer all previously received
packets and combine those with recently received packet according to maximal
ratio combining (MRC) , which was'first discussed by Chase [7]. Hence, the

Type-l1 HARQ is also referred to“Chase combining” (CC) .

Type-l HARQ provides diversity . gain-"by decoding a packet because of
combining multiple received signals. To perform.Type-I HARQ, it needs only
additional buffer to save received packets compared with the conventional ARQ,
but the feedback and decoding schemes are the same as those in the

conventional ARQ.

Tx Rx

NN
LL

» Decoder —» Error

Coded Bits

IR

—»

Decoder ——m
Error-free

Fig. 2.1 Block diagram of Type-l HARQ



2.1.2 Type-ll HARQ

In real communication systems, coded bits coming out from encoder need to be
punctured before transmission in order to improve the bandwidth efficiency.
Type-Il HARQ utilizes the property of punctured code. As in Fig. 2.2, the coded
bits are punctured to three parts A, B and C. At the first transmission, transmitter
sends punctured coded bits A and B to receiver for example. If the receiver fails
to decode the packet, the transmitter sends additional coded bits, that is, the
redundant bits C Instead of sending the same coded packet, the transmitter

sends additional coded parts, when a NACK is received.

Type-lIl HARQ provides an extra coding gain for decoding a packet since the
receiver combines received packets to form. as.a low rate code. With the
property of retransmitting ~different .coded bits, Type-ll HARQ is called

“Incremental Redundancy” (IR)..

I]TX Rx
—_—
ey -7
Coded Bits m ING-I0 ]
ecoder —» Error

| :PartA T /NACK/
|l :PartB
| :PartC i

Decoder —#

Error-free

Fig. 2.2 Block diagram of Type-Il HARQ

2.1.3 Type-lll HARQ

In Type-lll HARQ, each retransmission is self-decodable and is composed of not



only redundant bits but identical bits. The identical bits are combined using MRC,
and the redundant bits are exploited to form a lower rate code with stronger error
correction capability. Type-lll HARQ inherits the advantages of Type-l and
Type-lIl HARQ and is called “Partial Incremental Redundancy”. Fig. 2.3 shows

theblock diagram of Type-lll HARQ.

Tx Rx

-0
I | iix 1

COded.FitS Decoder —m» Error
I :Part A m .] /N‘*CK/

I :PartB .

D :PartC \T2

Decoder —#

Error-free

Fig. 2.3 Block diagram of Type-1ll HARQ

2.2 Throughput in HARQ system

A key performance metric for HARQ is its throughput, which is the number of bits
conveyed per unit time. In a type-l HARQ system, the information we want to
deliver are encoded as binary coded bits sequence, namely, data packet. During
the HARQ process, a data packet can be sent to the receiver using M
transmission packets at most, that is M is the maximum transmission number for
a data packet. Suppose modulation scheme is identical during retransmission,
the throughput of type-l HARQ can be calculated as follow. Assume N is the

number of data packets sent to the receiver. The throughput is given by

Throughput (bits/sec) _# of successfully received inf ormation bits
Time to deliver N data packets

_ #of successfully received data packet [Ir
# of transmitted transmission packet [OR

7



where r is the code rate, and R is the packet transmission rate. Since r and

R are fixed, we define another metric W in place of throughput for convenience.

W = # of success.fully recelveFi Qata packet 0swel
# of transmitted transmission packet




Chapter 3 : System Model

3.1 System Model of HARQ in BICM-ID

Fig.3-1 shows the system model of BICM with Type-l HARQ. A binary
information data b is encoded as codeword C, and a bit level inter-leaver [1

located between encoder and modulator converts C to a bit sequence C'. The

modulation scheme has an M-ary constellation signal set )(={Xl,...,XM} with

M =2". c' is put into modulator sequentially and every m bits are grouped to

form a label S = [CO,...,Cm_l]. Let A be the set of all possible labels,
‘A‘=2m.Through the modulator, a constellation. point X = ,u(s) is selected

according to a labeling mapping function (. [ represents the mapping

function used in i-th transmission.

Modulator X

b — Encoder S JC " O, ) % Channel 1 — Y,
i~ [ Modulator | X
Cc, (L ) "M Channel T — Y+

Fig. 3.1 BICM with Type-l HARQ System Model

3.1.1 Bit Level Inter-leaver

The inter-leaver used in the system is S-random inter-leaver [13]. An S-random
interleaver guarantees that the two bits within a distance S; at the interleaver
input can not be mapped to a distance less than S, apart at the interleaver

output. Usually S; =S, = S.



Define an interleaving functionr: ¢, = c'”(j). If
i-j|<s (3-1)
Then the design guarantees that

|7(i) - m(j)|>S (3-2)
3.1.2 Modulator

The coded bits coming out from encoder followed by bit inter-leaver are grouped
every m bits and mapped to constellation point by specific mapping function. In

the thesis, we consider only 16-QAM and 8PSK constellations as shown Fig.

3.2.

The mapping function maps a:transmitted label to a constellation point, for

instance, a Gray mapping function for 16QAM and 8PSK are shown in Fig. 3.2.

\ 4
X12 Xg | X4 Xo a
@) O+ O O X3 X1
X X X X
013 Cg T 6 01 X4 Xo
X Xl Xe X2 ]
O14 O10__ O6 C§
X15 X11| X7 X X , X
O15 O11__ X7 O3 5 )1 7

6

ﬂGray,l6QAM(S)|XO Xl X2 X3 X4 X5 X6 X? X8 X9 XlO XllX12X13X14XZ
s \32671045981213111014

Horay spsc (S)|X0 X1 X X3 X4 X5 X5 Xy
s |05 2 7 4 1 6 3

Fig. 3.2 16QAM and 8-PSK constellations and theegponding Gray labeling
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3.2 Iterative Decoding

Since the optimal decoding strategy for BICM system, that is, MAP, is too
complex to implement, we separate the receiver into two parts : detector and

decoder. And the detector and the decoder exchange soft information iteratively.

Fig. 3.3 shows a diagram of iterative decoding for BICM HARQ. The detector ¢

takes channel outputs y,,...,y,,, and intrinsic LLRs from decoder , L(/f), to
compute extrinsic LLRs, L(é’). Then, the extrinsic LLRs of detector are

de-interleaved and serve as a priori inputs L(Z) of decoder.

L(ﬁ) : L(g) y,
A < ,H - -—
L Decodor Detector
() | Adq . (9 Yu
L(g) L(z’)

Fig. 3.3 BICM-ID System Model

3.2.1 Detector

The APP detector is used to compute the a posteriori probability for coded bits.

Since memory-less modulation scheme is used, we demodulate received signal

symbol by symbol. The APP for bit ¢, in a symbol, L(,f)(i) is

11



¢ (i) =log FF:: ((z - c1)||);1 .......... 3;))
Rl
ZPr(y1 ..... yr lc =ls)Pr(S|CI =1)
=L (i) +log SDZ:ilpr(yl ..... y; |c; =1s)Pr(sc, =0)
SOA?
Y Pr(sle; =1)Pr(yyesYr |£4(S), o 1 ()
=117 (i) +log szmlpr (slc, =0)Pr (Yayemays [4(S),- 1 (5)

T ~
ot > Vi~ Rets(s)]

> exp Zch(g")(j) exp| XL 2

T ~
ZHYk —h 4, (S)H
k=1

D exp mz_lcst(j’)(j) exp| <= .
SOA? B o
-9 (1) + L) (33

where A’ is the set of labels whith i-th bit equal to b, and c; is | -th bit of label

S.
The APP detector can be approximated by the max-log detector in order to

reduce decoding complexity. From e.q. (3-3) , the max-log detector can be

written as

12



T A
m-1 z Y —he by (S)H
> exp Zch(g")(j) exp| XL :
SOA} }:? o
L9(1) =L (i) +log —
m-1 z Y — et (S)H
D exp Zch(f)(j) exp| k= 5
SOA? i:? o
T ~
m-1 0 kZ: Y —hot, (S)H
s : )
TD?\.?( exp ]Z:;CJ'LA () |exp =
J#i
=19 (i) +log = -
m-1 0 Z_ Y _hk/'Ik(S)H
maxexp ;C?LA (i) lexp| ¥ -
j#i
T B T ~
@ (; m-1 " Z_ Y _hkluk(S)H m-1 " Z Y _hk:uk (S)H
=0 1) - max 2 el (D= Sema) 2 el (1) + =
j# j#i
(3-4)

3.2.2 Decoder

In the BICM-ID system, a SISO decoder is needed to compute soft information

passed to detector. In the thesis, BCJR algorithm [14] is utilized.

D

The log-APP of coded bit c,, L) (cj) is written as
Pr(c, =11%) )
L(,f))

L) (cj) = log (3-5)

Pr(cj =0

Then, making use of the trellis structure of convolutional code, equation (3-5)

can be reformulated as

13



L) (cj) =log (so) — (3-6)

5} is the set of state pairs that correspond to the coded bit ¢, =b attime |I.

Next we show how the joint probability in (3-6) can be evaluated recursively.
Pr( s, =S',S,,, = s,L(,f))
=Pr(s'sL(¢)(t<I)L()( 1)L (t>|))
= Pr(L(,f) t>1) ‘s s,L9 (t<1),L9(t= )) (s,L(jf) (t:I)‘s',L(,‘f) (t< I))Pr(s',L(,f) (t< I))

=Pr(L9) (t>1)[s)Pr(s.Lf (t=1)[s")Pr(s L9 (t <1)) (3-7)

where L(,f) (t>|) represents the.portion of a prior LLRs after time I, and

L) (t <I) the portion of a prior LLRs before after timel. The last equality follows

from the fact that the probability of the state at time | depends only on the
previous states before time |.

Defining

a,(s')éPr(s'L(¢)(t<l))
i (s's) 2Pr(s, L) (t=1)]s')
Bua(s)2Pr(LD (t>1)fs)

We can write (3-7) as
Pr( s, =s's,, =s,LY )) B (s)T (s's) @ (s) (3-8)

, and we can write the branch metric J; (s',s) as

14



yi(s's) 2Pr(s,L (t=1)fs)
l:pr(s S):I Pr(s sL()(t=I))
s') Pr(s',s)
Pr( Wt=1)ls’ s)

)
P e )k)

(3-9)
:Pr( S|s
:Pr( S|s

Where

Pr(L(/f) (CJ’)‘CJ’ =1) = exp(L(’f)(Ci))

1+ exp(L(,f) (cj))

Pr(L(,f) (cj)‘cj :O): 1

1+ exp(L(,f) (cj))

Thus, we can compute a forward metricy @4(s') for each state s' at time I+1

using the forward recursion method as

a,.(s') = Pr(s',L(f\’) (t<l +1))=z Pr(s,s',L(,f) (t<I +1))
—ZPr(s LY (t=1 ‘sL t<l))Pr(s L()(t<l))
slo, (3-10)

= ZPr(s',L,‘f (t= I)|s)Pr(s,L(f\’) (t< I))

sl

=2 n(ssh(s))

sOo;

Where o, is the set of all states at time t. A backward metric 4 (s) for each

state s attime | using the backward recursion method as

Ba(s)2Pr(2(t>1)s)= X PrR(t>1)s; =561 =s)
= Y Pr(Ll(t=1+1)s., =55, =s)Pr(LY (1 +1)fs,., =)
ZSDZJM%H(S"S)/BHZ(S') (3_11)

Therefore, according to equation (3-9), (3-10), and(3-11),the log-APP of coded

bit c, can be written as

15



k-1

> Bu(s)bn (s')Pr(s]s') Pr(L(,f)(ci)|ci)

(s's)ost 1=

3 Au(s)n (o) Pr(sfs)[]Pr(1? (el
> Au(s)@ () Pr(sfs)[]Pr(L (el

Pr (L(f) (cj )‘cj :1) N (shs)s! =
9 1
> Ba(s)m (s)Pr(s]s') Pr(L(,f) (ci)|ci)

"S)Is0 -
(s's)of oy

-9 (e)+18)(c) (3-12)

The extrinsic LLRs are then passed to detector for next iteration of processing.

After iteratively processing is terminated,-we decode information bits by using a

posteriori LLRs with hard decision. The a posteriori LLRS of information bit b, is

2 AE(S) I (s'8) ()

(s's)qt

2 Buls)H(s's) i (s)

(s"s)oa?

L, (b,) =log (3-13)

where Q) is the set of state pairs that corresponds to the information bit b, =b

at time |.And we decode information bits as
n 1 , L.(b. )>0
b ={ o (0) (3-14)

In order to simplify the calculations, the following identity is used
max*(x,y) £ Iog(eX + xy) = maxx y) + Iog{ Be"x'y‘) (3-15)

and we define the log-domain metrics as
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a; (s') =log(a (s"))
¥ (s's) =log( (s"s))
B.s(s)=10g(B..(s))

Finally by using the log-domain metrics, the e.q. (3-13) can be written as

2 Buls)(s's)w (s)

L (5,)=! ((2,8( ) (5"5) a1 (<)
_mgé)%{ﬁ+1( ) yl( 1 )+0'|* (SI)}_ <3'16)
max {£.(s) /i (s2) +ai ()

The exponential terms in e.q. (3-13) have been convert to addition terms in e.q.
(3-16 ) , and the complexity is reduced largely. To reduce computation

complexity further, the “ max* “ function can be approximated as
max*(x,y) = max(x.y) (3-15)
the decoder using the function max instead of max* is called max-log-MAP

decoder. In the rests of this thesis,'we consider only the max-log-MAP decoder

for practical reason.
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Chapter 4 : Extrinsic Information Transfer Curve (EXIT)

Chart

In this chapter, we discuss a powerful tool, the EXIT chart, and use it to analyze
the convergence behavior of iterative decoding. EXIT chart was proposed by S.
ten Brink in 2001. EXIT chart depicts the relation between mutual information of
intrinsic log—likelihood ratios and coded bits and that of extrinsic log—likelihood
ratios and coded bits for soft input soft output (SISO ) decoder (or detector) .
Using mutual information transfer characteristics of SISO decoder, we can
analyze the convergence behavior and design the system for better

performance.
4.1.1 : Transfer Characteristic

A SISO system is shown in Fig:4.1. Where X is the information we transmit, that
is, coded bits sequence in BICM-ID system, La'is intrinsic soft information

and Lg is extrinsic soft information about X.

First, we consider a simple case of BPSK modulation over AWGN channel. The
received signal is
y =X+n (4.1)

where “X” is the transmitted BPSK signal and “n” is AWGN noise with zero mean

and variance o’. At receiver, the log-likelihood ratio is calculated as
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Decoder el <L Detector <+La—
X A E X -—Y—

(@) (b)

Fig. 4.1 Soft-input-soft-output SISO) decoder(a) and detectorf b)

<« L—

(y+1)2} (4.2)

where 4, =—; and n, is Gaussian distribution with zero mean and variance
o,

n
2 _
o, =24, .
Two observations in [9] are used :

(1) For large inter-leavers.the a priori values La remain fairly
uncorrelated form the respective channel observation over much

iteration.
(2) The probability density functions of the extrinsic values Lg approach

Gaussian-like distributions with increasing number of iterations.

Observations 1 and 2 suggest that the intrinsic soft information input to detector

or decoder can be modeled by an independent Gaussian random variable as
L, = 4 X+n,, N, ~ N(O,Uf\) U, =0}

therefore, the conditional PDF of La is :
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e
pA(ﬂX:X):\/ZTa exp 207 (4.3)

The mutual information between transmission bit x and intrinsic LLR a is

calculated as

_ Ll e _ 2EIPA(E|X=X)
=1 (X;A)= 2;1L° P.(&]X =x)log, GG _1)d£ (4.4)
With equation (4.3) , we rewrite |4 as a function of o,
Lexpl{&-0212 127
NCARN | J2no, ) log, (1+ exi{ ¢))d¢  (4.5)

Fig. 4.2 shows the relation between lx and o,

Relation between IA and =y

Fig. 4.2 the relation betweep &nd o,

The mutual information between extrinsic output E and transmission bit x can be
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calculated as

PN Qs ~ 2[P, (£]X =x)
'E"(X'E)"Exzzﬂj-m P. (£]X =x)log, PE(5|X:+1)+PE(E|X:-1)d£ (4.6)

To compute Ie for a desired |4, first we choose the o, according to I and model
the intrinsic input as the independent Gaussian random variable in(4.6 ). Finally,

we measure the mutual information between extrinsic outputs and transmission

bits.

4.1.2 : Transfer Curve of Decoder

In BICM-ID system, the outer decoder receives the log-likelihood ratios form the
detector. Hence, the transfer curve 'of decoder only influenced by the error

correction code we use.

Fig. 4.3 shows several transfer curves of'max-log decoders. In EXIT Chart, the
mutual information between intrinsic input and coded'bits is plot on “X” axis and

the mutual information between extrinsic input‘and coded bits is plot on “Y” axis.

It is obvious for all the decoders that the a more reliable intrinsic inputs to
decoder the more reliable extrinsic the decoder outputs. In Fig. 4.3, we can see
that the threshold of the extrinsic is more apparent if the code with more powerful
error correcting capability. Take turbo code with eight inner iterations for instance,
If the mutual information of coded bits and intrinsic is over than 0.5, the mutual

information of coded bits and extrinsic increases dramatically.
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EXIT Chart of Decoders

A decoder

- 561 5 ,?’538) =g
—— (1 338,1 71 8) =7
—a— 1 F"Ej 583,,m=4

A s R P IR s 3GPP Punctured CTC, |
; : : : : : lteration=8, =1.2

o 07 08 09 1

E,decoder

Fig. 4.3 Transfer curves of several convolutiormle with distinct constrain
length and of 3GPP turbo code

4.1.3 : Transfer Curve of Detector

As shown in Fig. 4.4, the detector receives both-the log-likelihood ratios( I, )from
the decoder and signals ( y;,..., ¥, ) from-c€ommunication channel. Random
variables are written using upper case letters and their realizations by the

corresponding lower case ones. Therefore, the mutual information can be written

as

3
s

(X i L) ZI p(l.[c) Iog(pé'(lj(;)Jdla (4.7)

3+
x
IC')

Lo <-— Y, VY1
e, 'e<e— Detector

f

I—a, Ia

Y71, y1

Fig. 4.4 Block diagram of detectgdemappe)
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where X, is k-th bit of transmission label s and L, | is the intrinsic LLR of X, .

The last step is true because that the intrinsic LLRs are assumed as i.i.d.
Gaussian distribution as chapter 4.1.1. The mutual information between extrinsic

LLR and transmission label is written as

SCHBE MIERENEE N[EUPAY I EE

where L. , is extrinsic LLR of k-th bit and L['j\] is m-1-tuple vector composed
of the LLRs of a label except which of k-th bit. The last equation is due to the
detector calculate L. , based on only L[/'i] and Y,....Y;.
(X L8y )
= H(X,) H( Y, %)
= 1{ [ [p(% v, ... 35)n(p(x= 0 yon. vt -,

= 1-H---jp(lA)p (v, ---|0(yT)h(|0(><k= ol y, VT))dl[X]dylmdyT

where h(p)=-plog,(p)-(1-p)log,(1-p) is the binary entropy function. The

(4.9)

last step is true because the transmission bits us symmetric, that

is, p(X, =0) = p(x, =1) = 0.5. With Bayer’s theorem, p(xk o[l yT) can
be written as
p(% =0 e 1)
_ (% =0 p(x =0
Zlé (15, Yo e % =) (% =c) (410)

Therefore
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p(I%, vy ¥r % = ¢)
=2 p(I% i - vrls % = Jo(slx =c)

=3 p( v, . vrls)p(slx =c) (4.11)

SOAR

=25 p{yJ9)-p(y[9) {1

SIAY
m-1

=23 p(xls)-~p(wIs)[] ol

SIA I=
izk

S
y Cj)

Using equations (4.7)~(4.11),the I, and |. can be calculated exactly but

complicated since it needs to compute large integration. Because it is almost
impossible to compute the exact value, Monte Carlo simulation ( histogram

measurements ) is utilized.

From equation (4.11) , we+can observe that the channel condition and the
mapping function are two key parameters that affect the EXIT chart of detector.
Fig. 4.5 shows some results'in [10] for AWGN and Rayleigh fading channels.
With the observation that the transfer..curves of chart of detector can be
approximated to a straight lines, we define the “slope” of a transfer curve as the
slope of the straight line form zero prior point (la getector = 0) to ideal prior point
(la detector = 1) . Mapping function set with various slope has been fund in [10] for

many regular modulation scheme.

Fig. 4.6 shows the transfer curves of Gray labeling under distinct channel

condition (SNR) . The transfer curves of identical labeling are approximately

parallel, and the transfer curve is “higher” when SNR is larger.
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Fig. 4.5 Transfer curves of several labeling in AW@nd Rayleigh fading

channel.
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Rayleigh, Gray Labeling, 160AM
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Fig. 4.6 Transfer curves ofiGray labeling undetidis channel conditiorf SNR)

4.1.4 : EXIT Chart

The EXIT chart is composed of transfer curves-of detector and decoder. By EXIT
chart, the behavior of extrinsic information during iterative decoding can be

traced. Fig. 4.6 shows an example of EXIT Chart.

In Fig. 4.7, the decoder curve and the detector curve separate far enough to
introduce a tunnel, the final extrinsic information of the decoder can reach the
location with high reliability. In other word, the waterfall region on BER curve of
iterative decoding is related to the appearance of the tunnel between detector
transfer curve and decoder transfer curve. It is believed that the higher reliability
of decoder output the lower bit error rate. In Fig 4.8, transfer curves of two
distinct labeling under AWGN channel with identical SNR and the convolutional

code are plotted. The “Blue” one intersects with the decoder transfer curve in the
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point with low decoder extrinsic reliability, and the “Red” one introduce a tunnel
between the detector and decoder. It is obvious that the red one has a better

performance than the blue one.

Therefore, the criterion of choosing the suitable labeling is that the labeling with

the tunnel appearing at as lower SNR as possible.
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Fig. 4.7 Example of trajectory under iterative diding

AWGN, 160AM, E /N, =65 dB
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l.&,decuder ! lE,detctDr

Fig. 4.8 Transfer curves of distinct labeling unitiemtical channel condition
(SNR)
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Chapter 5 : The Proposed Searching Algorithm

In the chapter, we propose an algorithm to search for labeling for Type-l HARQ
in order to make throughput as high as possible. First, an analytical model for
EXIT Chart is introduced. With the simple model, the detector transfer curve on
EXIT could be approximated accurately by a close-form function. Next, we
propose a search algorithm using the concept of binary search algorithm (BSA)
to establish a labeling set. Therefore, optimal labeling can be chosen according

to code scheme and SNR.

5.1 Simplified Model

An analytical approximate expression for the EXIT function of a maximum a
posterior probability ( MAP )=detector over memory-less channels under single
transmission is derived in [15]). The real €ommunication channel is replaced with
a hard decision virtual channel, and the intrinsic information coming from
decoder is modeled as a binary symmetric channel or a binary erasure channel.

The method is modified to the case of HARQ ( Multiple transmissions ) .

5.1.1 Hard Decision Virtual Channel

The real communication channels considered in the thesis are AWGN and
Rayleigh fading channels. Relation between transmit and receive signals can be

represented as
y=hQ/yx+n (5.1)
where x is the transmitted constellation point and y is the corresponding

received signal. h is the fading coefficient with distribution f, (h) =2h exp( hz)
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in Rayleigh fading channel and h=1 in AWGN channel. y is the signal to

noise ratio —=, and n is i.i.d. complex Gaussian noise with distribution
0

CN(0,1).

Next, define a transmission matrix Q" (y) to characterize this virtual channel
when SNR equal to ) . The element ¢ ; denote transmission probability from
the input signal X to received signal x; if we use maximum likelihood (ML)
detection on the received signal and hard decision, g ; = p(xr =X, ‘x‘ = >g)

X, %Ux,1,j=0,1,.. M - Obviously, the alphabet of output signals from real

communication channel is infinite but which from virtual channel is finite. The

capacity of this virtual channel is

<
N
=
=

p(X'=x, X" =x) ]

o (V) =1 (X1 X7) =Y p(xt:"Xr:Xj)logz[p(xfx)p(xr”-)

M-1M -1 p()(t:)g ,Xr=Xj)

i=0 =0 _ p(xf=ijt=>§)p(Xt=>§)

1
©
—
X
11
X
x
|
X
~—
=}
']
<
=

_ 1 Mim G
- Iog(M)+ﬁZ O ; |0g M-1 ( $2
i=0 j=0 '
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where a constellation pointis equally likely, that is, p(Xt =X ) =

The capacity of real communication channel is

Coa (¥)=1(X": Y.H)
:'IV'::“- p(xt=>§ Vh) |Og£pp>(<tt: ))ﬂ 'rT)h)dedh

> [[p(x v ) Iog(p(l)g)EpF())E)’/,r'];])jdydh

i=0

og( M zj [ p(y% h)p(x ) log| 4

oa( M 57 p(vix hpbsn)og| <25 faen (5
i=0 p

The last step in equation (5.3) follows that the probability of fading gain and

transmitted signal are independent and. transmitted signals are equally likely,

thatis, p(x,h)=p(x)p(h)=p(x)p(h)=p(x. h),Lij=0.M-1

A number of capacities for 16-QAM constellations over AWGN and Rayleigh

fading channels are plotted in Fig. 5.1 and Fig. 5.2. It is obviously that

Crwa (¥) <Ciea (¥) - In the simplified model, a discrete channel with transmission
matrix Q(f/) is selected instead of real communication channel with SNR equal

to y suchthat C,,(V)=Cu (V).
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Fig. 5.2 Capacity for real communication channel wintual channel ( Rayleigh)

5.1.2 Binary Symmetric Extrinsic Channel

A BSC model is depicted in Fig. 5.3. b is the transmitted bit and | is the
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corresponding extrinsic value from decoder which is served as prior in detector.
The extrinsic value of any transmitted bit is either "0" or "1". The model is

parameterized by the crossover probability & . The transmitted bit is equally

likely p(b=0)=p(b=1)= % and it is obviously that p(l =0 %

The mutual information between b and | can be calculated as
(81)=33 plones, |00
#3°3"p(b 1) log(p(1]o)
1( 1¢€) log 1€)+& loge) (5.4)
= 1h(e)
h(e) = -(1-¢)log(1-¢) -€ log €)

In the simplified model, the BSC extrinsic model is used instead of i.i.d.

Gaussian model. A suitable £ is selected ta introduce specific 1, in BSC model

just like that we select o, in-l.i.d. Gaussian model.

b I
0 <~ 0
1 1

1-¢

Fig. 5.3 Binary Symmetric Extrinsic Model

5.1.3 Closed-form EXIT function

The mutual information between coded bits and detector extrinsic has been
derived in Section 4.1.3 for the communication channel with i.i.d. Gaussian

prior. In the simplified model, the communication channel is replaced by a
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discrete channel with transmission matrix Q and the i.i.d. Gaussian prior is

replaced by a BSC extrinsic channel.

In the simplified model, therefore, |, can be written as

|, =1-h(¢)
and 1. can be written as
1 m-1 1m1
I =1(S; LE):EKZI(XK L, k)zﬁkzol(xk YY)

(5.5)

(5.6)

where P is the set of all possible prior event and |P| =2™ in BSC model. Take

ed.(4.10)and eq. (4.11 ) into e.q (5.6 ),z can be obtained easily and quickly.

Fig. 5.4 and Fig 5.5 show results for twa and three multiple transmissions for

16QAM under Rayleigh fading channel. The results of simplified model are

plotted with dotted lines, and those of real communication model are plotted with

solid lines. We can see that there are only slightly different between two models.

The simplified model for 8PSK is also derived and is vary accurate as is shown.
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Fig. 5.4 Two transmissians for-16QAM under Rayleigting channel

E. /M, =102 Rayleigh, T =3

lE,u:Iheu:b:lr

A dtector

Fig. 5.5 Three transmissions for 16QAM under Rayidading channel
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5.2 Searching Algorithm

Consider a HARQ system, the mapping function for the first transmission can be
one of the mapping function obtain in previous work [10] which is designed to

match the outer code. Suppose the mapping functions of T-1 transmissions have

been known, we want to design the mapping function for T transmission, 4" (s) :

based on mapping functions 4 (s),..., 4 *(s).

Define IOV(/Jl,...,,uT) is the mutual information between detector extrinsic and

codeword under simplified model when the mutual information between detector

intrinsic and codeword is equal to_zero, that is, it relates to the leftist point on

EXIT chart, and 1/ (t,...,4) is the mutual information between detector

extrinsic and codeword under simplifiedsmodel when the mutual information
between detector intrinsic and codeword is equal to one, that is , it relates to the

rightist point on EXIT chart. From observation, the detector transfer curve
approaches a straight line. Therefore, a straight line from (0, 1} (44,...,4) ) to
(1, 1/ (ty.... 1)) is defined as a virtual transfer curve and the slope of the

virtual transfer curve is defined as “slope” of the jointly-detected transfer curve of

the mapping function pair f,...,4; . Another reason to introduce the virtual
transfer curve is that (0, 1} (44,...,4) ) is the point that decides whether a

tunnel exists between detector transfer curve and decoder curve such as the

trajectory can stretch far away, and (1, Ily(/,ll,...,,uT) ) is the point decides the

position of error flow. Hence, the two points on EXIT chart is what we are mostly
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concerned.

Fig. 5.6 shows some results for the case that the maximum transmission number
is equal to two. The first mapping function is fixed and the second one is
selected base on the results in Fig. 5.6. It can be observed that the
jointly-detected transfer curves of these mapping function pairs have similar
slopes but different area under the curve. The best labeling set between those is
the one with largest area under the curve because it makes the tunnel between
the decoder transfer curve and detector transfer curve the widest. It concludes
that the slope and height of transfer curve of detector are the most important
characteristic that concerns us.

Rayleigh, E_ /N, =3.6 B

1 T T T T T T T T T

0.9¢- -

le detecor

0.2 .

0 1 1 1 1 1 1 1 1 1
] 0.1 0.2 0.3 0.4 0.5 0.5 a7 0.a 0.9 1

la,detecb:ur

Fig. 5.6 Transfer curves of several labeling pathwiixed 1st mapping function

First, base on predetermined mapping functions z*(s),...,4 *(s), we set up a
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table as table 5.1. Because the slope of detector curve is from 0 to 1, we

guantize those uniformly to finite set M |M| =K, thatis, inrowk, m _ isequal

to % M, inrow k is the mapping function such as

m:al‘?ﬂ[ﬂﬂir{‘pg(ﬂl,.. U #k)"é/(/»ll,-- e 'uk)] "*}
0y =10 et )+ (1ot 1)
namely, m is the quantized slope of virtual transfer curve of (,ul,...,,uT'l,/Jk),

and Dﬂk stand for the area under the virtual transfer curve because the altitude

of the ladder-shaped area is equal to one.

M.{,D

K |Fm, Duk U,

Table 5.1 Table used for searching algorithm
[ Initial Step]

Predetermine a number of initial seeds. A table is set up for each seed

with every D, value set to zero initially. An initial seed mapping

function is given in this step sequentially.

[Step. 1.]
Compute all possible swaps of two indices for all seeds, and update the
table belong to the initial seed. For instance, to deal with 3 seeds with
16QAM modulation, there are 3*(16*15/2) = 260 possible swaps. The
method to update the table listed as follow :

Suppose X is the set composed of all swaps, than compute all ¢O0X
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D = Il(,ul,...,yT'l,,u)+IO(,ul,...,,uT'l,,u)
m' = Il(,ul,...,,uT'l,,u)-IO(,ul,...,,uT'l,,u)

m_=arg min(||m m||)
mIM

If (D>D,)

Updatethetable D, =D and g, =u

After all swaps have been calculated, go to step. 2.
[Step. 2.]
If (the table has been updated )
Set the labels correspond to the updated rows as new seeds and return to
Sep. 1.

if (the table has not.been updated)

{
Thetable related to thisinitial‘is kept.
if (new initial seed is available )
Pick a new initial seed with corresponding table and return to Sep. 1.
else
Goto Sep. 3
}
[ Step. 3.]

Compare all the tables related to each initial seed we obtained above.

We pick up the mapping functions with maximum D, value among

each specific row k of all the tables. Those picked-up mapping
functions are formed a mapping function set of which detector transfer

with various slopes and largest area.
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Perform searching algorithm depicted above, a mapping functions set for
retransmission can be obtained sequentially. With the mapping functions set, link
adaptation can be realized by that using distinct mapping function according to

channel signal to noise ratio (SNR) .

5.3 Simulation Results

In this section, a set of mapping functions for retransmissions are obtained
through the proposed searching algorithm. The performance of our design is
compared with that of chase combining and previous labeling that is obtained
with no consideration of the outer code. The parameters of simulation are listed

below

Coding scheme (233;,171,)

coderate 1/2
Modulation scheme | 16QAM, 8PSK
# of infor mation-bits 2500

BICM -|D'lteration

; 10
(Outer Iteration)

Table 5.2. Simulation parameter of C€33;, 1715)

5.3.1 CC (1335,1715) , 16QAM, Rayleigh channel

The optimal mapping function of first transmission for (133g, 171g) convolution

code is picked from the labeling set in [10].

Base on the mapping function we search the mapping function for the second
transmission using the proposed searching algorithm. The results are shown in
Fig. 5.7 where two mapping functions are selected. It is observed that the two

mapping function have different properties, for example the left point of the “red”
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one is higher than the “pink” one, and we suppose the performance of “red” one
is with better than that of the “pink” one at low SNR region. On the other hand,
the “pink” one is better than the “red” one at high SNR region. The transfer
functions for third transmission are based on the first mapping function and the

second mapping function with “red” transfer curve.

Fig. 5.8 shows the throughput of our design, chase combining and the labeling
obtained in [16]. In [16], the authors searched retransmission mapping function
based on the BER upper bound under zero-prior and ideal-prior conditions and
without considering outer code. We compare three HARQ strategies using
identical mapping function of first "transmission. For Fig. 5.8, the chase
combining performs the worst because it only utilizes power gain with no
diversity gain. The results from method in [16] and our algorithm both utilize the
power gain and symbol diversity gain, and the result of our algorithm utilize the

diversity gain more accurately because of using the powerful tool EXIT chart.

The best mapping function for a HARQ system with maximum transmission

number 3 is sorted as

s |0 1 2 3 45 6 7 8 9 10 11 12 13 14 |
t(s) |0 8 13 2 4 5 15 6 12 3 7 14 11 9 1 1
(s)|7 14 8 15 9 3 11 12 6 2 10 13 5 1 4
ho(s)|5 13 1 9 0 8 4 12 6 10 2 14 7 11 3 1
Wi(s)|7 8 13 3 41411 0 2 9 6 5 15 1 12 1
o(s)|13 9 10 11 1 4 6 7 12 8 15 14 0 5 2
5523,5dB
‘ M2 2 g
Ml 5120.51:18 !,,L31
E. < 3.5d8 Ml2>
No §;< 548 L3 2

Table 5.3 Strategy of link adaptation for Q3% , 17%) with 16-QAM
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T= 2, Rayleigh, CC(133,,171,), E_/M, = 3.2db

E, detecter

A decoder '

1 1 I
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I

E decoder * lA,detecler

T=3, Rayleigh, CC(133,,171,), E/M, =0 dB

E detecter

A decoder !

E decoder ' A detecter

Fig. 5.7 Transfer curves of the suitable labelmgur design for CC13%, 17%)
with 16-QAM.
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T=2, Rayleigh, CC(133,,171,)
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T =3, Rayleigh, CC(133,,171,)
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Fig. 5.9 Throughput of the suitable labeling for CC338 , 1718 with 16-QAM
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5.3.2 CC (1335,171g) , 8PSK, Rayleigh channel

In the section, the results of 8-PSK for CC (133s, 1715) under Rayleigh fading
channel are given. Fig. 5.9 shows the throughput with T=2 and T = 3. It is clear
that the performance of our design has about 2 dB gain over the chase

combining. Table 5.4 shows the strategy of link adaptation for CC (133g, 171g)

with 8-PSK.
\s [0 1 23 45 6 7
t(s) |0 2 37 41 6 5
t.(s)|7 0 3 26 5 4 1
h,(s)|7 2 6 3 2 45 0
ts1(S) |7 2,490:5 1 6 3
5 > 1508

N,
° Ho 1 H2. 1

Hi

5<1.5dB u2’2 l’l3,1

Table 5.4 Strategy of link adaptation for @@33%, 17%) with 8-PSK
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T=2, Rayleigh, BPSK
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T =3, Rayleigh, 8P5k
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Chapter 6 : Design for 3GPP Turbo Code

In 3GPP HSDPA, a powerful error correction code, turbo code [17], is utilized
with HARQ in order to improve the system throughput. In this chapter, a novel
HARQ scheme for 3GPP turbo code is proposed. Then, we compare the novel
scheme with the existing one from information theoretical point of view. Finally,
the Monte Carol simulation results in BER and FER are given to show that the

novel decoding scheme has better performance than the conventional one.

6.1 HARQ in 3GPP for Turbo Code

In order to further improve the performance of HARQ, a technique named
“Constellation rearrangement” is used by 3GPP for turbo code. Constellation
rearrangement is a special case of retransmission. with different mapping
functions, it utilizes different “Gray”:.code ‘mapping functions (labeling) for
retransmissions. [18] shows that constellation ‘rearrangement equalizing the
mean bit LLR (reliability) for each bit in multi-level modulation, therefore the
performance of HARQ is improved as compared with HARQ using identical Gray

labeling.

We can also observe the same result from EXIT chart. Fig. 6.1 shows the
transfer curves of constellation rearrangement and conventional chase
combining for maximum transmission number equal to 2 and 3. It is obvious that
constellation rearrangement performs much better than the conventional chase
combining for both T = 2 or 3. The used mapping functions are listed in Table

6.1.
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E,decoder

T = 2(Blug) @ E_/M, = 38

E,decoder

T e S e e R e e i e ............................................
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a 0.1 0.2 0.3 0.4 0.5 0.& 0.7 0.8 0.9 1
l.&,decuder
T = 3{Red) @ E_/N, = 0.5dB
1 T I T T T T T T T
—l— s S S S R
0.8
0y
0B
{
05
A
0.4
03
02
B s ........ ......... ......... ......... ........ ........ ......... ......... .........
0 ; i ; ; ; ; ; ; i
a 0.1 0.2 0.3 0.4 0.5 0.& 0.7 0.8 0.9 1
l.&,decuder

Fig. 6.1 Transfer curves of labeling of chase canmg and constellation
rearrangement.
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H : bbhbp, U™ bbpb, K5 bbbb,

1011 1001 0001 0011 0010 1010 1000 000110 0110 0100 11(
1010 1ooj 0000 0010 0110 1110 1100 010a010 0010‘ 0000 10(
1110 110(J)J 0100 0110 0111 111j 1101 0101 1011 ootl 0001 1

1111 11013 0101 O111 0OO11 1013 1001 OOO1 1111 0111 O0101 1

Table 6.1 Mapping functions for constellation reagement

6.2 Labeling Design for Turbo Code

We fix the mapping function for 1% transmission as that used in constellation
rearrangement, and then search for a better mapping function for the following
retransmissions. Fig. 6.2 shows the results obtained using our algorithm for T=2

or T=3.

For the case T=2, It is observed that the new labeling has a similar performance
under zero prior condition but performs better with theideal prior condition. For
the case T=3, although, the new labelingTisTa’little worse than the constellation
rearrangement case under zero .prior condition, but has much better
performance under ideal prior case. Therefore, the new labeling will perform

better than the constellation rearrangement.

2 ' 3
0011 1111 1110 0010 1010 1011 1111 O
1011 0111 0110 1010 0010 OOL 0000 O
1101 0001 0100 0000 0101 00p1 0111 1
1001 0101 1100 1000 1000 10(El 1101 1
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\s

01234567891011121314

101411156273913812511/S

0123456789011121314

59610113211487140123

71001265931541311141
010212611593154137 14
1421251069015718311 1!
71001211359152413614 .
2149515612010714311 1
210125146905718311 13-
21412510609157183 111
12061431591025811417
29415127101835146130
21341512710183145690
294151231018714518011
01411538136104115122°

(a)

10141511913812627351¢
15261391411403712815
11026139145403712815

15531001 70149132681241
11024146131190371281¢
06145112171312415893
9102414813116017123 1!
71141012113913152504
1013014115115%52268794:
12641411511578921330

(b)

Table 6.2 Mapping functions for our design, (a)didates for second
transmission and the optimal-one, (b) candidatéhiod transmission and the optimal

one
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Fig. 6.2 Transfer curves of labeling of chase canmg and our design.
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6.3 Novel Decoder Design for Turbo Code

In the conventional BICM with turbo code, usually the LLR from detector is sent
to the decoder that decodes the information using the maximum allowable inner
iteration number, that is, no outer iteration is performed. We modify the decoding
scheme to take advantage of outer iteration with the constraint on the maximum
allowed inner iteration number. The reason is that in a BICM with turbo code
system inner iteration is much complicated than outer iteration and the

complexity is determined mainly by the number of total inner iterations.

Fig. 6.3 shows the system model of BICM-ID with turbo code. The inner iteration
is defined as that between the two BCJIR decoders, and the outer iteration is
defined as the one between detector and the turbodecoder. As mentioned
above, traditionally it performs no outeriteration.and executes all allowable inner
iteration at once. The extrinsiciinformation from the 2" BCJR decoder is called
“Prior” of the 1% BCJR decoder. Wé ‘madify the decoding scheme to keep the
prior of the 1% BCJR decoder for the next inner iteration, and perform one inner
iteration followed by a outer iteration until the maximum number of inner iteration
is reached. Briefly speaking, an inner iteration is followed by a outer iteration

with that Prior was kept.

Turbo !
Decoder FL =
BCII _
rior
T ! Detector
y J .
BCIR
\
‘V_‘ I

L

Fig. 6.3 System model of BICM-ID with turbo code
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6.4 Analysis of Conventional and Modified Decoder

6.4.1 Information theoretical point of view

In this section, we compare the conventional scheme and the modified one form

the information theoretical point of view. Fig. 6.4 shows a system model of

BICM-ID with turbo code, where 1°" (c) is the mutual information between the

detector extrinsic and coded bits under the i-th outer iteration, and 1°° (c) is the

mutual information between the decoder extrinsic and coded bits under i-th outer

iteration. 1°°*(b) is the mutual information between information bits and

extrinsic from decoder k under i-th outer iteration and j-th inner iteration. The

functionality of detector “ Isp»modeled .“as +a _function h, that Iis,

| B (c)=h(I.D°(c),Y) . The two. BCJR " decoder are modeled as

129 (0) = 1 (192 (€).1°62(0)) and AE2(c) = £(1BS10) 1577 (0)) - 15°(c) s se

to zero in the conventional decoding strategy but set to 1.°77 (c) in our design.

15 (c) is set to zero initially. We suppose that the extrinsic of decoder or

detector is not less reliable than the intrinsic of them, thatis, 15 (c)=1"(c)

125 (b) 21°2°%(b) and 1°°%(b) 2127 (b).
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Decoder 1M (c)
BCIR |
Py
Detector:
) 155 (p) ho =Y
~ BCIR P
g
IiDC(C)

Fig. 6.4 System model of BICM-ID with turbo code

Inner Iteration Conventional Modified
Use
1 1™ (c) =h(0,Y) 1™ (e).=h(0,Y)
155 (b) = £(12(c),0) 125(b)= £ (1 (c).0)

Table 6.3 Analysis in information theoretically poiof view for conventional
scheme and modified scheme

Table 6.2 shows the change of mutual information between iterative decoding. It

is separate by the number of inner iteration. During 1% inner iteration, it can be

observed that 1*(b) and 1°7?(b) in conventional scheme and modified

scheme are similar because 1" (c) in both scheme are similar if the leftest

point on EXIT chart of labelings in both scheme are almost the same. During 2"

inner iteration, the input from detector has been updated by turbo decoder
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extrinsic and received channel symbols in our design, that s,

| DM (c)=h(I1D° (c),Y) but unchanged in conventional scheme. Therefore,
125+ (b) in conventional scheme is less reliable than 1.7*(b) in our design
since 1.7*(b) is generate by reliable intrinsic from detector, that is,

12" (c) 21, (c), accordingly 1,772 (b) is more reliable than 1757 (b) as well.

In terms of the observations above, it is shown that the mutual information
between decoder extrinsic and information bit in our design is much reliable than

that in conventional decoding scheme under identical inner iteration number.

6.4.2 Numeric Values

The simulation environment is listed as in Table 6.4

Conventional Modefied
# of inner iteration 8 8
Code Rate % }/2
BCJR Decoder max-log max-log
Detector MAP MAP
) constellation _
Labeling Our Design
rearrangement
# of information bits
5000 5000
per packet

Table 6.4 Simulation parameter for 3GPP turbo code
Fig. 6.5 and Fig. 6.6 show the mutual information between decoder extrinsic and
information bits of 1% and 2" BCJR decoders versus inner iteration number. First,
to fix the decoding scheme, we can observe that the extrinsic of each decoder is
more and more reliable when inner iteration number increase, and the extrinsic

of decoder is more reliable than it’s intrinsic. If we focus on Fig. 6.5 and Fig. 6.6
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individually, it is obvious that the extrinsic of our design is much reliable than
which of conventional design under identical inner iteration number. These

results match the theoretical analysis in previous section.

ESINEI = 3dB, Extrinsic of decoder 1
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Fig. 6.6 Mutual information between information &itd 2 decoder extrinsic
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More precise behavior of our design can be observed in Fig. 6.7. The trajectory

is shown in Fig. 6.7, and the decoder transfer curves are plotted with distinct
mutual information between prior and information bits, that is, | (P; B) equal to
0,0.1, ...,0.9. Base on mutual information between prior and information bits

shown in Fig. 6.6, the trajectory matches the detector transfer curve and decoder

curves perfectly, ex: in the first outer iteration, the decoder transfer with

I(P; B) equal to 0 is matched and in the second outer iteration, the decoder

transfer with 1 (P;B) equal to about 0.2 is matched and so on.

E_/M, = 3dB, EXIT Chart for Modified Method

1 T T T T T T T T T

'A decoder

E,detoctar

| | |
a 0.1 0.2 0.3 0.4 0.5 0.& 0.7 0.5 0.9 1

A detoctar ! lE,deu:u:uder

Fig. 6.7 Trajectory of iterative decoding in ousm

6.5 Simulation Results

In this section, we compare the BER, PER and throughput for conventional

scheme and modified scheme under T = 2 and 3. The performance of BER and
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PER are plotted on Fig. 6.8 and Fig. 6.9, and we can observe that our design
have gains about 0.4dB in case T = 2 and 0.25dB in case T = 3 as compared
with constellation rearrangement, and Fig. 6.10 shows throughput performance,

our design have gains about 0.4dBincaseT=2and incase T = 3.

BER

Fig. 6.8 BER of constellation rearrangemént] ) and our desig{ O )
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Chapter 7 : Conclusions

In this thesis, we developed a systematic algorithm to search for good labeling
used for retransmissions in the Type-l HARQ systems for BICM-ID systems. Link
adaptation with different labeling for retransmission is proposed with 2-3 dB
performance improvement over the traditional chase combining scheme.. We
also consider the novel HARQ scheme used in 3GPP HSDPA. The performance
of our design has a gain of about 0.3~0.4 dB as compared with the design in

3GPP [18].
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