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Network- Initiated Mobile IP Fast Handoff
Using Early Binding Method

Student: Chia-Hung Lee Advisor: Dr. Chung-Ju Chang

Department of Communication Engineering

National Chaio Tung Unversity

Abstract

Since the demand for mobile real-time.application grows fast, the handoff
efficiency of Mobile IP becomes extraordinarily important. Fast handoff of Mobile
IP is standardized to eliminate the handoff delay. Unfortunately, anticipation of fast
handoff does not guarantee that mobile node can always have time to exchange
messages for fast handoff of those mobile nodes move with high speed. An Early
binding method provides a solution to reduce unreliability of anticipation for high
speed mode nodes. However, there is no definition how to make an exact early
binding event trigger and candidate access router selection. In this thesis, a
network-initiated early binding fast handoff (NEBFH) and an intelligent candidate
access router selection (ICARS) algorithm were proposed. Simulation results show
that the relation of handoff performance and binding event trigger can provide how
to make an exact early binding. Moreover, the ICARS algorithm reduces the rate of

selection failure and improves the handoff delay.
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Chapter 1

Introduction

As the advancement of wireless communications, demands for the wireless
Internet and mobility support are increasing, and the next generation backbone
network is potentially deployed by the IPibased technology due to the all-IP trend.
In order to support mobile IP-based network, Mobile IP (MIP) protocols, such as
Mobile IPv4 (MIPv4) [1] and Mobile IPv6-(MIPv6) [2], are standardized by the
Internet Engineering Task Force' (IETF). Each mobile node (MN) is always
identified by its home address, regardless of its current point of attachment to the
Internet. While situated away from its home, the MN is also associated with a
care-of-address (CoA), which provides information about its current point of
attachment to the Internet. Packets destined to the MN’s home address are
transparently routed to its CoA. For this purpose, the MIP protocol provides for
registering the CoA with a home agent (HA). The HA sends datagrams destined for
the MN through a tunnel to the CoA. After arriving at the end of the tunnel, each
datagram is then delivered to the MN.

MIP enables an MN to maintain its connectivity to the Internet when moving
from one access router (AR) to another, a process referred to as handoff. During

handoff, there is a period during which the MN is unable to send or receive packets



because of link switching delay and IP protocol operations. This “handoff latency”
resulting from standard MIP procedures, namely movement detection, new CoA
configuration, and binding update (BU), is often unacceptable to real-time traffic
such as Voice over IP (VoIP).

Standard MIPv6 procedures have to deal with the same handoff latency problems
as MIPv4. In [3], fast handoff for Mobile IPv6 (FMIPv6) was proposed to improve
handoff latency in MIPv6 as a fast handoff for Mobile 1Pv4 (FMIPv4) [4] did for
MIPv4. Fast handoft for Mobile IP (FMIP) is a mechanism to improve the handoff
latency by predicting and preparing the impending handoff in advance. The FMIP
protocol allows an MN to prepare its registration with a new access router (NAR) and
obtain its next care-of-address (NCoA) while still connected to a previous access
router (PAR). Furthermore, the FMIP protocol.seeks to eliminate the latency involved
during the BU procedures by providing a bi-directional tunnel between the old and
new networks while the BU procedures-are being performed. The MN can instruct the
PAR to forward packets addressed to.it previous care-of-address (PCoA) to it NCoA.

The FMIP protocol has two operation modes due to the unpredictable MN’s
mobility. The modes are different according to the precise timing depending on
whether the MN completes fast handoff operations or not before layer 2 (L2) handoff.
If it does, the fast handoff is referred to as a predictive mode. If it does not, it is
referred to as reactive mode. The handoff performances of both the predictive mode
and the reactive mode in FMIPv6 have been evaluated in [5]. Results showed that the
predictive FMIPv6 has much better handoff performance than the reactive FMIPv6
does. Take UDP experiment for example. In the reactive FMIPv6 mode, there are 49
lost packets and 2.5 seconds handoff disruption period. While in the predictive
FMIPv6 mode, there are no lost packet found and 1.1 seconds handoff latency. The

reactive fast handoff causes not only the increase of handoff delay but also the



increase of signal overhead.

The reactive mode is performed after the unsuccessful predictive if the MN does
not complete fast handoff operations. One of the reasons is the late timing of L2
handoff trigger. The anticipation of fast handoff from L2 does not guarantee that MN
can always have enough time to exchange layer 3 (L3) fast handoff messages. The
case is occurred especially for high speed MN. Moreover, it is possible for fast
handoff to fail due to multi-retransmission when signal status is not good enough.

Early binding fast handoff (EBFH) was proposed in [6]. An MN performs early
fast binding update with its current AR before an L2 handoff trigger which indicates
that an MN is closing to handoff. In order to provide a robust predictive fast handoff
mechanism, part of L3 fast handoff message would be exchanged before the L2
handoff trigger. In other words, .the 1.3_fast handoff procedures consumed most of
time is performed before the L2 handoff trigger. This method called early binding
would guarantee that the MN can haye enough-time to exchange messages, whereas it
consumes more bandwidth of wireless link than‘the original fast handoff. This is
because the geographically adjacent AR option should be included in router
advertisements and more binding update and acknowledge messages should be
exchanged between the MN and the current AR. The early binding method has more
signaling overhead than original fast handoff.

It should be worth noting that there is no definition how to make exact early
binding anticipation in EBFH. Generally speaking, more processing cost and
signaling cost are consumed if performing early binging too early. And some effect
may exist if performing early binging too early. Furthermore, the latest timing of early
binding is the L2 handoff trigger. The situation of EBFH is the same with FMIP if the
timing of performing early binding is the same with the timing of L2 handoff trigger.

Making an exact anticipation for early binding can be a good issue to improve the



performance and efficiency of EBFH.

It is further worth noting that an NAR does not be determined before the L2
handoff trigger if using early binding method. Thus, a candidate AR (CAR) selection
algorithm is needed by the early binding method. The difference between the CAR
and NAR may arise. In this case, the singing cost for early binding with the CAR 1is in
vain. The extra signaling cost of binding with the NAR is consumed. It may be a
solution to perform early binding with more than one CAR. The case would not arise
if the CAR is all geographically adjacent AR. However, it seems to be an inefficient
solution due to much singing cost. There is no definition how to select AR and how
many AR selected is efficient in EBFH.

In this thesis, a network-initiated early binding fast handoff (NEBFH) scheme is
proposed. One of the reasons to adopt network-iitiated handoft is to reduce the early
binding messages exchanged between the MN-and PAR. Moreover, the specific signal
flow of NEBFH is defined. An early binding event trigger is defined. In order to
define binding event trigger specifically, not only.a signal threshold but also a dwell
timer is considered in the binding event trigger. In addition,. The NEBFH can be
classified by either CAR selection success or CAR selection failure. The CAR
selection can be further classified by either early binding prediction success or early
binding prediction failure. Each case of NEBFH can correspond to predictive or
reactive mode of FMIP. And distinct signaling costs are consumed in each case. As for
CAR selection algorithm, an intelligent CAR selection (ICARS) algorithm is
proposed in this thesis. The ICARS algorithm determines one or more AR adaptively.
It selects more than one while these AR with similar situation. The handoff
performance and signaling cost of NEBFH are analyzed in terms of distinct binding
trigger event and CAR selection algorithm.

The reminder of this thesis is organized as follow. In Chapter 2, the FMIP



protocol operations and early binding method are introduced. The system model,
including the binding event trigger, is presented in Chapter 3. The details of proposed
NEBFH scheme and ICARS algorithm are presented in Chapter 4. The simulation
results and discussions are presented in Chapter 5. Finally, conclusions are given in

Chapter 6.



Chapter 2
Mobile IP Fast Handoff Issues

2.1 Protocol Operation

Mobile IP fast handoff (FMIP) is.a selution to the handoff latency problem of
mobile IP. FMIP achieves this goal by twesmechanisms:

* Resolve the new CoA address to be used before the MN enters into the
coverage of the new AR,

* Setup a temporary tunnel between previous access router (PAR) and new
access router (NAR) to forward packets to the new location.

The FMIP can be either mobile-initiated or network-initiated, depending on
whether the MN or one of ARs initiates the handoff. The two main possibilities are
router discovery performed by MN on Layer 3 and a link-specific event (e.g., L2
trigger, such as higher signal strength from a new BS) occurring in the MN or in the

network.

2.1.1 Mobile Initiated Handoff
Figure 2-1 provides a signal flow of mobile initiated FMIP. The protocol
operates as follow. When an MN senses a Layer 2 trigger, it sends a router

solicitation for proxy (RtSolPr) message to its PAR to resolve information about the



anticipated new subnet. In response to the RtSolPr message, the PAR sends a proxy
router advertisement (PrRtAdv) which contains the binding information between
adjacent BSs and ARs. From the information provided in the PrRtAdv message, the
MN formulates a prospective new CoA (NCoA) that will be used in the new subnet,
and sends a fast binding update (FBU) message to the PAR. The purpose of the FBU
message is to inform the PAR to bind previous CoA (PCoA) to NCoA, and arriving
packets can be tunneled to the new location of the MN. Upon receiving the FBU
message from the MN, the PAR sends a handoff initiate (HI) message to NAR, in
response to which a handoff acknowledgement (HAck) is sent by the NAR to setup
a tunnel with NCoA. This HI/HAck message exchange also serves a registration of
the NCoA already formed by the MN. The registration is a validation for NCoA by
duplicated address detection (DAD) procedure. in erder to avoid address duplication

on the links.

MN PAR
L2 NAR
Trigger
RtSolPr |
_ PrRtAdv
FBU HI
HAck
FBack FBack
Disconnect ‘ Forward >
| Packets
Connect
FNA o
< Deliver Packets

Figure 2-1. Mobile Initiated Predictive Fast Handoff Procedure

The PAR responds to the MN and the NAR with a fast binding acknowledge

(FBack) message and starts the tunneling of buffered data toward the MN’s NCoA.



The MN, as soon it attaches on the new link, transits a fast neighbor advertisement
(FNA) to inform the NAR of its presence. From this point on, all packets buffered at
NAR are delivered to the MN.

2.1.2 Network Initiated Handoff

In some network deployments, it may be possible for the network to initiate the
handoff procedure rather than the MN. One example scenario would be for an
intelligent subsystem on the PAR to determine that an MN would be better served
moving to another nearby network, (e.g. due to it being topologically closer to its
corresponding node or for traffic engineering purposes). In such a situation, the PAR
will send an unsolicited PrRtAdv message to the MN containing the information
which the MN can connect to the'new network. The signal flow is the same as that
in Figure 2-1 besides the absence of initial RtSolPr message. However, the
processing is slightly different in that the-MN must connect to the network indicated
in the PrRtAdv message by configuring a CoA for itself an issuing a FBU to the
PAR.

2.1.3 Reactive Handoff

It should be noted that the above discussion including both the mobile initiated
handoff and the network initiated handoff is under some assumption. The
assumption is that the MN is aware of the impending handoff, prior to the L2
handoff execution, to have enough time to send the FBU message. Nevertheless, the
situation can arise that the MN moves to the new network before it has had a chance
to send the FBU to the PAR. In this case, the MN will send the FBU message
encapsulated inside the FNA message that it sends to the NAR, as shown in Figure

2-2. The NAR will then forward the FBU message to the PAR thus allowing the



PAR to make the PCoA and NCoA binding and forward any packets destined for
PCoA to NCoA.

MN PAR NAR
L2

Trigger
RtSolPr

PrRtAdv

-l

Disconnect

Connect JF
FNAJFBU] >l

FBU
FBack

‘ Forward >

- Deliver[Packbis <

-l

Figure 2-2. Mobile Initiated Reactive Fast Handoff Procedure

Therefore, FMIP can further be classified into a‘predictive mode and a reactive
mode, whose signal flows are shown.in Figure 2-1"and Figure 2-2, respectively. The
difference between the predictive mode and the reactive mode is depending on the

validation (DAD) before or after the link layer handoff.

2.2 Early Binding Method

For a high speed MN, whose signal strength goes down fast, it is possible that
there is not enough time to complete the predictive mode signal flow. As a result,
FMIPv6 operates in the reactive mode, which has worse performance than predictive
mode. In order to provide a reliable fast handoff for MN, early binding fast handoff
(EBFH) has been proposed in [6] . The EBFH signal flow is shown in Figure 2-3.
The first step of EBFH after an MN finished its link layer handoff is that it receives a

route advertisement which includes information about geographically adjacent ARs,



and the next step is that it formulates new CoA about next foreign networks. The
geographically adjacent ARs option makes the MN can perform early binding update
with its current access router. Once MN would like to perform handoff, the fast
binding indication (FBI) will be sent to instruct PAR which new AR will be.
Compared with the original fast handoff, the tunnel would start to establish
when the link going down trigger occurs. The tunnel establishment of EBFH is

earlier than the fast handoff. Thus, it calls “early binding.”

MN PAR NAR-1 NAR-n

Router Solicitation

Router Advenisement

gggfor NAR—]
W}

HI
e
%

—

K
k///’@/k//ﬂi\/d&//
L mes

link going FBI for NAR-1
down trigger

[

link down trigger - -
Disconection

link up trigger

Figure 2-3. Early Binding Fast Handoff

The EBFH would provide a better handoff performance than original fast
handoff. That is because early binding method would guarantee that the MN has
enough time to exchange L3 fast handoff message before the L2 handoff. However,
The EBFH consumes more bandwidth of wireless of wireless link than original fast

handoff. That is because the geographically adjacent AR option more binding update

10



and acknowledge messages should be exchanged between the MN and the current AR.
On the other hand, there is no definition the exact timing of performing early binding
in EBFH. More processing cost and transmission cost are consumed for EBFH if
performing early binding too early. From the view of signaling cost, the EBFH which
adopts mobile-initiated handoff may not be proper scheme.

In this thesis, not only the handoff performance but also signaling cost is
considered. Based on the concept of EBFH, the aim of this thesis is threefold. One is
network-initiated handoff. Another is the early binding procedure. The other is CAR

selection algorithm. The above are described in detailed in Chapter 4.
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Chapter 3
System Model

3.1 Network Topology Model

As shown in Figure 3-1, one access router (AR) is connected to more than one
wireless BS areas. There are two handeff-eases. One is the intra-domain handoff
which performs the handoff within the BSs”of the=same AR; it is the link layer
handoff without IP address change under-the-same AR. The other is the inter-domain
handoff which needs to perform limk layer and IP layer handoff between different
AR. As discussed before, the IP layer handoff needs more procedures and time than
the link layer handoff. In order to choose to perform either IP layer handoff or link
layer handoff, a method to distinguish between the inter-domain handoff and the

intra-domain handoff is needed.
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Figure 3-1. Network Topology Model

3.2 Mobility Model

Vehicular environment (typical urban).mobility model [7] is assumed. The
vehicular reference mobility model " useés a-pseudorandom mobility model with
semi-direct trajectories. The mobile position."gets updated according to the

decorrelation length, and direction can change at each position. MN has a constant

velocity between V,, km/hr to V, . km/hr, drawn from a uniform distribution;
position updates are done every L, meter; and at each position update, the direction
of movement can randomly change up to an angle A° according to a predefined
probability P,. Mobiles are uniformly distributed on the map and their direction is

randomly chosen at initialization.

3.3 Signaling Time of FMIP
Table 3-1 shows some notations for the communication delays and their chosen
ranges according to the suggested values in [8]. The communication delays inside

the same AR and the L2 handoff delay are kept constant and are set in accordance

13



with the assumptions made by Hsieh et al. in [9].

Table 3-1. Communication Delays used in the Analysis

Delay Meaning Value

D, ar RTT(MN, PAR) 2 ms
I RTT(MN, NAR) 2 ms

D, . RTT(PAR, NAR) 10-100 ms

D, Delay for Layer 2 handoff. 20 ms

Note that the RTT(A, B) means the round trip time for a packet to pass from A
to B. For example, RTT(MN, PAR) denotes the time require for a packet to pass
from an MN to a PAR. It is assumed that RTT(A, B) = RTT(B, A).

In the following, the formulas used to calculate the signaling time for the
predictive fast handoff and reactive fast! handoff are presented. Firstly, each
signaling time of predictive FMIP shown in Figure 3-2 is defined below:

D

reg

< /;UwiAck APaCket >
- < FBicly FN?J“* >
MN < \ }—>

NAR

-

¥ DFA

Handoff Delay Dy

Figure 3-2. The Time Diagram of Predictive FMIP
* D, : Delay for registration to NAR. It defines the time interval from the

moment that HI message is sent to the moment that Hack is received by PAR.

The D,,, consists of the transmission time and the DAD procedure, where

14




D,,, denotes the delay for DAD execution. D,,,= 2D +D,,,, The

par_nar
most time-consuming procedure is DAD execution. The RFC 2462 [10] states
that a node should delay sending its neighbor solicitation for DAD by a
random time interval between 0 and MAX RTP_SOLICITATION DELAY
seconds if it is the first packet sent from the interface after initiation. In RFC
2461 [11], MAX RTP_SOLICITATION DELAY is defined to be 1 second in

duration. In the average case, D,,, will be an extra 500 ms, and up to 1000

ms (1 second) in the worst case. Hence, the delay for registration to NAR 1is

D,,=2D,. yu+Dyyy =520 ~1200 ms 3.1)

par _nar

* D,,,: Delay to perform FNA. D,,, = 2-D =4 ms

mn _nar

* D, Handoff delay for predictive fast handoff. As shown in Figure 3-2, the

handoff delay is L2 handoff delay_and the delay to perform FNA. Therefore,
D can be obtained by

pre

D,.,= D+ D, =24 ms. (3.2)

Secondly, each signaling time of reactive FMIP shown in Figure 3-3 is defined
below:

D ; DDAD

i reg i e
NAR <

o,
PAR < ]@ / \dle
FB&@Q» FN7& *Packel

MN <
b

[ Handoff Delay

o

FMIP

Figure 3-3: The Time Diagram of Reactive FMIP
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* D..»: Time needed to complete the FMIP operation (from time FBU is

FMIP -
sent-encapsulated in FNA if sent from new link to time FBack is received.)

Dpyp = Dpyy v Dpypt 2D,y e =524 ~1204 ms (3.3)

* D .: Handoff delay for reactive fast handoff. As shown in Figure 3-3, the

handoff delay is the L2 handoff delay and the delay for FMIP operation to

complete. Thus, D, can be given by

rec

D, = D,, + D, =544~1224 ms (3.4)

rec

Finally, the handoff delay of FMIP is presented in Table 3-2. It can be seen
obviously that the handoff latency of predictive fast handoff is much smaller than

that of reactive fast handoff.

Table 3=2. Handoff Delay of FMIP

Fast Handoff Figure Notation Handoff Reference
Mode Reference Delay Value in [8]
Predictive mode Figure 3-2 s D,, +D,,, 24 ms.
Reactive mode Figure 3-3 D, D,,+ Do 54‘;; 1224

3.4 Binding Event Trigger and Handoff Event Trigger

The approach to the handoff problem have been considered in cellular networks
using the received signal strength (RSS) as an indicator for service availability from a
certain point of attachment. The RSS of serving BS, RSS_, is an indicator for
handoff event trigger used in this theses.

There are three signal strength thresholds defined. One is the binding threshold
T, , which implies that PAR needs to perform binding for IP fast handoff. The second

is the threshold T

ho >

which implies that MN needs to perform handoff for link switch.
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The last is the threshold 7, , which implies that link disconnects if RSS| is below
T,,.

There event triggers are defined in this thesis. One is early binding event trigger
for L3 handoff. Another is link layer handoff event trigger. The other is link
disconnection event trigger. The early binding event trigger, E, , is an event if the
RSS, is below T, for a predefined period, ¢,, where ¢, is a binding dwell timer.
The link layer handoff event trigger, E, , is an event if the following conditions is
satisfied: (1) the RSS, is below T, , (ii) the RSS of candidate BS is higher than
RSS_, (iii)the above two conditions are satisfied for a predefined period, ¢, , where

t,, 1s a handoff dwell timer. In this case, the timer is started when the first two

conditions are satisfied. The MN performs a handoff if the handoff condition is
satisfied for the entire dwell timersThe link disconnection event trigger, E,,, is an

event if RSS  isbelow T, .

3.5 Candidate AR Selection
The candidate AR (CAR), which 1s the geographically adjacent AR of PAR,
involves the high possibility to be the NAR in the impending handoff. The number
of CAR, denoted by N_,., could be one or more depending on the system design or
other reasons. The CAR is determined by a CAR selection algorithm using some
information such as the RSS of neighbor BS.
Thus, some notations list below for the CAR selection algorithm:
* N,: The number of scanning BS. We assume that the intra-domain BS
excluded from the scanning BS.
* BS,: The set of scanning BS. The BS, ranks from the largest RSS of
scanning BS to the least RSS of scanning, 1<n<N_.

* RSS,: The set of received signal strength of each BS,, 1<n< N,_.
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* BS,: The target BS is the BS which MN switches to after handoff. The target
BS is the BS with the largest RSS at the time of occurring E,, .

* CAR,: The set of CAR determined by the CAR selection algorithm,
I1<n<N,.

For instance, the CAR selection algorithm could choose the adjacent AR whose

BS with the largest RSS. In this case, N, is1,and CAR, isthe AR of BS,.
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Chapter 4
Network—Initiated Early Binding Fast

Handoff (NEBFH)

A network-initiated early binding fast:handoff*(NEBFH) is proposed. One of the
reasons for adopting network-initiated handoff in early binding method is to reduce
the early binding messages exchanged between.a MN and a PAR. On the other hand,
it is possible to disconnect between:the current'BS because the signal strength is
weaker while the MN close to handoff. If there is no time when the MN is informed
of the L2 handoff and the link between the MN and the PAR is terminated, the PAR
can initiate the IP-level handoff procedure by sending the L3 fast handoff messages.
For early binding method, the network- initiated handoff is more proper than

mobile-initiated handoff in terms of signaling cost and reliable transmission.

4.1 NEBFH Procedure
The signal flow of network-initiated early binding fast handoff (NEBFH) is
presented in Figure 4-1, where the CAR selection is successful. The handoff control

resides in the network side (i.e. PAR) in NEBFH. The first step of NEBFH after the
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early binding event trigger ( £,, ) is that a PAR sends an RtSolPr message to its MN
and receives an FBU message form the MN. The PrRtAdv message contains one or
more [BS-ID, AR-Info] tuples which is the information of CAR. The CAR is
determined by a CAR selection algorithm. In this these, an intelligent candidate AR
selection (ICARS) algorithm is proposed. Next, The PAR sends the HI message to
one or more CAR and waits for the HAck message. The HAck message sent by the
CAR, means that the tunnel between the PAR and the CAR, has been setup. The
early binding is completed while all HAck message of N_,, CAR are received.
The PAR sends the FBack message to the MN after the link layer handoff event
trigger( £, ). The FBack message contains the information of NAR, that is, the AR
of target BS. As shown in Figure 4-1, if the NAR is CAR-Ncag, the MN performs
L2 handoff to the target BS , whose AR is CAR-Ncar after receiving the FBack.
The remaining procedure after the disconnection is the same as that of the

predictive fast handoff.

MN PAR  CAR-1 — CAR-N,,,

ﬁ
Hi

FBU
> Hi

HAck
Ak

<E,—> | FBack
m Packef Fﬁ

tRack for rwarding
Disconection

Figure 4-1. The Signal Flow of NEBFH for CAR Selection Success
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The above description has assumed that the NAR is included in the set of CAR.
However, the situation may be arisen that the NAR is not included in the set of CAR,
that is, the CAR selection failure. In this situation, the PAR sends a fast binding
indication (FBI) to the MN as shown in Figure 4-2. The FBI message contains the
information of NAR to let the MN know the AR of the impending handoff. At the
same time, the PAR sends the HI message to the NAR to establish the tunnel. In fact,
the case for CAR selection failure is consistent with to the case in original FMIP. If
the HAck message sent by the NAR can be received before the link disconnection,
the procedure that the PAR sends the FBack message to the MN is the same as the
predictive fast handoff. Otherwise, if the HAck message sent by the NAR cannot be
received before the link disconnection trigger event( £,, ) as shown in Figure 4-3, the
procedure that MN sends the FBI encapsulated. inside the FNA to the NAR is similar

to that of the reactive fast handoff.

MN PAR":. CAR-1 75+ CAR-N_, NAR

PRAN |
FBU - HL
— | HI

\>
Ak

f; > | HI
\
Bl for NAR B S ——

¥

— 1 [Back |

JE—
F%&pk for NAR Packet forwardifg

1sconection 12

Figure 4-2. The Signal Flow of Predictive NEBFH for CAR Selection Failure
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MN PAR  CAR-l —— CAR-N_ NAR

T

/ i»
PrRIAY — | HI
I —
HACK
| W
PR
e .
E upl for NAR —
Disconection «X Hack

FNA[FBL

Figure 4-3. The Signal Flow of Reactive NEBFH for CAR Selection Failure

Figure 4-4 shows the flow chart of NEBFH. The early binding is initiated by
E, . After triggered by FE, , there are_two cases, which are the CAR selection
success or failure. The CAR selection success means the NAR has been predicted
before link layer handoff trigger. However, the situation could be arisen that the
binding between PAR and NAR 'has.been not complete in case the HAck message
does not be received by the PAR. The case that the HAck message has been received
by the PAR is the early binding success. In this case, the mode of FMIP is

predictive.
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Table update for RSS, and RSS, |«

|
< B, >

Yes

Early binding:
PAR perform binding with CAR computed
by the CAR selection algorithm

Y

y

Eh( ? No

v Yes

S < ; 1lur
feees CAR Selection ? Failure

Failure Send HI

to NAR

Early Binding ?

Success

Waiting for Hack
from NAR before
k disconnectio

Yes

R

y

Predictive Reactive
FMIP FMIP

Handoff
Completion

Figure 4-4. The Flow Chart of NEBFH
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On the contrary, the case that the HAck message has been not received by the
PAR is the early binding failure. If the HAck message can be received before the
link disconnection, the mode of FMIP is predictive. Otherwise, the mode of FMIP is
reactive. In brief, the predictive FMIP can be almost guaranteed to occur in the CAR
selection success case.

For the CAR selection failure case, it means the failure of early binding and
becoming back original fast handoff. Every signaling for early binding is in vain.
Therefore, a proper candidate AR selection algorithm to boost the probability of

candidate AR selection success case is critical for NEBFH.

4.2 Intelligent Candidate AR Selection (ICARS) Algorithm

A NAR is not determined before a_I2 handoff trigger if using early binding
method. Thus, a candidate AR-selection algorithm is needed by the early binding
method. The difference between the CAR and NAR may arise. In this case, the
signaling cost foe early binding with CAR is in.vain. The extra signaling cost of
binding with NAR is consumed. In order to boost the rate of candidate AR selection
success case, a simple method is choosing all the geographically adjacent AR to be
included in CAR. However, the signaling cost is too high for this method. An
intelligent candidate AR selection (ICARS) algorithm is proposed to provide not

only high rate of CAR selection but also less signaling cost.

ICARS algorithm:
Let S, denote the segment for candidate selection. We assume that all
subnet of BS, forn from 1 to N, are different from the subnet of serving BS.
CAR =The AR of { BS,, whose RSS, locates at the range from RSS, to
RSS, —(RSS, ~RSS, )/ Sy 3. (n:1~N)) (4.1)
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Figure 4-5 show an instance for ICARS algorithm. In this instance, let S.,,=5
and N =6.

For the case <> in the figure, RSS,, RSS,,and RSS, locate at the range from
RSS,to RSS, —(RSS1 - RSS), )/ Sz 0of RSS. Hence, the CAR= AR of {BS,, BS,,
BS,}. Ni;i=3.

For the case <ii> in the figure, only RSS, locates at the range from RSS, to

RSS, —(RSS, — RSS,, )/ S¢.z of RSS. Hence, the CAR= AR of { BS,}. N, =I.

RSS
A RSS RSS
- —1 | @
@ RSS,
@ RSS, (RSS-RSS)/S4x
@® RSS,
@ RSS
@ RSS,
® RSS,
@ RSS,
@ RSS;
— @1 @®-cc e
RSS6 R886 SLAR 5
<> <>

Figure 4-5. An Illustration of ICARS algorithm

It is possible that there are several CARs which MN possibly moves to. This
may be arisen especially while MN locates among several these ARs. On the other
hand, it is possible that there is only one AR which MN possibly moves to. This is
may be arisen while MN locate at the cell boundary. Thus, selecting several CAR

would be better in the former case; and selecting one CAR would be fine in the latter
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case. However, it is inefficient if selecting fixed number of CAR. It is efficient if
number of selecting CAR changes adaptively. The ICARS algorithm is conducted

according to this concept.

26



Chapter 5

Simulation Results and Discussions

5.1 Simulation Environment

In order to investigate the performance of proposed NEBFH scheme and
ICARS algorithm under different conditienss.a simulation was done using C++.
Figure 5-1 shows the concatendted 19-cell layoutin the simulation. Each cell has 1
km radius and the distance between BSs-is—/3 km. Moreover, a cell-wrapping
technique has been adopted. Boundaty cell are regards as neighbors of the boundary
cells located almost directed opposite the cell layout. Only the 19 cells in the center
really exist, the others are just copies of the cell having the same numbers.

The wireless fading channel consists of large-scale fading and small-scale
fading. The large-scale fading comes from free space degrading and shadowing
effect, while the small-scale fading is due to multipath reflection. In this thesis, the
small-scale fading is neglected since the average of RSS is important for handoff

issue. And it gets average out because of its rapid variation. The channel propagation
model for received signal strength is given by : RSS(d) =P, — PL(d)+ X ,where
P

> 1s transmit power, and PL(d) is the pass loss at distance d between the BS

and MN in meters, and X _ is a zero-mean Gaussian random variable with standard

deviation o modeling shadow fading. On the other hand, the auto-correlation in
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time on the same link on the shadow fading is considered to approximate the real
fading environment. As to the path loss, the model is : PL(d) =31.0+34.8log(d)
[12]. All system parameters are listed in Table 5-1. The values of the parameters
defined in system model are shown in Table 5-2. The parameters of signaling cost is
described in chapter 7. And the reference values of them defined in [13] are shown

in Table 5-3.

Y axis
in the simulation
A

9 8 19
[ J ® [
10 2 7 18
® ° ()
11 3 1 6 17 )
@ @ @ @ o » X axis
in the simulation
12 4 5 16
[ J [ J
13 14 15 Cell (Nth cell)
® [ J
Position of base station
(Nth base station)

Figure 5-1. Cell Layout in the Simulation
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Table 5-1. System Parameters in the simulation

Parameters Values
Cell size 1000 m
Maximum transmit power ( P,) 44 dBm
Carrier frequency 2000 MHz
Thermal noise density -174 dBm/Hz
Path loss model PL(d)=31.0+34.8log(d)
Standard deviation of slow fading (o) 8 dB

Table 5-2 The Parameters defined in System Model

Parameters Values
V.. = ESahnl . 20 km/hr
Vper | o ‘ 120 km/hr
L, ‘ — ‘ 20 m
A° : ; 45
Pp ‘ ‘ 0.2
T, -70 dBm
T,, -80 dBm
T, -90 dBm
S CAR 5
t, 0.1 sec
th 0.5 sec
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Table 5-3. The Parameters of Signaling Cost

Parameters Values
TCmn _ par 1
TCmn _ nar 1
TCpar7 nar 05

PC,, 5
Pcnar 5
SC,, 1IN +7
SC,, 12
SC e 7.5
SCrea 12

5.2 Simulation Result and Discussions

Figure 5-2 shows the handoff delay of FMIP and NEBFH with distinct CAR
selection algorithms, which are Fix-I algorithm, Fix=2 algorithm, ICARS algorithm,
and All algorithm, respectively. The Fix-1 algorithm indicates that the CAR is to
choose the adjacent AR of BS with the largest RSS. The Fix-2 algorithm indicates
that the two CARs are the AR of BS with the largest RSS and the AR of BS with the
second largest RSS. The ICARS algorithm is proposed by this thesis. The All
algorithm indicates that the CAR is all geographically adjacent AR of PAR.

It can be found that the handoft delay of NEBFH is smaller than that of FMIP
by 10% ~ 30% as the increase of velocity. The result shows that the handoft delay
can be improve by the early binding method. For a high speed MN, it is possible that
a PAR does not complete binding procedure until L2 handoff. As a result, the fast
handoff becomes reactive mode fast handoff. As shown in Figure 5-3, the early
binding method used in NEBFH decreases the rate of reactive fast handoff. That is
because the binding procedure has been done before the L2 handoff trigger as soon

as possible conducted by the early binding method. The method boosts the rate of
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the binding procedure completion before the handoft trigger and reduces the rate of

reactive fast handoff. Therefore, the handoff delay is reduced.

240
—¢— FMIP
—— NEBFH (Fix-1)
200 | ---x-- NEBFH (Fix-2)
—=— NEBFH (ICARS)
—-°—- NEBFH (Al

160

Handoff Delay (ms)

20 40 60 80 100 120
Velocity (km/hr)

Figure 5-2. The Handoff Delay of EMIP and NEBFH with distinct CAR Selection

Algorithm

The early binding method can improve the handoff performance but it
consumes more signaling cost than FMIP as shown in Figure 5-4. The result shows
that the signaling cost of NEBFH consumes more signaling cost than FMIP by at
least 30%. More processing cost of NEBFH is consumed in comparison to FMIP.
In FMIP, the handoff procedure is performed after handoff trigger. However, the
handoff procedure has to be processed earlier than handoff trigger in NEBFH.
Moreover it is possible for early binding failure. In this case, the signaling cost of
early binding is in vain, and more signaling cost is consumed.

In addition, it can be found that there are distinct handoff performances of
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NEBFH among distinct CAR selection algorithm. The handoff performance of
NEBFH with Fix-1 algorithm is poorer than that of NEBFH with other three CAR
selection algorithm. It can be found that the handoff delays of NEBFH used with
Fix-1 algorithm is larger than that of NEBFH used with other there CAR selection
algorithm with by 10~15 ms at high velocity. The result indicates the impact of CAR
selection algorithm to handoff performance. As shown in Figure 5-5, the CAR
selection failure rate of Fix-1 is 4.5%, and the CAR selection failure rate of other
three CAR selection algorithm are less than 1%. This means that the improvement of
CAR selection failure contributes to 8% in handoff delay under this system model.
The CAR selection failure is caused by the scenario that the binding AR at the early
binding phase is not the AR which MN switches to. This causes from the uncertainty
of mobility, especially when MN locates between two ARs. Selecting more than one
CAR is a solution to reduce the CAR selection failure rate. This can be seen from
the result shown in Figure 5-57 It is worth noting that the scenario of uncertainty
does not always exist. The scenario. arises under’ the rate of 4.5%. Thus, always
selecting more than one CAR is unnecessary. The ICARS algorithm is conducted by
selecting one or more AR adaptively. Thus, the signaling cost of ICARS algorithm
can be reduced effectively. That is the reason why the signaling cost of ICARS is
smaller than that of Fix-2 algorithm and All algorithm as shown in Figure 5-4. Note
that the signaling cost of A/l algorithm is about 62, and not shown in Figure 5-4 due

to out of the scale.

As for the effects of the early binding method and the ICARS algorithm, it can
be summarized that former is a solution to reduce the handoff delay due to the
reactive fast handoff and the latter is a solution to reduce handoff delay due to the

CAR selection failure. The NEBFH improves the handoff performance of FMIP. The
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ICARS algorithm provides an efficient CAR selection algorithm for NEBFH.

30%

—— EMIP
—— NEBFH (Fix-1)
25% [ |.--x--- NEBFH (Fix-2)
—=— NEBFH (ICARS)
-0+ NEBFH (All

20%

Reactive Mode Rate

20 40 60 80 100 120
Velocity (km/hr)

Figure 5-3. The Reactive Mode Rate-of FMIP and NEBFH with distinct CAR

Selection Algorithm
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Figure 5-4. The Signal Cost of FMIP and NEBEH with distinct CAR Selection

Algorithm
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Figure 5-5. The CAR Selection Failure Rate of distinct CAR Selection Algorithm
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Figure 5-6 illustrates the handoff delay of NEBFH with distinct early binding
timer at binding threshold -80 dBm. The larger binding dwell timer indicates that the
timing of early binding closes to the L2 handoff trigger. The timing of binding dwell
timer 0.5 is the same with that of handoff trigger. In this case, the fast handoff is
performed without using early binding method.

It can be found that the handoff delay increase as the increase of dwell timer
especially for MN with high velocity. The result shows the impact of the timing of
binding. The timing of binding is earlier than the handoff trigger as the decrease of
dwell timer. The earlier binding means that there is possibly more time to perform
binding before handoff trigger. This period from binding trigger to handoff trigger is
long enough to complete the binding procedure. Therefore, the rate of early binding
failure decreases, and the rate of predictiyve fast handoff increases. The handoff delay
is reduced.

Figure 5-7 illustrates the handoff delay of NEBFH with distinct early binding
threshold at binding timer 0.1 secThe timing of binding is earlier as the increase of
the binding threshold. It can be found that the handoft delay vary insignificantly as
the increase of higher threshold above -70 dBm. The result shows that the binding
threshold above some value does not have influence on the handoff delay. This is
because the binding trigger event is satisfied after previous handoff if high binding
threshold is set. If the binding threshold is set higher than the received signal
strength after previous handoff, the binding condition is satisfied just after previous
handoff. In this case, the timing of binding with higher binding threshold is almost
the same. For higher threshold above specific value, the timing is just the timing
after previous handoff. And that is the reason why the handoff delay is almost the

same even the higher binding threshold is set.
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As for the binding trigger event, the handoff delay is sensitivity to the dwell
timer closed to the handoff trigger, but insensitive to the binding threshold above
specific value. Furthermore, the handoff delay is affected by the factor such as early
binding failure rate and CAR selection failure rate. The relation early binding failure
rate of and CAR selection failure rate are shown in Figure 5-8 and Figure 5-9,
respectively. The trigger event is defined in Table 5-4. The trigger event with larger
number indicates the closer to the handoff trigger. In other words, the trigger event
with small number represents the earlier timing of binding.

It can be found in Figure 5-8 that the timing of binding for trigger event 4 and 5
leads to the increase of early binding failure rate. This is because that there is not
enough time to complete binding procedure while the timing of binding is close to
the handoff trigger. Moreover, it.ean also be found that the CAR selection failure
rate slightly decreases as the later binding trigger. This is because the CAR selection
situation is more obvious while the. timing is-close to the handoff trigger. In this
system model, however, the impact of the CAR selection failure to the handoff delay
is less than that of the timing of binding. Therefore, it is better to let the timing of

binding trigger early enough to complete the binding.

36



240 3
—— Velocity: 120 km/hr
—&— Velocity: 80 km/hr
200 | —* Velocity: 40 km/hr

220

180

4

160 |

Handoff Delay (ms)

140 o0, =" .

120

100
0.01 0.05 0.1 0.2 0.3 0.4 0.5

Binding Dwell Timer (sec)

Figure 5-6. The Handoff Delay-of NEBFH with Distinct Early Binding Dwell Timer
at Binding Threshold -80 dBm
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Figure 5-7. The Handoff Delay of NEBFH with Distinct Early Binding Threshold at

Binding Dwell Timer 0.1 sec

Table 5-4. Trigger Event

Binding Trigger Event 1 2 3 4 5 6
Binding dwell timer 0.1 0.1 0.1 0.1 0.1 0.3
Binding threshold -40 -50 -60 -70 -80 -80
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Chapter 6

Conclusions

In IP-base mobile network, minimizing handoff delay is one of the most
important issues. Compared with the existing protocols, The FMIP provides a
practicable mechanism in terms of its_ ability to reduce handoff delay and support
smooth handoff. For a high speediMN, however, the predictive fast handoff may fail
because the signal strength go€s down too fast to complete binding procedure and
results in the increase of reactiveshandoffprobability and handoff delay. The
NEBFH provides a solution to ‘boost the rate of predictive fast handoff by
performing the binding procedure in advance. As for early binding method, two
issues are analyzed further in this thesis: one is the candidate AR selection and the
other is the timing of binding event trigger. We proposed an ICARS algorithm to
accurately select candidate AR to reduce binding cost and the impact of binding
event trigger timing was analyzed.

Simulation results show that early binding method is a significant solution to
improve FMIP. It can reduce handoff delay of FMIP by 30% for high mobility case
although it consumes more signaling cost. Moreover, the ICARS algorithm can
reduce handoff delay of NEBFH by 8% compared with Fix-1 algorithm. The result
also shows that the signaling cost of ICARS algorithm is the least while performing

similar performance of handoff delay. The handoff delay of NEBFH would be close
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to that of FMIP while the timing of binding trigger event is close to handoff event
trigger. The timing of binding trigger should be earlier than that of handoff event
trigger by specific period, which is the longest period to complete the binding

procedure.
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Chapter 7
Appendix: NEBFH Performance

Analysis

7.1 Handoff Delay Analysis.of NEBFH
Table 7-1 shows all cases“inyNEBFH ecorresponding to the mode in the FMIP.

The probability of each case is presented-as-follows:
* P_ : The probability of CAR selection success case in NEBFH.
* P, : The probability of CAR selection success failure case in NEBFH.

* P, : The probability of early binding success in the CAR selection success

case

P, : The probability of early binding failure case in the CAR selection

SucCcess case.

* P,.: The probability of prediction mode in early binding case of the CAR

ebfp *
selection success case.

* P,;: The probability of reactive mode in early binding failure case of the

CAR selection success case.

e P

i - 1he probability of predictive mode in the CAR selection failure case.
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e P

- Lhe probability of reactive mode in the CAR selection failure case.

Table 7-1. All Case in NEBFH Corresponding to the Mode in the FMIP

The Case in the NEBFH

The Mode in the Fast Handoff

early binding success

predictive mode (P, )

CAR selection case (P,,)
success case — : —
(CSSP.) early binding failure predictive mode (F,,;,)
- case (P, ) reactive mode ( P, )
CAR selection predictive mode (7,;,)

failure case( P, )

original FMIP

reactive mode (P, )

Moreover, all cases in NEBFH can correspond to predictive mode and reactive mode

in FMIP, and the probability of the predictive mode and the reactive mode are

denoted by P,, and P, . Theflowingformula can be obtained from Figure 4-4.

.PC~=

+P

55 P+ P,y
¢ Pep/' = P, ebjp+P ebfi
* Py = Byt hy
° P pre F, eps + Pcsfp + Pcs_/b
*P. = Fyth,
« P, tP, =1

Therefore, the average handoff delay, D_,w 1S

D, =P

pre D pre+

43

DV@C

(7.1)
(7.2)
(7.3)
(7.4)
(1.5)
(7.6)

(7.7)




7.2 Signaling Cost Analysis of NEBFH

In this section, the transmission cost between nodes and processing cost at the

nodes are defended in order to analyze the signaling cost of NEBFH. The 7C

mn _ par
and 7C,, ,, aretransmission costs incurred in the wireless link between an MN and
a PAR and between an MN and an NAR. The 7C is transmission cost incurred

par _nar

in the wired link between a PAR and NAR. The PC,, and PC,, are processing

cost at a PAR and an NAR. In NEBFH, the signal cost can be taken part as the
following:

* SC,, : The signaling cost of early binding. The SC,, includes the procession
cost for PAR to compute the candidate AR selection algorithm, the
transmission cost sending the PrRtAdv message from the PAR and the MN,
the transmission cost sending the HI message from the PAR to each CAR, the
processing cost for each CAR to perform the DAD procedure, and the
transmission cost sending the Hl‘message from each CAR to the PAR. It can
be referred to the signaling of upper gray block in Figure 7-1.

sc,, = pPC,,+2-TC TNy (PC,,+2-TC +PC ) (7.8)

mn _ par mn _nar nar

* SC, : The signaling cost of selection failure. The SC includes the

U
transmission cost sending the FBI message from PAR to MAR, the
transmission cost sending the HI message from the PAR to the NAR, the
processing cost for NAR to perform the DAD procedure, and the transmission
cost sending the HI message from each CAR to PAR. It can be referred to the
signaling of lower gray block in Figure 7-1.

sc, = 1C,, ,.+PC,,+2-TC, . +PC (7.9)

sf mn _ par mn _nar nar
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Figure 7-1. The Signaling Cost of NEBFH

* SC,.: The signaling cost of predictive mode. The SC,, includes the

pre

processing cost of PAR, the transmission cost to send the FBack message
from the PAR to the MN-and the NAR-and.the transmission sending the FNA
message from the MN to'the NAR:

sc,. = prC,.+ IC + TC +TC +PC (7.10)

pre mn _par. par._mar mn _nar nar

* SC,, : The signaling cost reactive mode. The SC,, includes the

transmission cost sending the FNA message, the processing cost for NAR to

perform the DAD procedure, the transmission cost sending the FBU message

from the NAR to the PAR, the processing cost of PAR, and the FBack
message sending from the PAR to the NAR.

(7.11)

Table 7-2 shows the signaling cost of all cases in NEBFH. The signaling cost of

each case in NEBFH can be presented by SC,,, SC,, SC,, and SC,,.

s
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Table 7-2. The Signaling Cost of All Cases in NEBFH

The Case in the NEBFH The Signaling Cost
early binding | predictive mode SC +SC
CAR success case @ m
selection carly binding predictive mode sc,+S8C,,
success case . -

failure case reactive mode SC,,+S8C.,

CAR predictive mode SC,,+SC,+S8C,,

selection original FMIP reactive mode SC,+SC,+5C,,

failure case

Let N, SC, and SC denote the average number of CAR computed by the
CAR selection algorithm, average signaling cost for early binding and average

signaling cost for NEBFH. The following formula can be obtain

SC,, = Ny (PC,, +2-TC +PC Y2-TC +PC (7.12)

nih_nhar. nar mn_ par par

SC =P

ebs

=S8C,, (P, + P.j) SCyt (Lt

esfp eps epfp

SC s+ Py SCyps+ Py SCop + ., SC., + P, SC

ebfp ebfp csfp csfp csfi csfi

i })csfp ) SC +( P + })cvfr ) Screa

pre epfr

= SCeb + IJCS/ Sbe + Ppre Scpre + Prec Screa (7 13)

(7.13) can be obtained by the fact that the average signaling cost of NEBFH is
sum of average signaling cost of early binding, the signaling cost of selection failure
multiplied by the probability of CAR selection failure case, the signaling cost of
predictive mode multiplied by the probability of predictive mode, and the signaling

cost of reactive mode multiplied by the probability of reactive mode.
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