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Abstract

Distributed MAC protocols have long been used in the existing wireless communications
for data transfer. In devising our protocol, both; throughput and robustness against error-prone
transmission are considered. In order to-improve the throughput, our proposed protocol is
based on two kinds of medium access control pratocol, Slotted Aloha and splitting algorithm.
In doing so, our proposed protocol supplements the drawbacks of these two protocols by
achieving the throughput as high as the 'splitting--tree; algorithm whereas sustaining the
robustness against the error-prone transmission. Besides, unlike the splitting tree algorithm,
our protocol can be rendered into the highly“distributed system. Due to the assumption that
the number of active or so-called backlogged users needs to be known in our protocol a priori,
we call it as “N is known splitting algorithm”. By analysis, we show that the maximum
throughput of our proposed protocol is around 0.45. In addition, we enumerate certain critical
cases and discuss the capability of our method against the erroneous transmission. We
simulate our method in different error rate and verify their throughputs. According to our
simulation results, we can find that our throughput of an error rate is similar to the throughput

of no error minus the error rate when the error rate is small enough.
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Chapter 1

Introduction

Distributed MAC protocols have long been used in the existing wireless communications
for data transfer. Essentially with such a protocol in place, a user participating in the wireless
communication may send its packet at the beginning of a time slot and wait for the positive
acknowledgment. There are three possible outcomes immediately after a time slot: First, only
single packet is transmitted in the time slot and a positive acknowledgment is detected by all
users. Such a situation stands for a successful transmission, denoted by “1”. Second, if there is
no data being sent, all users will detect an idle status during the time slot, denoted by “0”.
Finally, two more packets being sent will mark a collision because there is no positive

acknowledgment received, denoted as “e”.

To enhance the throughput of the distributed MAC protocol, there are two major classes
of algorithms having been proposed, namelyqthe Slotted Aloha and tree splitting algorithm.
The basic operation of Slotted Aloha is assuming that each user knows the number of users
being requested to send their packets,=so called-backlogged users. Based on such a number,
say N, the user then send its packet with the transmission probability as 1/N. In [1][2], the
analysis has shown that such a way 1o set itsrtransmission probability is optimal and the
throughput is at most 1/e if the arrival”of backlogged users follows the identical Poisson

distribution.

Tree Splitting algorithm is an approach that divides the users involved in a collision into
several subsets using some tree like mechanism [2][3]. Only the users or users in one of the
subsets will transmit at the next time so the probability of collision is reduced. The maximum
throughput in the splitting algorithm is about 0.43 [3]. Though it performs better than Slotted

Aloha, however it needs a common receiver to achieve its algorithm.

In the splitting algorithm, the common receiver plays a very important role. It need send
the feedback to each node, block the new nodes which arrive in the collision resolution period

(CRP) [2] and split the new nodes into a correct number of subsets.

In our research, we consider a new distributed MAC algorithm that does not use the
common receiver, which is necessary in Splitting-Tree Algorithm, but each node has the
information of N, as in Slotted Aloha. We call this new algorithm as “N is known splitting
algorithm”. Because of no common receiver, each node need detect the channel state instead
of the feedback and judges the CRP by itself. Besides, the “N is known splitting algorithm” do
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some changes, and its throughput can is about 0.45. We assume that the channel is a “Noisy

collision channel” [4]. Each node might detect the wrong channel state because of the noise.

The robust issue is very important to the tree splitting algorithm. For example, if an idle
slot is incorrectly perceived by the common receiver as a collision, all nodes will not transmit
in the next two slots. So we discuss the robust issue in our method and discuss the behavior of

the error nodes.

The rest of the thesis is organized as follows. In chapter 2 we introduce the background
knowledge of our study. The system framework is presented in chapter 3. And the analysis of
“N is known splitting algorithm” is described in chapter 4. The design in our simulator is
illustrated with simulator graphs in chapter 5. Simulation results are reported in chapter 6,
followed by conclusion in chapter 7.



Chapter 2

Background knowledge

In this chapter we will introduce the basic concept of Slotted Aloha and Tree Splitting
Algorithm.

2.1 Slotted Aloha

In the slotted Aloha, we assume that all transmitted packets have the same length and
each packet requires one time unit (call a slot) for transmission. All transmitters are
synchronized and each node transmits in the beginning of a slot. If a new packet arrives in a

slot, it will not transmit until the beginning of next slot.

When a collision occurs in slotted=Aloha, each node sending one of the colliding packets
discovers the collision at the end of the slot and become backlogged. If each backlogged node
were simply retransmit in the next slot after being involved in a collision, then another
collision would surely occur. Each node retransmit packet with probability p when a collision
occurs. We give an example in Fig. 2.1. In Fig. 2.1, three nodes collide at the slot 1 so they

retransmit packet with probability p until they retransmit successfully.

node 1 | 1 | | 1 |
wods [ =] =]
|

T T T T T T T T 1 * &#lot
£ CHESh i A pEEN g RpEER B M g B i

Figure 2.1 Slotted Aloha Success (S) Collision(C) Empty (E)

In the Fig. 2.1, there is zero node arrival when the three nodes retransmit their packets.
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We assume that the arrival rat in one slot is A. Define the attempt rate G(n) as the expected
number of attempted transmissions in a slot when n backlogged in the system.
Gn)y=A+np (2.1)

If p is small, P,

succ

is closely approximated as the following function of the attempt rate:

P ~G(n)e °" (2.2)

This approximation is derived directly from Eq. (2.2), using the approximation (7-x)’ = e ¥
for small x. This relationship is illustrated in Fig. 2.2. Similarly, the probability of idle slot is

approximately e “".

Departure rate

Arrival rate

G=1

|
|
1
|
|
|
Equilibrium I
|
|
|
|
1

Fig 2.2 Departure rate as a function of attempted transmission rate G for slotted Aloha [2]

2.2 Splitting Tree Algorithms

The slotted Aloha requires some care for stabilization and is also essentially limited to
throughputs of 1/e. We now want to look at more sophisticated collision resolution techniques
that both maintain stability and also increase the achievable throughput. A splitting algorithm
is an approach that divides the users involved in a collision into several subsets. Only the user
or users in one of the subsets will transmit at the next time slot so that the probability of

collision is reduced.



The first splitting algorithms were algorithms with a tree structure. When a collision
occurs, say in the k™ slot, all nodes not involved in the collision go into a waiting mode, and
all those involved in the collision split into two subsets (e.g., by each flipping a coin). The
first subset transmits in slot k+1, and if that slot is idle or successful, the second subset
transmits in slot k+2 (see Fig. 2.2). Alternatively, if another collision occurs in slot k+1, the

first of these two subsets split again, and the second subset waits for the resolution of that

collision.
Success Success
Subset LRRL Subset LRRR
ot Trznsmit z2t Waiting s=t fezdhack
Collision
i 5 e
Subset LRL Subset LRR . | = R
Success /Collision 3 LL LR,R 1
Subset LL Subset LR b F F 3
5 LR LRR,R a
Collision / Idle
& LRR R =
Subset L Subset R 7 LRRL LRRR.R .
Collision. & LRRR R 1
=] B 1]
Set S.

Figure 2.3An example of the tree algorithm

The rooted binary tree in Fig. 2.2 represents a particular pattern of idles, success, and
collision resulting from such a sequence of splitting. S represents the set of packets in the
original collision, and L (left) and R (right) represent the two subsets that S splits into.
Similarly, LL and LR represent the two subsets that L splits into after L generates a collision.
The set of packets corresponding to the root vertex S is transmitted first, and after the
transmission of the subset corresponding to any nonleaf vertex, the subset corresponding to
the vertex on the left branch, and all of its descendant subsets, are transmitted before the
subset of the right branch. Given the immediate feedback we have assumed, it should be clear
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that each node, in principle, can construct this tree as the 0, 1, e feedback occurs; each node
can keep track of its own subset in the tree, and thus each node can transmits its own
backlogged packet.

The transmission order above corresponds to that of a stack. When a collision occurs, the
subset involved in collision is split, and each resulting stack is pushed on the stack (i.e., each
stack element is a subset of nodes); then the head of the stack (i.e., most recent subset pushed
on the stack) is removed from the stack and transmitted. The list, from left to right, of waiting
subsets in Fig. 1 corresponds to the stack elements starting at the head for the given slot. Note
that a node with backlogged packet can keep track of when to transmit by a counter
determining the position of the packet’s current subset on the stack. When the packet is
involve in a collision, the counter is set to 0 or 1, corresponding to which subset the packet is
placed in. When the counter is 0, the packet is transmitted, and if the counter is nonzero, it is
incremented by 1 for each collision and decremented.by 1 for each success or idle.

One problem with this tree algorithmis what to. do with the new packet arrivals that
come in while a collision is being resolved. A collision resolution period (CRP) is defined to
be completed when a success or idle occurs and there are no remaining elements on the stack
(i.e., at the end of slot 9 in Fig. 1). At this time, a new CRP starts using the packets that
arrived during the previous CRP. In the unlikely event that a great many slots are required in
the previous CRP, there will be many new waiting arrivals, and these will collide and continue
to collide until the subsets get small enough in the new CRP. The solution to this problem is as
follow: At the end of a CRP, the set of nodes with new arrivals is immediately split into j
subsets, where j is chosen so that the expected number of packets per subset is slightly greater
than 1 (slightly greater because of the temporary high throughput available after a collision).

These new subsets are then placed on the stack and the new CRP starts.



2.3 FCFS Splitting Algorithms

Another famous splitting algorithm is first-come-first-serve (FCFS) splitting algorithm.
It splits the colliding packets into two subsets by packet arrival time and it always transmits
the earlier arriving first. This algorithm can achieve the maximum throughput 0.4871 [2].

In this algorithm, the common receiver sends an “Allocation interval” to each node and
only the nodes which have packets arriving in this “Allocation interval” can transmit. We
denote it as S. If a collision occurs, the common receiver sends a new “Allocation interval” to
each node, this new allocation interval is only half of S but their starting points are the same.
We denote this new interval as L and the other interval as R. It seems very similar with tree
splitting algorithm, but its throughput is higher. We illustrate the improvements in Fig.2.4 and

Fig.2.5.

T{k} v .
Waiting in |
[~ Allocation interval aiting interva

- k
¥ "—+ % 1
\/ - | Current
: . time
Arrival times Arrival times |
of previously of waiting
transmitted packets I
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—— R—)—I T
- | Current
I time
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Fig 2.4 FCFS splitting algorithm improvement 1 [2]



In the Fig.2.4, we assume the allocation interval for slot k is from T(k) to T(k)+a(k).
When a “Collision” occurs in slot k, the allocation interval is split into two equal subintervals
and the leftmost subinterval L is the allocation interval in slot k+1. Thus, T(k+1) = T(k)
anda(k+1) =a(k)/2. When an “Idle”, as in slot k+1, follows a collision, one improvement to
the tree splitting algorithm is employed. The previous rightmost interval R is known to
contain two or more packets and immediately split, with RL forming the allocation interval
for slot k+2. Thus, T(k+2) = T(k+1)+a(k+1) anda(k+2) =o(k+1)/2. Finally, successful

transmissions occur in slot k+2 and k+3, completing the CRP.

T(k) A
Waiting interval
Allocation interval ——
= k
L Current
time
Tlk +1) Waiting interval
Allocation —
e k+1
5 = -
2 ; Current
time
Tik + 2) W

— : aiting int |

Allocation - LML, -

o k+2

I,
IS "'ﬁ"‘ Culrrent
time
Tik + 3)
Allocation
k3
LR $
| Current
4
Tik +4) e
Allocation interval
) tas i k+4
L Current
time

Fig 2.5 FCFS splitting algorithm improvement 2 [2]

In the Fig 2.5, a “Collision” in slot k is followed by another “Collision” in slot k+1. Here



another improvement to tree algorithm is employed. Since interval L contain two or more
packets, the “Collision” in slot k tell us nothing about interval R and we would like to regard
R as if it had never been part of an allocation interval. As shown for slot k+2, this simplicity
itself. The interval L is split, with LL forming the next allocation interval and LR waiting; the
algorithm simply forgets R. When LL and LR are successfully transmitted in slot k+2 and k+3,
the CRP is end.

However, this algorithm needs the common receiver for sending the allocation time, and
it needs many times to split the colliding interval into a very small subinterval to resolve the
colliding packets whose arrival intervals are very close. Besides, the first improvement has a
slight problem in the robust issue. If an idle slot is incorrectly perceived by the common
receiver as a collision the algorithm continuous splitting indefinitely, never making further
successful transmission. So we don’t use this algorithm in our research, but we refer its

improvement method and do some changes 'in our research.

2.4 Tree algorithm using successive-interference cancellation

In this method [5], its throughput can achieve 0.693. The main ideal of this method is
that we can get some information even the collision occurs. We assume that two nodes, A and
B, transmit their packets to the receiver. So the received vector is: y;=A +B+ n, where n

denote a noise vector. If only A sends its packet in the next slot, the received vector is: y,=A

+na. At the end of this slot, packet A is decoded and then cancelled to obtain ;/1 =Xg+n,+n.
If n,+nis sufficiently small, we can decode B in the same slot. So we use two slots and
transmit two packets even when the collision occurs in first slot.

However, we do not use this method in our research, because it needs a complex receiver
and we don’t see any product using this method. Besides, this method can’t use in distributed

system.



Chapter 3
N is Known Splitting Algorithm

In this chapter we will introduce the hybrid splitting algorithm, in the algorithm we

assume that the numbers of nodes, N, which have backlogged packets are known by each

node. So we name this splitting algorithm as “N is known splitting algorithm”.

3.1 Model

We list the assumptions of the model and then discuss their implications.

1.

Slotted system. Assume that all transmitted packet have the same length and that
each packet requires one time unit (call a slot)for transmission. All transmitters are
synchronized so that the reception of each.packet-starts at an integer time and ends
before the next integer time.

Poisson arrivals. Assume that ‘packets arrival for transmission at each of the m
transmitting nodes according to independent Poisson process. Let 4 be the overall
arrival rate to the system,

Noisy collision channel. Assume that if two or more nodes send a packet in a given
time slot, then there is a collision and receiver obtain no information about the
contents or source of the transmitted packet. But packets can be corrupted also by
noise even when collisions are absent.

0,1,e Immediate feedback. At the end of each slot, each node detects whether 0
packet, 1 packet or more than one packet were transmitted in that slot.
Retransmission of collisions. Assume that each packet involved in a collision must
be retransmitted in some later slot, with further such retransmission until the packet
is successfully received. A node with a packet that must be retransmitted is said to

10



be backlogged.

6. A .No buffering. If one packet at a node is currently waiting for transmission or
colliding with another packet during the transmission, new arrivals at that node are
discarded and never transmitted. An alternative to this assumption is the following.
B. Infinite set of nodes (m=w). The system has an infinite set of nodes and each

newly arriving packet arrives at a new node.

3.2 N is known splitting algorithm

In the “N is known splitting algorithm”, we have some differences with the “tree splitting
algorithm”.
1. In the CRP start each node trans‘r-nlts wlth pr.obablhty I/N. So we might transmit
successfully in one slot with probablhtyl lu/el .W.h”en N is large enough.

| 3

2. We judge that a CRP is end w}ierl the_.three’éases o_Ccur, see the Figure 3.1.

T m WO
o6 aoa 8
o o 0 n

Figure 3.1 Cases of the end of a CRP. The yellow subset is the end of a CRP and the number

in a subset is the nodes in this subset.

2.1 The “Idle” occurs. We assume that a collision occurs in the subset L in the slot k.
So we know that there are more than or equal to 2 nodes in the subset L. Then
the nodes in subset L must split into two small subsets, LL and LR. If the LL
subset transmit and an “Idle” occurs in the slot k+1, we know that there is no
node in the subset LL and there are more than or equal to 2 nodes in the subset

11



LR. So we should not transmit the subset LR in the slot k+2.
2.2 Two continuous “Success” occur. Because this case must happen in the end of a
branch and we do not know how many nodes are in the other branch.
2.3 An “Idle” or a “Success” occurs in the slot of the “CRP start”.
3. We add a flag to support 2.2 and 2.3. The flag is a local variable for each node and is
set as 1 when a CRP starts. This flag will increase 1 if a “Success” occurs and will be
set as 0 if a “Collision” occurs. So we can judge that the CRP is end when an “Idle”

occurs or the flag is 2.

Similar to the tree algorithm, a node with a backlogged packet can keep track of when to
transmit by its counter (e.g., when the counter is 0, the packet is transmitted). The initial value
of the counter is 0, and this value will be changed according to the following statement.

If this node is split into the subséf L when ;‘t‘he‘” CRP starts, its counter is set to zero.
Alternatively, if this node is split into th‘e subset R when the CRP starts, its counter is set to a
large number (e.g., 1000). During the C“RP, if the counter ‘is not zero, it is increased by 1 for
each collision and decremented by 1 for each success. If the counter is zero, it is set to 0 or 1,
corresponding to which subset the packet is placed in when a collision occurs, and it is set to
0 when a success or idle occurs. When the CRP is completed, the counter will be initialized to

0. According to these descriptions, we give an example in Figure 3.2.

slot Transmitset | Waiting set | feedback
i} L R e
n 2 LL LR,R e
3 LLL LLR,LR,R 1
- 4 LLR LR,R 1

Fig 3.2 the example of N is known splitting algorithm.
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In the Fig 3.2, we assume that N nodes want to transmit when a CRP start, these nodes
split into subset L and subset R with probability 1/N and N-1/N, respectively. The nodes of
subset L transmit in slot 1, and the nodes of subset R wait in slot 1. Because the feedback in
slot 1 is “Collision”, the subset L splits into two subsets (LL and LR) with equal probability.
The nodes of the subset LL transmit in slot 2 and the nodes of subset LR and subset R wait in
slot 2. Unfortunately, the feedback in the slot 2 is “Collision”, so the subset LL split into two
small subsets (LLL and LLR). Then the nodes of subset LLL transmit in slot 3 and the nodes
of subsets R, LR and LLR wait in the slot 3. Fortunately, the feedback in the slot 3 is
“Success”. Then the nodes of LLR transmit in the slot 4 and the nodes of subsets R and LR

wait. Because the feedback in slot 4 is also “Success”, we end this CRP.

3.3 N is known splitting algorithm in-the-distributed system

When we apply the “N is known splitting algorithm” in the distributed system, we have
some problem about the immediate feedback. We will discuss these problems and modify the

algorithm.

3.3.1 Detection rules

In the distributed system, each node senses the channel by itself and the immediate
feedback will not be send by the common receiver. Each node detects the channel states in
each time slot to instead the immediate feedback. Like the common receiver, we assume that
each node can detect three kinds of channel states, “Idle”, “Success” and “Collision”. We

define some detection rules that help each node to detect the channel.

13



The channel state is “Idle” if the node detects the SNR is below the threshold.

The channel state is “Collision” if the node detects the SNR that is over the threshold.

The received node must broadcast ACK to each node if it receives a packet and the CRC
is correct.

The transmitter can’t sense the channel when it transmits. So if the transmitter doesn’t
receive the ACK, it judges that the channel state is collision.

Each node judges that the channel state is success when it receives the ACK.

14



Chapter 4
Analysis

In this section, we will analyze the average throughput and the behavior when the error occurs
in the system that use the N is known splitting algorithm. We analyze the throughput without
error and find the maxima stable throughput in section 4.1. Then we discuss all case of error

and analysis the effect for each case in section 4.2.

4.1 Throughput analysis

The average throughput is equal to the total successful number divided by the total time
slots. In N is known splitting algorithm, we 'divide the total time slots into several CRPs so the

expected value of the throughput in a CRP is equal tothe average throughput.

Average Throughput = E[throughput in a CRP]

_ E[ successful numbersin a CRP] @1
E[ time slots in a CRP] '

To calculate the equation we need to calculate attributes first.
Ty: the expected value of time slots in a CRP given the condition that k nodes split to the
left subset when a CRP starts.
Sk: the expected value of successful nodes in a CRP given the condition that k nodes split
to the left subset when a CRP starts.
Py: the probability that k nodes split to the left subset when a CRP starts.

So the equation (4.1) may be restated as

15



Z PkSk
Throughput = & (4.2)

ZPka
k

To find Tk we need to find Ty, T, T>...Ti.1. It is very easy to find that7, =1,7] =1, but

T, is not easy to find. Because two nodes transmit in the same time slot, collision must happen.

The two nodes must split again, and the probability that j nodes will be split in the left subset

in the second layer is C? (%)2 , see the Fig.4.1.

Fig.4.1 some cases of sioli'ttlng when k=2

If j= 0, according to the algorithm we descript in the chapter 3, this CRP will end and the
length of CRP is equal to 2. If j=1, this node transmit and the other node will transmit in the
next time slot then the CRP will end. So the length of CRP is equal to 3. If j=2, see the right

illustration in Fig.4.1,the two node will split again and the behavior is like the left illustration

in Fig.4.1.So
1, = Y ICONIC ) 2+ )+ G G) G+ @3)

where i is the frequency that two nodes are split in the left subset. Similarly, we can write
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T, as follow

=Y OGO IGE (+DIHC ) (4T + 214G G+T 4] @

i=0

where i is the frequency that three nodes are split in the left subset. According to the equation

(4.4), we can find that
=(1)']| & AN LN
T. =D |- > ij(a) x(i+T, +1) +c1><(5) x(i+T,_, +2) fork>2 (4.5)
j_

where i is the frequency that k nodes are split in the left subset.

We use a similar way to calculate Sg by S, Si, S»,...5Sk.1. Obviously, S, is equal to 0
because no node transmits in the CRP and S; is equal-to I because only one node transmits in

the CRP. We assume that there are j nodes split in the left subset where0 < j<2. If j is
equal to 0, no nodes will be transmitted and the CRP will end. If j is equal to 1, the node of
left subset is transmitted successfully. The node of right subset will be transmitted
successfully in the next time slot then the CRP will end. If j is equal to 2, the two nodes must

collide and are split again until O or 1 node split in the left subset.
_ ST P 1.,
S, = Z(E) Crx () (S +1) (4.6)
i=0

where 1 is the times that two nodes are split in the left side. Similarly, we can find that
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2

where 1 is the times that k nodes are split in the left side and j is the number of nodes that are

split in the left side.

Because each nodes may transmit with probability 1/N when a CRP starts, the
N-1

probability that k nodes are divided in the left subset, P, , is equal to C,’ (—) (—— v — )" *. In
order to find the stable average throughput, we assume that N — oo, then
P, = lim cN( ) (N Ly o 1 4.8)
klxe

According to the equation (4.2), (4.5),44.7) and (4.8) we.can find the average throughput and

its value is approximate to 0.45 packets per time slot,

4.2 The node behavior when error occurs

In the true environment, the packets transmit in the noisy collision channel. Unlike the
noiseless collision channel model packets can be corrupted also by noise even when collisions
are absent. In the noisy collision channel, even if only one node transmits during a time slot,
its packet can still be corrupted by noise. Suppose that binary phase shift keying (BPSK) is
used to modulate the information bits per packet, and let p=FE, /N, denote the

signal-to-noise ratio (SNR) per bit, where E,and N, are the bit energy and one-side noise

power density, respectively. For the additive white Gaussian noise (AWGN) channel, the bit

error rate is given by P, =Q(\2E,/N,) , where QO(x):= Im(l/«/27z)e*y2/2dy is the
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Marcum’s Q-function. Moreover, we assume that a packet comprising L, bits can be

successfully recovered only if all its bits are correctly received. The corresponding packet

error rate (PER) is then given by P, =1—-(1-F, )L”

There are four detective errors in my simulation. First, idle detected to collision. It
happens when no nodes transmit but the noise around the error nodes is too large such that the
nodes detect error. Second, collision detected to idle. It happens when the node detects the
signal intensity bellowing the threshold, but there are more than two nodes send packets.
Third, success detected to idle. It happens when the node detects the signal intensity
bellowing the threshold, but only one node transmits in the system. Fourth, success detected
to collision. It happens when the node detects'the signal intensity over the threshold, but only
one node transmits in the system. We do not discuss with two cases, idle detected to success

and collision detected to success, because their probability is'too low.

4.2.1 Idle detected to collision

A node might detect the collision when no one transmits, if the noise around it is too
large. In the N is known splitting algorithm, this node will increase its counter by 1. So its
counter is more than or equal to 2. The other nodes will enter a new CRP because they detect
the collision. This error node can’t transmit in the new CRP because its counter can’t decrease

to 0 before the end of this CRP.

To analyze the effect of this case, we assume that a node has this error. We discuss the
change of idle, success and collision probability in the next time slot and assume that no error
occurs and no new packet arrives in the next time slot for the convenience.
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N 3

The probability of “Idle” will become (NT_l) N1 and this value is more than (

—1

the idle probability without error. The successful probability will become (NT) and

this value is the same as (NT_l) N1 the successful probability without error. The probability

of “Collision” will decrease because the summation of the three probabilities is 1.

4.2.2 Collision detected to idle

A collision slot is incorrectly perceived by a node as an idle if its signal intensity is
below the threshold. In this case, the error node judges that the CRP ends because it perceives
the channel as an idle and it will transmit with probability 1/N in the next slot.

In this case, the expected value of the transmi‘tter‘ in the next slot will increase. Because
the error node would not transmit in the hext slotif the erfor doesn’t occur.

To analyze the effect of this case:we give aﬁ exémple ip Figure 4.2. We assume that the

error occurs in the second slot of the €RPrand the-error'node is in the “N-3” subset. So the
probability of collision in the third slot is (i) ¥ (%)x(%) , the probability of success in the
) . 1.N-1 1.1 : SV ) . 1. N-1
third slot is (=)(———)+(=)(—)and the idle probability in the third slot is(—)(——).
(2)( N ) (4)(N) p y (4)( N )

Compare this probability with the non-error case, the probability of collision in the third slot
is increase 1/2N and the probability of success and idle decrease 1/4N respectively. We can

ignore these differences when N is large.

Fig.4.2 the example of “collision detected to idle”



4.2.3 Success detected to collision

A successful slot is incorrectly perceived by a node as a collision if the receiver doesn’t
receive the packet successfully and this node perceives incorrectly because of the noise. We
will discuss the effect in this case with the error nodes that transmit or not. The transmitter
must be an error node in this case, so it will flip a coin to decide transmitting or not in the next
slot. If a node that doesn’t transmit in this time slot occurs this error, it will add its counter
and will not transmit in the next slot.

To analyze the effect of this case, we assume that the transmitter and one node of the
subset R have this error. Obviously, the throughput must decrease in this case because packet
should transmit successfully if error doesn’t occur.

We give an example in Fig 4.3. 1f errorrdoesn’t occur, we spend three slots and have
two successful transmissions in the CRP."If error occurs at the second slot of the CRP and if
the transmitter in this slot decides to transmit in the third slot, the collision must occur in the
third slot. Unfortunately, if no one can transmit in the fourth slot after splitting, the CRP ends
and we spend four slots and have no success in the CRP. We do not discuss the error node of

the subset R because it can’t transmit in this CRP.

-

Fig. 4.3 the example of “success detected to collision”

4.2.4 Success detected to Idle

A successful slot is incorrectly perceived by a node as an idle if the receiver doesn’t
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receive the packet successfully and this node perceives incorrectly because of the noise. We
will discuss the effect in this case with the error nodes that transmit or not. This error would
not occur in the transmitter because the transmitter perceives the channel as a collision when
it doesn’t receive the ACK. So we discuss this case for the nodes that doesn’t transmit.

We assume that a node that doesn’t transmit has this error and the transmitter detect the
“Success” as the “Collision”. We give an example in Fig 4.4. Similar to the example in Fig
4.3, we assume that error occurs at the second slot of the CRP but the transmitter in this slot
does not transmit in the third slot. It’s a good news for the node in the subset LR for last
example, because only the node in the subset LR transmits in the third slot. But in this case,

the error node might transmit in the third slot with probability 1/N, and a collision occurs.

=
i ! ~ ,
=

Fig 4.4 the example of “success detected to idle”
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Chapter 5

Simulator Design

In our simulation, the main part is the node, so we introduce its diagram first. We

describe the state chart of the node as the figure 5.1.

Figure 5.1 UML state-chart for Node

In “send” block, the node decides to transmit or not according to its counter and send a
different event to the channel. In “detect” block, node detect the channel state and change it
attribute according to the channel state and our splitting algorithm. If this node transmits

successfully, it will terminate, else it will return the “send” block.

We describe the state chart of the channel as the figure 5.2. The channel is composite
with three blocks, “Idle”, “Success” and “Collision”. The “Idle” block will change to the
“Success” block if an event of transmitting comes. The “Success” block will change to the
“Collision” block if another event of transmitting comes. Each block will change to the “Idle”

block when the slot ends.
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Figure 5.2 UML state-chart for Channel
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To evaluate the performance of “N is known splitting algorithm”, two performance
metrics are discussed: system throughput and the average delay of system. The throughput is
defined as the number of success packets transmitted in one slot. The average delay is defined

as the time from the packet generation to the packet transmitting successfully.

In the Fig. 6.1, the simulation results are obtained by running 1,000,000 time slot, and

the average delay is obtained by Zdelay time

success

average delay of different error rate 0, 0,01, 0.02 and 0.05. For some error rates, we do not
measure their average delay with some arrival rates because-the average delay is too large. So

the expected number of nodes in the systemyis very large and the simulation time becomes too

Chapter 6

Simulation results

/total munber of success. We compare the

large.

800
700
600 /,

. — / —e—error rate 0.01

§ 400 == without error
300 / error rate 0.02
200 / ===crror rate 0.05
100 /

A
0.39 0.4 041 042 043 044 arrival rate

Fig. 6.1 The average delay vs. arrival rate of different error rate
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In Fig.6.1, it can be seen that the average delay is very similar for each error rate at the
arrival rate 0.39. But when the arrival rate increases, the average delay of error rate 0.05
increases very fast after the arrival rate 0.40. We can see that the curve of average delay of the
error rate 0.01 has a turning point at the arrival rate 0.43. It means that the arrival rate is close

to the throughput of the error rate 0.01.

In the Fig. 6.2, the simulation results are obtained by running 10,000 time slot and the

throughput is obtained by total success/ 10,000. We compare the throughput of different error

rate 0, 0.01, 0.02 and 0.05.
throughput
0.5
—fp— 10 Error
0.45
0.4 == error0.01
0.35
e @ITOr
0.3 0.05
0.25 7/ e error
0.02
0.2
{15
0.1
0.05
0 T T T T 1 .
arrival
0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 rate

Figure 6.2 Throughput vs. arrival rate of different packet error rate with running time 10,000

time slots.

We can see that the difference in throughput of two error rates is similar to the difference
of these two error rates.
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The Fig 6.3 is obtained by the same simulation using in Fig 6.2. It shows the average
delay vs. arrival rate of different packet error rate with running time 10,000 time slots. In the
Fig. 6.3, the average delay increase very fast when the arrival rate is between 0.4 and 0.6. But
the average delay increases slowly when the arrival rate is over than 0.7.

When the arrival rate is near its maximum throughput, each node stays in the system
longer and the average delay increases fast. When the arrival rate is over the maximum
throughput, some nodes might still stay in the system at the time slot 10,000 and the numbers
of these nodes increase when the arrival rate increases. When the arrival rate is between 0.4
and 0.6, most of nodes transmit successfully and add their delay to the total delay. But when
the arrival rate is between 0.7 and 1.0, most of nodes will stay in the system. The nodes which
have a very large delay might stay in the system but the nodes which have a small delay might

transmit successfully because the first-in-first-out is npf applied in our algorithm.
: A G
| A

average delay
2000
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1600
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1200 —i—0.01
1000 0.05
800 =410 error
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e (}.02
400 y,
200 g
0 __. T . |l T T T T T =
arrival
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 Fate

Figure 6.3 Average delay vs. arrival rate of different packet error rate with running time

10,000 time slots
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Chapter 7

Conclusion

In this thesis, we propose the “N is known splitting algorithm” based on the splitting tree
algorithm. We define a new method to judge CRP for each node and assume that each node
can obtain the channel state by itself in our algorithm. In the four cases of the detected error,
the cases of 1->e and 1->0 hurt the throughput badly.

In our method, the assumption that N is known by each node is not practical. In the

future, we need find a method to estimate the number of nodes which want to send packet.
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