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中文摘要 

近幾年來，由於分波多工(WDM)技術的出現，在廣區域網路(WAN)中能獲得的傳

輸頻寬也大量的增加(如: 2.5, 10, 40Gps)。隨著時間經過，光纖網路的發展不但有了

很大的進步，而且訊務的流量也大幅激增。一個訊務可能被分配使用一整條波長的頻寬

去傳輸，然而，相對一個波長的頻寬，一個訊務的流量然是相當的小。為了有效的利用

資源，利用訊務彙集的技術，把許多需求頻寬小的訊務彙集到頻寬大的波長上是很重要

的研究議題。 

在本篇論文中，我們討論了多重傳播動態訊務路徑選擇及彙集的問題，我們的目標

是要讓波長頻寬的使用效率達到最高且同時降低連線呼叫的拒絕率，我們把這個問題公

式化成整數線性規劃(ILP)。為了解決這個問題，我們提出了具最大利用效率及最少停留

點(MUMO)的機制。在 MUMO 的機制中有兩個主要的步驟 :決定多重傳播訊務的最少

停留點路徑以及讓使用度最大的多重傳播訊務彙集。從模擬結果我們可以知道不論在何

種環境，MUMO 機制的表現都比其他機制的表現好很多，我們也驗證了 MUMO 機制能

很有效的安排多重傳播訊務，因此 MUMO 機制是一個具可行性且十分吸引人的方法。 
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Abstract 

               In recent years, the emergency of wavelength division multiplexer (WDM) has led to a 

tremendous increase in the available transmission capacity (e.g. 2.5, 10 and 40Gbps) for wide 

area networks (WAN). The progress of optical network evolves with time; meanwhile, the 

carried traffic streams surge. The required bandwidth of the traffic stream is usually much 

smaller than the capacity of a wavelength. Thus, many lower-speed traffic streams should be 

multiplexed onto a high-speed wavelength channel by traffic-grooming techniques  

In the thesis, a traffic routing and grooming problem, which the traffic is dynamic, multicast 

and nonuniform in bi-directional optical ring networks, is studied. We propose a maximum 

utilization and minimum hops (MUMO) scheme with an objective to reduce the new call 

blocking probability and to maximize the utilization of used wavelength.  

There are two main operations in the MUMO scheme: multicast traffic routing with 

minimum hops and multicast traffic grooming with maximum utilization. The main purpose of 

the operations is to achieve better system utilization without changing the lightpath topology. 

From the simulation results, the performance of the MUMO scheme is much better than the 

performance of the other conventional schemes no matter in which environment. Consequently, 

we can conclude that the MUMO scheme is a feasible and attractive scheme for optical 

bi-directional ring network.
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Chapter 1 Introduction 

Chapter 1  

Introduction 

 

he wavelength-division multiplexer (WDM) has led to a tremendous increase in 

the available transmission capacity (e.g. 2.5, 10 and 40Gbps) for wide area 

networks (WAN). A traffic stream could be assigned to use one whole wavelength. 

However, the required bandwidth of the traffic stream is usually much smaller than the 

capacity of a wavelength, and the available wavelengths are limited. Thus, many 

lower-speed traffic streams should be multiplexed onto a high-speed wavelength channel 

by traffic grooming to efficiently utilize the network resources. The number of low-rate 

traffic requests multiplexed in a wavelength channel is called the grooming factor. For 

example, if the bandwidth of a wavelength channel is OC-48 (i.e.2.488Gbit/s) and the base 

bandwidth of a connection is OC-12 (i.e.0.622Gbit/s), then four connections can be 

groomed and supported by one OC-48 channel. In this case, the grooming factor is four. 

The problem of traffic grooming becomes increasingly important for emerging network 

technologies. An overview of the traffic grooming technique and survey of some typical 

works was reported in [1], [2]. 

T 

  In the design of traffic grooming, it can be classified into various categories, according 

to the network configuration, traffic and cost function. For the topology of networks, it can 

be categorized into ring or mesh. A ring network can also be a unidirectional ring or 
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bidirectional ring. For the traffic characteristics, according to the bandwidth request, it can 

be uniform or non-uniform. The bandwidth request of each user is the same, called 

uniform traffic; otherwise, the traffic is nonuniform. And, according to the system 

connection it also can be classified into dynamic traffic or static traffic. Static traffic 

means the traffic streams are set up all at once and fixed thereafter. Dynamic traffic means 

that traffic streams are set up and terminated at arbitrary time. For the objective cost 

function, traffic grooming may categorize into five types. The first one is the minimization 

of the number of Line Terminating Equipment (LTE). The second one is the reduction of 

the cost of actual electronic processing involved in Optical-Electric-Optical (O/E/O). The 

third one is to minimize the maximum number of lightpaths originating/terminating at a 

network node. The fourth one is the maximization of traffic throughput of the optical 

network. The last one is the minimization of blocking probability of new call request in 

dynamic traffic. Also, the traffic grooming can be classified into three categories: unicast 

(point-to-point), multicast (point-to-multipoint) and groupcast (multipoint-to-multipoint). 

Many researches on traffic grooming in WDM networks have exclusively dealt with 

unicast traffic [3] - [8]. Static traffic was considered in the [3]-[6]. In [3] and [4], the 

authors considered uniform traffic in general topology network. The objective of the two 

papers is to minimize wavelength usage in the network. The authors formulated the 

problem into an integer linear program and proposed a simple approach to find a 

suboptimal solution. Non-uniform traffic in WDM ring was studied in [5] and [6]. In [5], 

the objective is to minimize total amount of electronic switching at all network nodes. The 

authors presented a new framework of bound which can be used to evaluate the 

performance heuristic. They gave both upper and lower bound which required less 

computation than the optimal solution. 

In [6], both uni- and bi-direction ring were considered. The object of this paper was 

reducing both the number of wavelength and the number of LTE. Some lower bounds in 

2 



the number of wavelength and LTE required for a given traffic pattern were also derived. 

The heuristic proposed in this paper can be considered in two phases. The first one is the 

circle formulation. Each circle consists of multiple non-overlapping connections. After the 

circles were constructed, optimal or near-optimal algorithms were used to groom circles 

onto a wavelength.  

In [7] and [8], dynamic non-uniform traffic was considered in ring. In [7], a special 

topology of interconnected ring was considered, and the GA approach was used to find a 

topology with minimum number of ADMs to support a set of traffic matrices. Unlike the 

dynamic problem in [7], a dynamic provisions and grooming problem was considered in 

[8]. This kind of dynamic problem is measured by arrival time and holding time. The 

objective was to minimize the blocking probability. 

  Multicast is a kind of group communication, which requires simultaneous transmission 

of messages from a source to a group of destinations. It is expected that a sizable portion 

of the traffic in future high performance networks will be multicast, for example, 

multi-party conferencing, video distribution, network news distribution, and web content 

distribution to proxies. However, most multicast service applications require only sub 

wavelength capacity (for example, HDTV needs only 20Mbps). It would be inefficient to 

assign a whole lightpath to each lower-rate multicast streams. So the problem of multicast 

traffic grooming over optical networks has received significant attention [2]. 

  Some multicast problems have been investigated in [9] - [13].A mesh network and the 

dynamic multicast traffic grooming were considered in [9] - [11]. The objective cost 

function is to minimize the loss probability. In [9], two simple approaches were proposed 

to groom dynamic traffic. The first approach is the single-hop (SH) traffic grooming. A 

new call has the same source and destination(s) with a working lightpath (or light tree) and 

the lightpath has enough bandwidth to support the new call, then, the new call will be 

groomed with the lightpath. The second approach is the multi-hop (MH) traffic grooming. 
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In MH, a lightpath (or light-tree) that has the same destination(s) with enough bandwidth 

which called “to destinations light-tree” (TDLT) was searched. After such a lightpath is 

found, another lightpath between the source of the new call and the source of TDLT by SH 

approach was selected. Note that only grooming by the SH, the traffic can be transmitted 

all-optically before reaching the destination(s).  

An approach called hybrid provisioning grooming scheme was proposed in [10]. This 

approach improves the MH by combining the provision and un-provisioned lightpath and 

light-tree to serve a new connection. In MH, when a lightpath cannot be found between 

the source of a new call and the source of TDLT, the new call will be blocked. In this 

approach, the source would know if there is a TDLT to its destination(s). If enough 

resource was found, a new lightpath would be set up. In [11], the authors proposed 

multicast tree decomposition to improve the approaches used in [10]. The authors first 

divided a new multicast tree into many subtrees with one or two destination. Then, they 

tried to find multicast trees that have the same destinations with those subtree from current 

tree and groom them.  

A ring topology with multicast static traffic was investigated in [12] and [13]. In [12], 

the authors considered single-source multicast traffic and the object is to minimize the 

number of LTE. An approximate algorithm was proposed by transforming the grooming 

problem into a weighted set cover problem. A bi-directional ring and uniform traffic was 

considered in [13]. The objective of this paper is to minimize the number of LTE. The 

authors proposed two heuristic algorithms. One is to use the minimum spanning tree 

routing and transform each multicast session to a set of unicast, and then, it uses the 

approach proposed in [6] to construct circles and groom circles. The other is to do the 

routing and circles construction simultaneously. The latter is effective than the former. 

Ring networks have been studied in many researches. Most of them focus on unicast 

and static. Few dynamic and non-uniform multicast traffic researches ware considered in 
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ring network. Therefore, we are motivated to study the traffic grooming problem in optical 

bidirectional ring network with dynamic non-uniform multicast traffic. We propose the 

node architecture which is equipped in ring network and have the ability of traffic 

grooming and light splitting. Their object is to reduce the new call blocking probability 

and maximize the utilization of used wavelength. 

The integer linear problem for the traffic grooming problem is formulated in 

mathematical form. However, the optimal solution by the ILP is infeasible due to the 

computation complexity. We propose a suboptimal multicast traffic grooming scheme, 

called Maximum Utilization and Minimum Hops (MUMO) scheme. Two main operations 

in MUMO: traffic routing and traffic grooming. In traffic routing, we propose a scheme 

which chooses the route with minimum hops for bidirectional ring and we choose the 

route according to the remained capacity in each fiber. So the routing scheme can save 

more resource for future calls. In the traffic grooming, we utilize the features of ring 

network and multicast traffic to effectively grooming the new call. The multicast traffic 

grooming scheme increases the probability of finding lightpath to groom and increases the 

utilization. Because of the two operations, MUMO can achieve the better utilization 

without changing the lightpath topology and reduce the blocking probability. 

    

 

 

  

 

 

 

5 



Chapter 2 System Model 

Chapter 2  

System Model 

   

n this section, the basic environment, includes the network architecture and the node 

architecture/function, is described. In addition, the operations of the network and 

the source model about traffic also described here. 

I 
     

2.1 Network Architecture 

As shown in Fig. 2.1, the network topology considered is a WDM metro ring 

architecture, which consists of N nodes, labeled as 1, 2, …, N counterclockwise. Each 

node provides several passive optical networks (PONs) with tree topology to building 

users (BUs). There is a pair of fibers between node i and node i+1, 1≤i≤N-1, and also 

between node N and node 1, one carrying traffic stream in counterclockwise direction and 

the other one carrying traffic stream in clockwise direction, in addition, each fiber contains 

W wavelengths,. The fiber link from node i to node i+1 is labeled as iccw and that from 

node i+1 to node i is labeled as icw. So the links of the network are labeled as 1ccw, 2 ccw, …, 

N ccw counterclockwise and 1cw,2cw, …, N cw clockwise. About the PON, we adopt one 

wavelength to carry traffic streams from the node to BUs and another wavelength to carry 

traffic streams from BUs to the node. 

………………
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Figure 2.1 Bi-directional metro-Access Rings 

 

2.2 Node Function and Operations 

Each node in the metro access ring is equipped with an optical add-drop multiplexer 

(OADM), an optical line terminal (OLT), W tunable transmitter/receiver pairs, and a fixed 

transmitter/receiver pair, as shown in Fig. 2.2 A tunable transmitter (receiver) processes 

the capability of transmitting (receiving) any of W wavelengths, respectively. Conversely, 

a fixed transmitter and receiver process the capability of transmitting and receiving a fixed 

wavelength, respectively. The tunable and fixed transmitter executes electrical-to-optical 

conversion, while the receivers execute optical-to-electrical conversion. A multiplexer 

aggregates wavelengths into a single fiber, while a de-multiplexer dispatches wavelengths 

from the fiber. Additionally, the OADM chooses the wavelength whose traffic streams are 

required to be dropped out of the node. As Fig.2.2 shown, we can see that there are W 

wavelengths which are passed or dropped at this node. 
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Figure 2.2 Node architecture 

 

An OADM provides three functions. First, it can optically bypass some wavelengths 

from the incoming links directly to their corresponding outgoing links if traffic streams 

carried in these wavelengths are not necessary to be dropped at this node. Secondly, it can 

optically drop some wavelengths from the incoming links to the tunable receivers and then 

the tunable receivers convert the traffic streams carried by the wavelengths into electronic 

form. Thirdly, a splitter is imposed on an OADM, so it also has the capability of tapping a 

small amount of optical power from a wavelength to a tunable receiver and forwarding the 

rest to its corresponding out-going link. The small amount of optical power will be 

converted into electronic form and then the node can receive the traffic stream on the 

wavelength. The capability is termed as drop-and–continue (DaC) which can support 

multicast effectively. Finally, the OADM can also multiplex some wavelengths to the 

outgoing links. 
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An OLT perform five functions which are operated in electrical domain. First, it can 

groom multiple low-speed streams originating from BUs to a high-speed stream, and then 

transmit the high speed traffic stream to the tunable transmitter. Secondly, it can extract 

some low-speed streams out of a high-speed stream. Thirdly, it can make a copy of the 

traffic stream that is received from the tunable receiver. Fourthly, it has the capability of 

reconstructing and amplifying the electric traffic stream. Finally, it can transmit the 

low-speed traffic streams terminating at the node to the BUs by a fixed transmitter and 

also receive the traffic streams originating from the BUs by a fixed receiver. 

When the wavelengths carrying traffic streams come across the node, the node will 

execute one of the following operational procedures which depend on the transmission 

conditions. 

1. If the node is the final destination of the traffic streams, the OADM drops 

wavelengths to a tunable receiver. A final destination of a traffic stream means that 

the traffic stream would not need to forward to any node after this destination node. 

The tunable receiver would transform data streams from the optical into electrical 

domain and then send them to the OLT. The OLT would extract the traffic streams 

from the high-speed traffic streams and send them to the fixed receiver. This 

process is called “drop-only”. 

2. If the node is a destination (but not a final destination) of the traffic streams and 

the optical power of the wavelength is enough, the splitter in the OADM may tap a 

small amount of optical power from a wavelength channel for using by the local 

node while forwarding the remained part on that wavelength channel to the output. 

This process is called “drop-and-continue”. 

3. If the node is a destination (but not a final destination) of the traffic streams and 

the optical power of the wavelength is not enough, OADM would drop the 

wavelength to a tunable receiver. The tunable receiver would transform data 
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streams from the optical into electrical domain and then send them to the OLT. The 

OLT would extract the traffic streams and then amplify and reconstruct the electric 

traffic signal. After regeneration, total traffic stream is duplicated; one is sent to the 

fixed transmitter and the other one is converted to optical domain and forwarded to 

the output. 

4. If the node is not a destination of the traffic stream, the OADM optically pass the 

traffic stream through the node. This process is called “continue-only”. 

5. If the traffic streams from the BUs would want to go to the other nodes, they are 

sent to the OLT and the OLT would groom all the traffic streams and send them to 

the tunable transmitter.                                

  In addition, it is assumed that each node has the information of total traffic streams in 

each wavelength, and every element in each node is coordinated by out-of band control 

signals. According to the information, the procedure of traffic grooming can be executed 

by the OLT at each node. 

 

2.3 Source Model 

In this paper, the traffic model which we consider is a dynamic and non-uniform 

multicast traffic; that is, the number of connections in the ring changes with time and the 

bandwidth requests from various users may be different. We assume the capacity of a 

wavelength is OC-48. The bandwidth request of a new call is OC-R, where R is one of the 

following numbers: 1, 3, 12 and 16. The probability of the type of a new call is assumed to 

be rp , where r=1, 2, 3, 4, and
4

1
1r

r
p

=

=∑ . In addition, we assume that each of the N nodes 

was given equal probability to be the source node for the new call and we assume that the 

probability of multicast traffic is mp . The size n of a multicast destination set D was 

generalized as an uniform distributed random number in the range 2 to N-1. After the size 
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of the destination set n was determined, the nodes in the destination set were then chosen 

such that every subset of n of the N nodes was equally probability to be the destination set. 

This is done by the following processes. The first node is chosen from the N-1 nodes with 

equal probability. Then, second node is also chosen from the remaining N-2 nodes with 

equal probability. This process would be continued until all the n nodes in the destination 

set were chosen. The arrival process of the new call requests is assumed to be a Poisson 

process with mean arrival rate λ (calls/sec). A new traffic stream of type r is with 

probability rp , and its service time is exponential distribution with mean service time 

1/ mμ  (sec). As a result of our traffic model, the traffic streams will arrival one by one and 

the arrival time of the next new call is not known in advance. 

  Note that we will assume that the source of a request has the capability of transmitting 

multiple duplicate traffic streams in clockwise and counterclockwise directions with 

different wavelengths. So the source of a multicast call can transmit both clockwise and 

counterclockwise to its destinations simultaneously and the source of a unicast call can 

choose one of the two directions to transmit according to its routing.  

 

2.4 Notation and Definition  

In this section, we will give some notations and definitions in the network that we will 

use. A fiber link is a physical link between two adjacent nodes. In the network, there are 

two fibers between any two adjacent nodes; one for each direction. A lightpath is an 

optical channel, where traffic is switched optical at intermediate nodes. A lightpath may 

consist of multiple fiber links and would occupy the same wavelength on all fiber links 

through which it passes. Note that when the traffic stream on a wavelength passes a node 

with the procedure “drop-and-continue”, it is still on the same lightpath since the traffic 

stream still bypasses the node optically with only tapping some power of the light. 

11 



Moreover, we assume the wavelength must be dropped and then convert the traffic to 

electric domain after processing “drop-and-continue” kmax-1 times. It means that there are 

at most kmax destinations on a lightpath. We make this assumption because the power of 

light must be considered. When the traffic stream passes a node with “drop-and-continue”, 

the power of light will decrease to half of origin. In order to be practical, we make this 

assumption in the system mode. We also assume that multiple lightpaths with the same 

originating node and terminating node are allowed. A connection request includes multiple 

lightpaths from the source to the destinations of a multicast call. 

Table 2.1, 2.2 and 2.3 represent the notations and the definitions we used. Note that the 

following tables only show the notations for counterclockwise direction. The notations for 

clockwise are represented by replacing ccw with cw on the subscript of that for 

counterclockwise (i.e. lccw and lcw). For simplicity, we only show the notations for 

counterclockwise in the following table.  

            

    Notation                   Definition 

N The number of nodes in the network  

W The number of wavelength per fiber. We assume all the fibers in the network 

have the same number of wavelength. 

C The capacity of each wavelength.  

(i, j, w) ccw A lightpath which traverse from node i to node j on wavelength w in 

counterclockwise direction without optical-electric conversion. i, j V , 

 and 1 .  

∈

i ≠ j w W≤ ≤

(s, D) A multicast (unicast) call with source s and destination set D= {d1, d2, …, dn} 

where d1, d2…dn are the n destination nodes of the multicast call (in 

counterclockwise order). The multicast (unicast) call may traverse through a 

single or multiple lightpaths.  s D∉  

The required transmission capacity OC-R of a call. R R∈{1, 3, 12, 16}.  R 

Maximum number of destinations on a lightpath (the destinations do not 

include the originating node of the lightpath)  
maxk  

lccw The fiber link from node l to l+1. l∈V  
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Table 2.1: Notation of parameter in mathematical formulation 
 
 

   Notation                   Definition 

L(i, j) ccw A set that consists of all the lightpaths that originate at node i and terminate 

at node j in counterclockwise direction. L(i, j)={ (i, j, w) 1 w W≤ ≤ } 

Fccw A set tat consists of all fiber link in counterclockwise 

Lightpath set consists of successively non-overlapping lightpaths which form 

a complete path from node s to node . Each lightpath in the set can’t use 

the same fiber link.  

id
( , )i ccwC s d  

( , )s DR  The routing complete path for (s,D)  ( , ) ( , )s d sR D∈ Ω  where ( , )s DΩ  is the 

set contains all kind of spanning tree for (s,D). 

Table 2.2: Notation of the sets in mathematical formulation 
 
 

Notation                   Definition 

The total traffic load carried by the lightpaths belonging to L (i, j) ccw before 

the acceptance of a new multicast (unicast) call or the release of an on-gong 

multicast (unicast) call.  

( , )ccwi jt  

The total traffic load carried by lightpaths belonging to L (i, j)ccw after 

acceptance of new multicast (unicast) call or the release of a out-gong 

multicast (unicast) call. 

( , )'
ccwi jt  

i) If a new multicast (unicast) call with traffic load R (3m) is accepted 

and lightpath in L(i, j)ccw is used by the new call ,  

      = +R ( , )'
ccwi jt ( , )ccwi jt

ii)    If an out-going multicast (unicast) call with traffic load R (3m) on 

lightpath belonging to L (i, j)ccw is released.  

      = -R     ( , )'
ccwi jt ( , )ccwi jt

iii)   If a new call or a out-going call do not affect the lightpaths belong to 

L(i, j)ccw 

     =      ( , )'
ccwi jt ( , )ccwi jt

F(i,w) The traffic load on wavelength w in fiber i  

The number of destinations on lightpath (i, j, w)ccw (exclude the originating 

node of the lightpath) before the acceptance of a new call. Note that the 

destinations on the lightpath come from all sessions that use the lightpath.   

( , , )ccwk i j w  

'( , , )ccwk i j w  The number of destinations on lightpath (i, j, w)ccw (exclude the originating 
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node of the lightpath) after the acceptance of a new call. Note that the 

destinations on the lightpath come from all sessions that use the lightpath. 

( , , )ccwi j wZ  The lightpath (i, j, w)ccw indicator =1 if only if a lightpath (i, j, 

w)ccw exists    

( , , )i j wZ

The number of wavelengths in L(i, j)ccw before acceptance of a new multicast 

(unicast) call or the release of an on-going multicast (unicast) call. 

 ( , ) {0,1, 2,..., }
ccwi jb W∈

( , )ccwi jb  

The number of wavelength in L (i, j)ccw after the acceptance of a new 

multicast (unicast) call or the release of an on-going multicast (unicast) call. 

. ( , )' {0,1, 2,..., }
ccwi jb W∈

( , )'
ccwi jb  

i) If a new call is accepted and a new lightpath from i to j is created  

       = +1   ( , )'
ccwi jb ( , )ccwi jb

ii) If an on-going call is released and a lightpath from i to j is released 

too. 

      = -1  ( , )'
ccwi jb ( , )ccwi jb

iii) otherwise 

      =  ( , )'
ccwi jb ( , )ccwi jb

The relationship between number of wavelengths and lightpath indictor can 

be described as follow : ( , , )
1

ccw

W

i j w
w

Z
=

=∑ ( , )'
ccwi jb  

The number of active tunable transmitters in node i. 
iTR  

The number of active tunable receivers in node i. 
iRR  

Table 2.3: Definition and Notation of the variable for mathematical formulation 

Chapter 3 Problem Statement 
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Chapter 3 

Problem Statement 

 

n this section we will state the dynamic multicast traffic grooming problem we want 

to solve. In fact, the dynamic multicast traffic grooming problem contains two main 

parts:  traffic routing and traffic grooming. The traffic routing is to decide the route used 

to transmit a multicast (unicast) call from source to its all destination(s). The traffic 

grooming is to decide how to arrange the multicast (unicast) call into the network 

according to the route. We propose a grooming scheme can maximize utilization and a 

routing scheme can minimize used resource to solve the problem. Since the route of a new 

call can be decided by the routing scheme, the dynamic grooming problem can be 

represented in mathematical form according to the route we choose. The problem of 

dynamic multicast traffic grooming can be formulated as an integer linear programming 

(ILP) problem, where the design goal is to maximize the wavelength utilization in the 

network. It is expressed as 

I 

          Maximize   

( , ) ( , )
, 1

( , ) ( , )
, 1

' '

' '

ccw cw

ccw cw

N

i j i j
i j
i j

N

i j i j
i j
i j

t t

C b b

=
≠

=
≠

⎛ ⎞
+⎜ ⎟

⎜ ⎟
⎜
⎜ ⎟×
⎜ ⎟
⎝ ⎠

∑

∑

（ ）

（ ＋
⎟

）

,                        (3.1) 

Subject to the following constraints:  
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 Traffic constraint: 

( , ) ( , )' '
ccw ccwi j i jt b C≤ × ( , )ccwL i j,∀ ,                              (3.2) 

             ,( , ) ( , )' '
cw cwi j i jt b C≤ × ( , )cwL i j∀ ,                               .(3.3) 

 Lightpath constraint: 

( , )
( , ) ( )

'
ccw

ccw ccw

i j
L i j B l

b W
∈

≤∑ ccwl,∀ ,                                 .(3.4) 

( , )
( , ) ( )

'
cw

cw cw

i j
L i j B l

b W
∈

≤∑ cwl,∀ ,                                  (3.5) 

 Wavelength assignment constraint: 

         , ,( , , )
( , ) ( )

1
ccw

ccw ccw

i j w
L i j B l

Z
∈

≤∑ ccwl w∀ ,                                 .(3.6) 

         , , ,                                   .(3.7) ( , , )
( , ) ( )

1
cw

cw cw

i j w
L i j B l

Z
∈

≤∑ cwl w∀

 Transceiver constraints: 

           , ,                                     (3.8) ( , )'
cwi j i

j
b TR≤∑ j N∀ ∈

≤∑ i N∀ ∈

≤∑ j N

≤∑ i N

( , )'
cwi j j

i
b RR , ,                                    .(3.9) 

( , )'
ccwi j i

j
b TR ,∀ ∈ ,                                   .(3.10) 

( , )'
ccwi j j

i
b RR ,∀ ∈ ,                                   (3.11) 

 Light power constraint: 

       max( , , ) 'ccwk i j w k≤ , ,                                      .(3.12) , ,i j w∀

max( , , ) 'cwk i j w k≤ , ,                                       (3.13) , ,i j w∀

 Routing constraint: 

      ,1 ( , )( , ) ( , )i ccw i cw s DC s d C s d R+∪ = 1 0, 1, ,, { ... }i i nd d d d d+ ∈ ,                  (3.14) 

The traffic constraint represents that the traffic from node i to node j must be less than 
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the maximum capacity. The lightpath constraint indicates that the bound imposed by the 

total number of wavelengths. The wavelength assignment constraint expresses that a 

wavelength in the same fiber link can only be assigned to a lightpath. The transceiver 

constraint shows that the number of lightpath from node i to node j in one direction must 

be less than or equal to the number of transmitters and receivers. The light power 

constraint indicates a lightpath at most passes max 1k −  splitters. The routing constraint 

expresses the traffic stream must be groomed according to the route. The lightpaths used 

by a multicast call forms complete lightpaths in counterclockwise and clockwise. The 

complete path in counterclockwise is used to transmit traffic from source to {d1,d2,…,di} 

and the complete path in clockwise is used to transmit traffic from source to 

{di+1,di+2,…,dn}. di is decided by the route of the multicast call. The two complete 

lightpaths form the routing complete path of the multicast call.  

The ILP problem for the dynamic unicast traffic grooming is NP-complete [14]. Unicast 

is a special case of multicast when a multicast call has only one destination. So the ILP 

problem for the dynamic multicast traffic grooming is also NP-complete. Solving the ILP 

problem directly is not practical when the network size is large because of the complex 

computation. If the traffic mode is static, the computation time may be negligible. 

However, considering dynamic traffic model, computational complexity is important. So 

we propose a suboptimal scheme to solve the problem in the next chapter.  
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Chapter 4 

Maximum Utilization and 

Minimum Hops Scheme 

Chapter 4 Maximum Utilization and Minimum Hops Scheme 

he dynamic traffic-grooming problem can be seen as a static one from the 

snapshot view. When a new call arrived or a current call left, it could be 

considered as giving a new traffic matrix. However, the complex computation is needed to 

find the optimal solution for the new traffic matrix and many current calls are necessary to 

be rearranged. The optimal solution is impractical for dynamic model due to the long 

computation time. So a simple algorithm must be proposed to achieve the suboptimal 

solution. Some heuristic algorithms in the papers [10] and [11], which focused on the 

multicast dynamic traffic, have been proposed. However, these algorithms that proposed 

for mesh network are not suitable for the ring network and they don’t consider the 

problem of routing. We propose a new heuristic scheme, called Maximum Utilization and 

Minimum Hops (MUMO) scheme, to decide the route with minimum hops and maximize 

the utilization efficiency of wavelengths. The MUMO can reduce the number of blocked 

connections. The “MUMO” is divided into two main parts to solve the routing and 

grooming problems: (a) multicast traffic routing with minimum hops (b) multicast traffic 

grooming with maximum utilization. The two parts are described in the following. 

T 
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4.1. Multicast Traffic Routing With Minimum Hops 

We give a brief overview about the routing of multicast call in ring networks and 

propose an adaptive routing scheme. In order to explain the routing of multicast call, we 

first give a simple example. Considering a bi-directional ring of 10 nodes (labeled as 1, 

2,…,10 counterclockwise)and a multicast call with source 1 and destination set {4, 7}. 

The route of the new call may be one of the following 3 possible routes. 

1. The traffic is transmitted from 1 to {4, 7} by counterclockwise fiber links 

2. The traffic is transmitted from 1 to {4, 7} by clockwise fiber links 

3. The traffic is transmitted from 1 to 4 by counterclockwise fiber links and from 1 to 7 

by clockwise fiber links. 

  Each route that is listed above can be represented by the absence of an arc between any 

two nodes in the set {1, 4, 7}. The first route can be represented by the absence of the arc 

between 7 and 1. Similarly, the second route can be represented by the absence of the arc 

between 1 and 4. The absence of the arc between 4 and 7 represents the 3rd route.      

In general case, we consider a new call with source s and destination set D={d1,d2,…,dn} 

(in counterclockwise order) arrivals a ring. The ring would be divided into { }s D∪ =n+1 

arcs by the source and the destinations. Let d0=s and Arc(s,D)={ , ,…, } be 

the set which contains all arcs between any two adjacent nodes in {d0,d1,d2,…,dn}. The 

possible route can be obtained by omitting one of the arc in Arc(s,D), the number of 

routing approaches =n+1. If the arc 

0 1d d 1 2d d 0nd d

1i id d +  is absent, the traffic from source s to 

{d1,d2,…,di} will use the fiber links in counterclockwise and from source s to 

{di+1,di+2,…,dn} will use the fiber links in clockwise. In the n+1 kind of routes, there is a 

special route called “Minimum Spanning Tree” (MST) of which the total length is the 

least. The MST route can be obtained by omitting the arc with maximum length in 

Arc(s,D). The arc with maximum length means that the arc with maximum number of 

19 



fiber links.  

Since we have known that each kind of route can be represented by the absence of an 

arc in Arc(s,D), here, we propose an multicast routing scheme to choose which arc to be 

absent. In this scheme, we assume that the source node has the information of remained 

capacity on each wavelength of all fiber links. So we can know which fiber link in the 

network can’t satisfy the bandwidth request. A fiber link that can’t satisfy the bandwidth 

request means the remained capacity on each wavelength of the link is less than the 

bandwidth request. We call these fiber links “unsatisfactory fiber link” and the set consists 

of all unsatisfactory fiber links is denoted by Fu. Fig. 4.1 is the flowchart of multicast 

routing scheme, the main idea of the scheme is to adaptively route a new call with least 

resources according to the link states. First, we would check if there is any unsatisfactory 

fiber link. If there were no unsatisfactory fiber links, we would omit the arc with 

maximum length. It means we use MST to be the route of the new call. We use MST due 

to that the least resources is used in MST. If there were unsatisfactory fiber links, we 

would check the direction of all unsatisfactory fiber links. After the direction has been 

checked, we used constraint minimum spanning tree (CMST) to route the new call. The 

CMST is the route in which the least resources are used under the constraint that there 

were unsatisfactory fiber links. We would find the arc with maximum length under the 

condition and omit the arc. If the omitted arc is 1i id d +  , the traffic from source s to {d1, 

d2…,di} would use fiber links in counterclockwise and from source s to {di+1, di+2… dn} 

will use fiber links in clockwise. Since the route contains two parts: one uses 

counterclockwise and another one uses clockwise. So we divide the new call into two 

sub-calls: counterclockwise sub-call, denoted by Sccw with source s and destination set {d1, 

d2…,di}, clockwise sub-call, denoted by Scw with source s and destination set {di+1, 

di+2… ,dn}  according to the route. Note that if di =s or di+1 =s, the sub-call Sccw or Scw 

would be void. We let S= {Sccw, Scw} be the sub-call set. Then we would groom the 
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sub-calls in S one by one. The multicast routing scheme can find the route for a new call 

and divide the new call into sub-calls to groom. Because we use least resources to route a 

multicast new call in the scheme, there would be more resource for future call and the 

blocking probability would also be reduced. The following are the steps of multicast 

traffic routing algorithm: 
 

Algorithm Multicast Traffic Routing  

BEGIN 

STEP 1: Set d0=s D={d1,d2,…,dn}  Arc(s, D) = {A0, A1… An},, 

Ai= and An=( 1)i id d i 0,1,...,n - 1+       ∀ = 0nd d ;  

 

STEP 2: If   st.  cw ccwi F F∀ ∈ ∪ w∃ ( , )F i w R≥

Then applied MST: 

 Find the arc 1l ld d +  with maximum length in Arc(s, D); 

                Let  1 2{ ,{ , ..., }}ccw lS s d d d= 1 2{ ,{ , ..., }}cw l l nS s d d d+ += ; 

                S={ }; ,ccw cwS S

           Else, applied CMST: go to STEP 3 

           Endif; 

 

STEP 3: If  in the same direction  ui F∀ ∈

      Then Find the arc Aj contains the fiber link closest to source in the direction; 

           If ui F∀ ∈   then Find the arc cwi F∈ 1l ld d +  with maximum length in 

the set {Aj, Aj+1… An}; 

                  Let  1 2{ ,{ , ..., }}ccw lS s d d d= 1 2{ ,{ , ..., }}cw l i nS s d d d+ += ; 
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              S={ }; ,ccw cwS S

          Else, Find the arc 1l ld d +  with maximum length in the set {A0, A1… Aj}; 

                  Let  1 2{ ,{ , ..., }}ccw lS s d d d= 1 2{ ,{ , ..., }}cw l l nS s d d d+ += ; 

                  S={ }; ,ccw cwS S

         Endif; 

       Else, go to STEP 4; 

           Endif; 

 

STEP 4: Find the arc Ai and Aj contains the fiber link closest to source in both 

directions respectively; 

      If {Ai, Ai+1…An} {A0, A1…Aj}∩ φ≠   

      Then Find the arc 1l ld d +  with maximum length in the set {Ai, Ai+1… Aj}; 

              Let  1 2{ ,{ , ..., }}ccw lS s d d d= 1 2{ ,{ , ..., }}cw l l nS s d d d+ += ; 

              S={ , }; ccw cwS S

      Else, block the new call;   

          Endif; 

END 
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Figure 4.1 Flowchart of multicast routing scheme 
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4.2 Multicast Traffic Grooming With Maximum Utilization  

After using the adaptive routing scheme, we need to consider how to arrange the new 

call into the ring network. Instead of arranging the whole call at once, we divide the new 

call into to two sub-calls according to the route we have decided. As mentioned above, if 

an arc 1i id d +  is absent, the new call was divided into two sub-calls Scw and Sccw, we 

arrange the two sub-calls one by one. The sub-call can be arranged into network by two 

ways: grooming with current lightpaths and setting up new lightpaths. So the 

traffic-grooming problem can be divided into two subproblems: (a) grooming subproblem 

(b) wavelength assignment subproblem. The two subproblems are described as follow:  

(a) Grooming subproblem 

The utilization efficiency of used wavelengths increases as long as the traffic of sub-call 

can be groomed with the lightpaths. This subproblem is considered as how to groom the 

traffic into lightpath suitably according to the route of a sub-call. We propose a grooming 

scheme to find which lightpath is suitable. The sub-call is not groomed with random 

lightpath in the scheme. Instead, we find the lightpaths according to the relationship of the 

source and the destinations, and consider the lightpath has the maximum number of 

destinations, which are the same as the destination of the new call first. The grooming 

scheme also contains two parts: direct grooming and partial grooming. We will introduce 

the operation of grooming block in detail in next section. The grooming block is very 

important because it not only increases the utilization of wavelengths but also reduces the 

new call blocking rate. 

(b) Wavelength assignment subproblem 

   This subproblem is how to assign a wavelength to create new lightpaths. In this 

subproblem, we must assign wavelength under the constraint which any two lightpaths 

pass through the same fiber link are assigned different wavelengths. This subproblem is 
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considered if we can’t find suitable lightpaths to groom. We need to assign wavelength to 

setup new lightpaths. Although many wavelength-assignment approaches were proposed, 

all of they were found to perform similarly. Because of the result, we will choose the 

simple approach, first-fit, to solve the wavelength assignment subproblem. In first-fit, all 

wavelengths are numbered as 1, 2, 3…W. When we want to setup a new lightpath, we will 

search a available wavelength according to number. If there is a lower numbered available 

wavelength, it will be considered first. 

  

We have described the two subproblems of traffic grooming. We start to expound our 

scheme in detail. As mentioned above, before we start to arrange the new call into the 

network, the new call would be divided two sub-calls: Sccw and Scw according to the route. 

Let S1 denote the first element in S and 1sD  denote the destination set of S1. We would 

arrange the two sub-calls in S in turn. So we would arrange sub-call S1 first.      

Fig. 4.2 is the flowchart of traffic grooming algorithm. From the flowchart, we can see 

we try to arrange the sub-call with grooming first. Our grooming block contains two parts: 

direct grooming and partial grooming. We first try to find a direct lightpath to direct 

groom with the sub-call. A direct lightpath is a lightpath that has the same source and 

terminating node as the source and terminating node of the sub-call and the lightpath must 

have enough capacity to accept the bandwidth request. Note that the number of 

destinations of such lightpath after grooming with the sub-call must less or equal to kmax. If 

we directly groomed successfully, the arrangement of the sub-call would end. And then we 

would start to arrange the next sub-call if there was still another sub-call.   

If we could not find a direct lightpath to directly groom with the sub-call, we would 

start to find a lightpath to partially groom the sub-call. In partial grooming block, 

co-destination lightpaths and partial-destination lightpaths can be used to partially groom. 

We search a co-destination lightpath first. A co-destination lightpath is similar to direct 
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lightpath but is allowed to have different source as the source of the sub-call. If there is no 

co-destination lightpath, we search a partial-destination lightpath. A partial-destination 

lightpath has the same source as that of the sub-call and the terminating node of the 

lightpath is one destination of the sub-call. There may be several partial-destination 

lightpath. We would choose the one, which contains maximum number of destinations of 

the sub-call to partial groom. No matter we use co-destination lightpath or 

partial-destination lightpath, only partial of the sub-call is arranged into network. After 

partial grooming by a co-destination lightpath or partial-destination lightpath, the 

remained part of the sub-call forms a new sub-call. So we redo above action (direct 

grooming and partial grooming) until we can’t find any lightpath to groom or the whole 

sub-call has been groomed.  

Apparently, it is easier for a unicast call than for a multicast call to find a lightpath to 

groom since it is easier to find a lightpath that has the same source and destination as the 

source and destination of a unicast call. So the new sub-call after partially grooming with 

co-destination lightpath is easier than the one after partially grooming with partial 

destination lightpath to find a lightpath to groom. This is the reason we search a 

co-destination lightpath first.         

 After the grooming block, the whole sub-call or partial sub-call may not be arranged into 

the ring by grooming. We need to setup new lightpaths for the whole sub-call or partial 

sub-call. As we has described in wavelength subproblem, we use first-fit to search free 

wavelength to setup a new lightpath. If we setup new lightpaths successfully, the 

arrangement of the sub-call ends. In such condition, the sub-call may be severed by 

provisioned lightpaths and new lightpaths. If we can’t find a free wavelength to setup new 

lightpath, the whole new call would be blocked.  

  Then, we give some notations we used in the algorithm. The source of the sub-call we 

want to arrange is denoted by ss . The destination set of the sub-call is denoted by sD  and 
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the ith destination along the direction of the sub-call is denoted by 
isd . The source of a 

co-destination lightpath is denoted by . cds ( , )p s sL s D  denotes the lightpath set that 

contains all possible partial-destination lightpath for ( , )s ss D . The destination set covered 

by a partial –destination lightpath  is denoted by( , ,
is ss d w ) ( , , )

ip s sD s d w . Then when a 

new call (s, D) is routed successfully, we get the sub-call set S for (s, D). Then, the traffic 

-grooming algorithm starts with the following steps:   

Algorithm Multicast Traffic Grooming 

BEGIN  

STEP 1: Set ,ss s=
1s sD D= ; 

 

STEP 2: If any direct lightpath for ( ss , sD ) exist  

Then Direct grooming with the direct lightpath; 

S=S-{S1}; 

S=S-{S1}; 

If S φ≠  

Then ; 1 2S S=

Go back to Step (1); 

Else, the algorithm terminate; 

    Endif 

Endif; 

 

STEP 3: If any co-destinations lightpath for ( ss , sD ) exist  

Then Partial grooming with the co-destination lightpath; 

ss s= , s cdD s= ; 
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Go back to Step (2); 

       Endif; 

 

STEP 4: If 1sD ≠   

Then find all possible partial-destination lightpath and let ( , )p s sL s D  be the set 

contains all partial-destination lightpath 

    If ( , )p s sL s D φ≠  

Then * *

( , , ) ( , )
( , , ) arg max ( , , )

ii
s s p s si

s ps
s d w L s D

s d w D s d w
∈

= s s  

Partial grooming with the partial-destination lightpath ; * *( , , )
is ss d w

*
is ss d= , *( , , *)

is s p s sD D D s d w= − ; 

Go back to Step (2); 

           Endif; 

Endif; 

 

STEP 5: If SD >  maxk

       Then if ( SD  mod )   maxk 0≠

           Then for i=  to (maxk SD  mod ) maxk

                 If any wavelength which is not used from ss to
isd exist   

                 Then Establish the new lightpath from ss to
isd ; 

                     
is ss d= ; 

                     
1 2

{ , .... }
is s s s sD D d d d= − ; 

                     Go back to Step (2); 

                 Endif; 
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               Endfor;      

           Else if ( SD  mod )maxk 0=        

           Then if any wavelength which is not used from ss to exist 
maxksd

Then Establish the new lightpath from ss to  
maxksd ;

maxks ss d= ; 

                    ; 
1 2 max

{ , .... }
ks s s s sD D d d d= −

     Go back to Step (2); 

                Endif;  

            Endif; 

            Block the new call; 

        Endif;  

 

STEP 6: If any wavelength which is not used from ( ss , sD ) exist  

Then Establish the new lightpath for ( ss , sD );  

      S=S-{S1}; 

If S φ≠  

Then ; 1 2S S=

Go back to Step (1); 

Else, the algorithm terminate;    

     Endif; 

Else, block the new call 

      Endif; 

END 
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Figure 4.2 Flowchart of multicast traffic grooming scheme 
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Chapter 5 

Simulation Result 

Chapter 5 Simulation Result 

n this section, we show the performance of the MUMO scheme and the 

comparisons with other grooming schemes in the same configuration. We also 

reveal the performance of the MUMO scheme with respect to various parameters. In the 

network we simulated, there are two fibers between any two adjacent nodes and each fiber 

contains 20 wavelengths. The capacity of each wavelength is OC-48 (2.5G/s). The 

MUMO scheme was compared with other schemes in different cases. First, we compare 

the performance of the MUMO and other schemes as the traffic load increases. Then, we 

also compare the performance as the ratio of multicast calls increases. Finally, we compare 

the performance as the maximum number of destinations of a multicast call increases. The 

simulation results of the comparisons in these cases are presented and discussed.  

I 

After discussing simulation results of the comparisons, we also reveal the performance 

evaluation of various network parameters. Four kinds of network parameters are used to 

compare the performance. We evaluate the performance with various mean service rate mμ . 

The difference between different mean service rates will be presented and discussed. Then, 

we evaluate the performance with various number of network nodes N. We will discuss 

the effect of number of network nodes. We also evaluate the performance with various 

ratio of the probability among difference type of traffic. Finally, the performance with 
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different  is simulated.  maxk

Before illustrating the comparison among the MUMO and other conventional schemes, 

we give a brief introduction of the three schemes. The MUMO scheme is compared with 

the two schemes: Single-Hop (SH) and Hybrid Multi-Hop (HYMH). When a new call 

arrivals at the ring network, SH will decide the route by MST routing scheme. Then, the 

SH scheme checks if any existing lightpath with available bandwidth has the same source 

and destinations as the source and destinations of the new call. If such a lightpath is found, 

the new call will be groomed with the lightpath; else it tries to set up new lightpaths for 

the new call. If the scheme even cannot setup new lightpath, the new call will be blocked. 

The HYMH will also decide the route by MST, but in the scheme, a new call can be 

served by combination of multiple provisioned and un-provisioned lightpaths. The scheme 

searches for a lightpath that has the same destinations as the destinations of the new call. 

The lightpath is called “to destination lightpath＂ (TDLP) . If TDLP is found, the scheme 

will search the other lightpaths or set up new lightpaths from the source of new call to the 

source of TDLP. The lightpath is called “from-source lightpath” (FSLP). If TDLP is not 

found, the scheme will setup new lightpaths for the new call. 

Two performance measurements for MUMO, SH and HYMH are revealed. The first is 

about the new call blocking rate of the three schemes. The second is about the utilization 

efficiency of the used wavelength of the three schemes. According to these issues, there 

are two kinds of graphs in the simulation.  

In the following figures from Fig. 5.1 to Fig. 5.6, the network parameters: W=20, N=20, 

C=48, =10, maxk mμ =0.05, R= {1, 3, 12, 16}, 1 2 3 4( , , , )p p p p   = (0.25, 0.25, 0.25, 0.25) is 

considered. As for the multicast ratio, the arrival rate and the max number of destination of 

a multicast call, we will give these parameters for each different figure. Fig. 5.1 and Fig. 

5.2 show the blocking probability and the utilization efficiency of the used wavelength 
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Figure 5.1 The blocking probability versus traffic loads 
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Figure 5.2 The utilization of used wavelength versus traffic load 
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versus traffic load, respectively, where the ratio of multicast call is 0.5 and the max 

number of destination of a multicast call is 19. It can be seen that the blocking probability 

of the MUMO scheme is much less than that of the other two schemes and the utilization 

efficiency of the MUMO scheme is much higher that of the others. It is because the 

MUMO scheme can partially groom the multicast traffic. It is easier to find lightpaths to 

groom a multicast call by the help of partially grooming. In addition, the other two 

schemes must find a lightpath which has the same destinations as the destinations of the 

new call while the MUMO scheme does not need. Moreover, since the routing approach of 

MUMO can always find a route with minimum hops according to the link state, the 

MUMO scheme can avoid choose the route that cannot satisfy the new call request. The 

blocking probability can be reduced by the routing approach of the MUMO scheme. On 

the other hand, the routing scheme of the other two schemes cannot adaptively choose the 

route, and the blocking probability is then larger.   
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Figure 5.3 The blocking probability versus multicast ratio  
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Fig. 5.3 and Fig. 5.4 show the blocking probability and utilization of used wavelength 

versus the ratio of multicast calls, respectively, where, The arrival rate is 10 (call/sec) and 

the max number of destinations of a multicast call is 19. From Fig. 5.3, it can be seen that 

the blocking probabilities increase as the multicast ratio increases, but that of the MUMO 

scheme increases much slower than that of the other two schemes. It is because that the 

SH and the HYMH cannot groom partially, they cannot deal with the multicast traffic 

efficiently. Beside, as mentioned above, the MUMO scheme only needs to find the 

lightpath that has the same terminating node; it helps a multicast call finding lightpaths to 

groom. From Fig. 5.3, it also can be found that the HYMH can have good performance 

when all traffics are unicast. As the multicast ratio increases, the blocking probability of 

HYMH increases rapidly. When the multicast ratio up to 0.8, the blocking probability of 

HYMH even higher than the blocking probability of SH. It results from that the HYMH 

may serve a new call with provisioned and un-provisioned lightpaths and when a TDLP is 
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Figure 5.4 The utilization of used wavelength versus multicast ratio 
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found, the HYMH scheme may setup a new lightpath from the source to the source of 

TDLP. There must be only one destination on the new lightpath. Since the HYMH scheme 

need to find a lightpath has the same destinations as the destinations of the new call, these 

lightpaths may be groomed hardly when the multicast ratio is high. These lightpaths will 

waste the capacity and even result in that a lightpath only used by a single call, and the 

blocking probability of the HYMH scheme is then greater than that of the SH scheme 

when multicast ratio is high. From Fig. 5.4, similar condition can be seen that the 

utilization of HYMH decreases rapidly and finally becomes similar to the utilization of SH. 

As for the MUMO scheme, it has good performance no matter in which multicast ratio.  

Fig. 5.5 and Fig. 5.6 reveal that the blocking probability and the utilization of used 

wavelength versus the maximum number of destination of a multicast call, respectively, 

where arrival rate is 10 (call/sec) and the ratio of multicast calls is 0.5. As the max number 

of destinations of a multicast call increases, it becomes hard for the SH scheme and 
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Figure 5.5 The blocking probability versus number of max destinations  
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HYMH scheme to find a lightpath that has the same destinations as the destinations of 

new call. Then, the blocking probabilities of the two schemes increase slowly. As for the 

MUMO scheme, from Fig.5.5, when the number of destinations is less than 11, the 

blocking probability of the MUMO scheme also increases. But after the number of 

destinations is larger than 11, the blocking probability of the MUMO scheme starts to 

decrease. It is because when the number of destinations large enough, the new call may be 

usually divided into two sub-calls; it helps the new call finding lightpaths to groom. 

Beside, when the number of destinations large enough, it is easier for the MUMO scheme 

to search a partial-destination lightpath. It is also the reason make the blocking probability 

of the MUMO scheme decreases as the max number of destination of a multicast call is 

large. The utilization of used wavelength is shown in Fig. 5.6. Since the blocking 

probability of the HYMH scheme increases as number of destination increases, the 

utilization of the HYMH scheme decreases. The utilization of MUMO increases as the. 
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Figure 5.6 The utilization of used wavelength versus max number of destinations 
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destination large enough since the blocking probability decreases. Beside, because of 

partially grooming, a new call may be served by multiple lightpaths. Thus, a new call may 

increase the utilization of multiple lightpaths. For the MUMO scheme, the utilization of 

large number of destinations is even higher than the utilization of small number of 

destinations. 

After we discuss the performance comparisons of the three schemes in the fixed 

environment, the performance evaluations with various network parameters setting are 

then discussed and presented. In the following figures, most of the network parameters are 

the same as above except for the parameter which used to evaluate the difference of 

performance.  

Fig. 5.7 and Fig. 5.8 show the blocking probability and the utilization of used 

wavelength with different mean service rate, respectively. Two mean service rate: 0.05 and 

0.02 are simulated for the HYMH scheme and the MUMO schemes. It can be found that 

the blocking probability of low service rate is higher than high service rate. As the service 

rate is low, the bandwidth is occupied by a call for a long time. Then, the low service rate 

will result in that it is hard to arrange a new call into the network. Although MUMO 

always has better performance, the gap of blocking probability between the MUMO 

scheme and the HYMH scheme decreases as the service rate is low. It is because that the 

calls, which successfully arranged by the MUMO scheme, are much more than that of the 

HYMH scheme, the blocking probability of the MUMO scheme will increase more as the 

service rate is low. About the utilization, since low service rate has long service time, the 

utilization of used wavelength is higher. However, the gap between the two schemes also 

decrease as the service rate is low. It is because that the utilization of the MUMO scheme 

is almost saturated even the service rate is high, so the increased utilization is limited.  
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Figure 5.7 The blocking probability with different mean service rate 
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Figure 5.8 The utilization of used wavelength with different mean service rate    
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  In Fig. 5.9 and Fig. 5.10, the blocking probability and the utilization of used wavelength 

in three different numbers of network nodes are simulated: 16, 20 and 24. As the number 

of network nodes increases to 24, the blocking probabilities of the two schemes both 

increase slightly. Since the destinations of a multicast call can be all nodes in the network 

except for the source, the maximum number of destinations of a multicast will also 

increases as the number of network nodes increases. As the result, it is hard to find 

lightpaths to groom for the two schemes, and the blocking probability then increases. 

Conversely, the blocking probabilities of the two schemes decrease as the number of 

network nodes decreases to 16. As for the utilization of used wavelength in various 

number of network nodes, the utilization of used wavelength decreases in the large 

number of network nodes since the blocking probability increases. Nevertheless, the gap 

of utilization between each number of network nodes is very small. The reason is that a 

new call may be served by more number of lightpaths when the number of network nodes 

2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

Arrival Rate(call/sec)

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

 

 
MUMO (20,20,10)
MUMO (24,20,8)
MUMO (16,20,5)
HYMH (20,20,10)
HYMH (24,20,8)
HYMH (16,20,5)

 

Figure 5.9 The blocking probability in different number of network nodes 
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Figure 5.10 The utilization of used wavelength in different number of network nodes 

 

increases. Therefore, the gap of utilization between each number of network nodes will be 

reduced. 

The Fig. 5.11 and Fig. 5.12 show the blocking probability and utilization of used 

wavelength with different probability of the type of new request, respectively. Two 

probabilities of the type of new request  are simulated. One is (0.4, 0.3, 0.2, 

0.1), which most of the new requests are small and the other one is (0.25, 0.25, 0.25, 0.25), 

which the probabilities of all type of new request are equal. From Fig. 5.11, the blocking 

probabilities decrease as most of the new requests are small. Beside, the gap of blocking 

probability between the MUMO scheme and the HYMH scheme becomes larger as most 

of the new requests are small. For the MUMO scheme, the blocking probability decreases 

as most of the new requests are small because the load of the network becomes very low. 

However, for the HYMH scheme, the blocking probabilities of the two probabilities 

1, 2, 3, 4( p p p p   )

41 



2 4 6 8 10 12 14 16 18 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Arrival Rate(call/sec)

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

 

 
MUMO(0.25,0.25,0.25,0.25)
MUMO(0.4,0.3,0.2,0.1)
HYMH(0.25,0.25,0.25,0.25)
HYMH(0.4,0.3,0.2,0.1)

  

Figure 5.11 The blocking probability with different probability of the type of new request 
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Figure 5.12 The utilization of used wavelength with different probability of the type of request 
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are similar because the HYMH scheme cannot efficiently arrange the new call into the 

network no matter which probability of the type of new call. As for the utilization of used 

wavelength, the utilization of the MUMO scheme always performs better than the 

utilization of the HYMH scheme.  

  Finally, the simulation result with different  are shown in Fig. 5.13 and Fig. 5.14, 

respectively. We simulated with three different maximum number of destination on a 

lightpath. In Fig. 5.13, the blocking probability of small  decreases for the MUMO 

scheme, but the blocking probability of small  increases for the HYMH scheme. As 

 is small, more lightpaths may be used to serve a new multicast call. Beside, the 

distance of the lightpath with small  may be shorter than the distance of the lightpath 

with large . For the MUMO scheme, it will be easier to arrange a new call into the 

network as  is small because of partially grooming. However, for the HYMH scheme, 

it become hard to find lightpath s to groom since it also become hard to find a lightpath 

that has the same destinations as the destinations of a multicast call. It is the reason which 

the blocking probability of the two schemes vary conversely as  becomes small. 

From the Fig. 5.14, we can see the utilization of the MUMO scheme become higher as 

 become small. It verifies that the MUMO scheme arrange the new call more 

efficiently with small  again. Although the blocking probability of the HYMH 

scheme increases, the utilization of the HYMH also increases as  is small. The 

reason is that the new call will be served by more lightpaths in the HYMH scheme as 

 is small; the average utilization will increase although the blocking probability 

increases.  

maxk

maxk

maxk

maxk

maxk

maxk

maxk

maxk

maxk

maxk

maxk

maxk
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Figure 5.13 The blocking probability with different  maxk
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Figure 5.14 The utilization of used wavelength with different  maxk
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From the simulation result, the gap of the blocking ratio between the MUMO and the 

SH scheme and the HYMH scheme are very large. The improvement of blocking 

probability is about 70% and that of utilization is about 50%. In some cases, the blocking 

ratio of other two schemes even twice as which of the MUMO scheme. In addition, the 

performance of the MUMO scheme does not deteriorate in various environments, 

including mean service time, different network size, probability of the type of new call 

request and the max number of destinations on a lightpath. Therefore, the MUMO scheme 

is an efficient and feasible scheme.          
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Chapter 6 

Conclusion 

 Chapter 6 Conclusion 

n the thesis, we propose a maximum utilization and minimum hops (MUMO) 

scheme to solve a dynamic multicast traffic routing and grooming problem in a 

bi-directional ring network. The goal is to effectively maximize the utilization and reduce 

the new call blocking rate. We study the architecture of node and network architecture. 

Then, the problem is formulated in mathematical form and the goal function is to 

maximize the average utilization of used wavelength. The proposed MUMO scheme 

contains two main parts, multicast traffic routing with minimum hops and multicast traffic 

grooming with maximum utilization. The multicast traffic routing with minimum hops 

determines the route of a new call with minimum hops distance. Moreover, it chooses the 

route in which the minimum resources are used according to the link state. The multicast 

traffic grooming with maximum utilization decides how to arrange the new call into the 

network according to the route chosen by the routing scheme. The multicast traffic 

grooming can efficiently arrange the new call into the network. The utilization of used 

wavelength can be increased and the new call blocking rate can be reduced by the MUMO 

scheme. 

I 

  The MUMO scheme is also compared to the other two conventional schemes: 

single-hop (SH) and hybrid multi-hops (HYMH) scheme here; we summarize the feature 
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of the three schemes. For SH and HYMH, the advantage is that the computation 

complexity is very low and there is no rearranged lightpaths. On the other hands, the 

computation complexity of the MUMO scheme is a little bit higher than that of SH and 

HYMH. However, the utilization of the MUMO scheme is much higher and the blocking 

rate is much smaller than those of the other two schemes. The improvement of the 

blocking rate is about 70% and that of utilization is about 50%. The MUMO scheme is a 

feasible and attractive scheme for multicast traffic. 

Simulation results also show that the performance of the MUMO scheme always 

performs better than those of SH and HTMH scheme in all kinds of parameter setting. We 

can conclude the performance of the MUMO scheme does not deteriorate in various 

network parameters setting, including different network size, mean service rate, 

probability of new call request type and light power. Therefore, the results demonstrate 

once again the superiority of the MUMO scheme. The MUMO scheme is sophisticated 

and robust for the bi-directional optical ring network.   
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