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Abstract

In the thesis, we consider-a-user who has multiple choices to route his data traffic into
network. From user’s perspective;-they always choose'thepath with highest bandwidth. However,
if all people take the same strategy for routing their traffic, all the paths may be saturated and the
concept of available bandwidth is no longer applied. To solve the problem, we must consider that
choose the path that will allocate highest bandwidth if the traffic is routed over the path. So, the
request of knowing the bandwidth:to be.allocated.is.necessary. Taking this kind of method could
also help us to improve the system' performance. We.will introducesa unified mechanism in our

thesis and the mechanism can accomplish the goal.
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Chapter 1

Introduction

For routing strategy, shortest path routing (SPR) is the simplest method. All traffic
flows of different sources in the network pass through the shortest path is very easy to manage for
manager of network. However, SPR method causes utilization of resource of network inefficiency.
Resource utilizations among different sources are not optimal because some paths in the network
are not fully utilized. One of the'efficient solving methods is dispersing flows to multiple paths
and leads these flows away. from the shortest path found by interior gateway protocol (IGP) to
avoid congestion and achieve optimalresource allocation: The mechanism also calls traffic
engineering or routing. For routing-area;it can separate two main parts, one is traffic-aware

routing and another is traffic-unaware routing.

For traffic-aware routing method; some times call. static routing; routing algorithm
needs previously setting parameters: by network manger. Traffic-aware routing configures
parameters of routing algorithm by manager’s experience. If; the. environment of network
suddenly changes, like link fail ‘or congestion, traffic-aware. routing can not rapidly configure

their routing strategy tosroute the.flows to suitable paths.

Traffic-unaware routing method makes routing decision based on measurement of
components of network, like queue size of links in the network or transmission delay etc. Some
times we also call the method as dynamic routing. Traffic-unaware routing cans rapidly response
to the changes of network because configuration of parameters of routing algorithm is
automatically. L.e. if a link occurs fail or congestion in one of routing paths, traffic-unaware
routing can configure the weights of routing metric among these paths to routes flows away from
the path that occurs congestion or break-connection. Routing can help flows to more uniformly
distribute on all paths in the network; however, only do routing, the management of queue is bad.
If without having an efficient management mechanism, the variances of buffer size of links in

routing paths will become large.



There are many kinds of methods for queue management. The common method uses to
help management of queue is congestion control. Congestion control can efficiently
managements queue size of link. Congestion control returns information from the congested links
to sources and sources will reduce their sending rate to avoid congestion collapse. Congestion
control avoids source sending too much data into network to cause congestion on some
components of network, but it is different from flow control. For flow control, it avoids sender to
transport too much data to reviver to over the capacity of receiving end. In congestion control
area, there are many kinds of congestion control methods be proposed. Like as random early
detection (RED), explicit congestion 'notation (ECN) and back-forward explicit congestion

notation (BECN) etc.

Although scongestion control can efficiently. avoid congestion collapse and can
approach good fairness in each links of routing paths, the fairness of resource allocation among
different sourcesis bad. l.e. some sources in the network may get higher throughputs, but some
sources will get lower throughputs. Congestion control can get good utilization in each link, but it
cannot get good resource allocation among .different sources. The kind of fairness we call as
“Local Fairness” because it isfonly fair for local place in-total network topology. For the reason,
we define a new fairness and call it as “Global Fairness”. The “Global Fairness” means that flows
of different source-déstination pairs uniformly distributed” én multiple paths and get equal
bandwidth on these links.;To distinguish the “Local Fairness™ good or bad that is based on Jain’s
fairness index. However, for “Global Fairness” judging, Jain’s index may not suitable for
distinguishing of really well resource allocation for all source-destination pairs. For the above
result, we propose a new index to judge how fair for “Global Fairness”. The “Global Fairness”

index includes notations of different source-destination pairs in the function.

Since only routing or only congestion control applying in network is not enough to deal
with “Global Fairness” for network today, we must consider doing the two methods in our
simulation at the same time. For manger, individually deals with routing and congestion control
are not a good strategy because the costs of managements are double and it will increase the

complexity of router design. The smart way is that unifies routing and congestion control. There



are many papers published about unified, in this paper, [1], the authors, Leonardi et al. propose
joint routing and scheduling technology to achieve optimal resource utilization in links and
maximum throughput. However, the jointed method base on Lyphove function, the problem of
the method is that network is not stability. Another interesting work is [2], in the paper, the
authors, Constantino M. Lagoa et al. propose an adaptive control algorithm based on sliding
mode control theory and they disperse packets in a given flow to multiple paths. The adaptive
control algorithm can decentralize to adjust each sources rate and it helps routing to achieve
optimal rate allocation by only binary feedback information. However, the method will get bad
performance of throughput when TCP is applied in the network because they do not identify flow
in each edge router. We will get very large oscillation of throughput for TCP flows because
packets choosing different paths that have different delay tinie will get large variance of RTT and
packets possibly choose'a path that has unavailable bandwidth. This is a bad result because when
we want to transport.a stream data, - we-need having a stable or lower oscillation of transmission

rate.

In this thesis, we propose two simple methods by using the information of adaptive
control algorithm'is proposed in [2] as routing metric and a new index!for judging the “Global
Fairness”. We identify flows in each edge router to amend the performance of throughput of the
routing method in7[2]. Our new methods not only-amend the oscillation of throughput problem

but also improve the efficiency of network system.

In chapter 2, we introduce the background knowledge of the adaptive control algorithm
and we will show the performance of throughput by method in [2]. In chapter 3, we introduce that
how unifies our routing with the adaptive control algorithm. In chapter 4, we state our simulation
model, simulation setting, and how to build the model by UML tool. We will compare all results
of global fairness and throughput of different routing methods in the chapter. Finally, the

conclusion and future work are presented in chapter 5.



Chapter 2
Background knowledge

In this chapter, we introduce the adaptive control algorithm for dispersive routing in the
network that has multiple paths. The control algorithms can approach optimal rate allocation for
paths of different sources. In section 2.1, we describe the adaptive control algorithms mathematic
model and in section 2.2 we will introduce how. the control algorithm to achieve the optimal rate
allocation for paths of different ‘sources. Finally, in section 2.3, we will show our simulation
result of performance of throughput of TCP flow. We will find'that the dispersive routing using
adaptive control algorithm 1s not suitableé'When we want to apply TCP flow in the network. The

extra subsection 2.4-briefly introduces congestion control' mechanism«in TFRC.

2.1 Introduction of adaptive control algorithm for diSpersity routing

In the network model, the authors, Constantino M. Lagoa et al. assume that the traffic
flows is considered as a fluid flow model and.the only resource considered is link bandwidth.
Their method is that splits the packets in a given flow and routes these packets to multiple paths
based on the information ebtained from the routing link state updates. Constantino M. Lagoa et al.
use sliding modes method to build this adaptive control algorithm. The sliding modes control is
also known as Variable Structure Control. The control law allows each source to independently
adjust its flow sending rates and redistribute its sending rates among multiple paths.

The equation of adaptive control algorithm of best effort flow is show as following:

: of.
Xi,j = Zibj(t,X)[aX—' x —ab; ;(X)+6; ;u(=% ;)]
1 2.1

Z; ; (t,X),a,0.

. : b.. .
In the equation above ) are design parameters and ) is the number of



congestion links encountered by calls of type i taking path j. Xii s the sample rate of type i

taking path j. Where f; is function of x;, the format of fi(x;) is show as following :

fi(xi)¥10g(z X;j)

(2.2)

The parameter x; is rate of each type i and log( - ) denotes the natural logarithm, parameter n;

means that how many path for type i can choose.

2.2 Interaction of adaptive control algorithm.for dispersity routing

In the section, we introduce that-hows.the adaptive controlialgorithm help routing to
achieve optimal rate allocation for different sources. Basically, the control algorithm will return a
sample rate of path belong to different sources.. The‘information of sample rate from different
paths will help the control algorithm to decide next step should be increase which one rate of
routing path and decrease which one rate of routing path. The control algorithm get the
information rely on. BECN technique. For the reason, we briefly introduce BECN technique in
the following. BECN_ (back-forward "explicit congestion notification) is the class of explicit
congestion notifications(ECN). As we know, ECN method can-use to detect each congestion
situation of nodes on every routing path. Like EGN method, BECN technique will detect the
congestion on nodes of different routing paths. When BECN detect a node having congestion, it
will return a binary signal (For example: parameter b;;in the control algorithm) to inform the
source there occurs congestion on some nodes of routing path. The feedback information of
congestion will back forward along the path that the forwarding packets choose. For more

explicit explain, we illustrate BECN mechanism in the following figure:
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Fig1 An example of BECN mechanism

As this figure shows, source (S) node sent packet in a given flow to destination (D) node. In the

case, source node has two path can reach the destination node. The path 1 includes node 1, 2, 5,




Adaptive Control For Dispersive Routing interaction
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Let X1 =960 , then the dis t we propose is

Xicfj [(k+Dty]= X’ [kt ]+t Oi (x(kty),kt;);  k=0,L,.. 23)

where tqis sampling period of each links. As mention in above format, for discrete-time equation,

we form our best effort flow control law as following:



Xij =2, (t,X)[ —ab, ,(X)= 6, U(=x )] =12 j=L..n

1
0.5+ " X .
Z,:1 H (2.4)

The function, fi(x;) in our model is formed as following :

f(%)=log(0.5+ 3 x, )
il 2.5)

The constant term 0.5 in the logarnithm is includeédsto_avoid an infinite cost at startup and an

infinite derivative of the data'rates.

2.3 Simulation result of TCP flow using adaptive control algorithm for

dispersity routing

The adaptive control algorithm is a congestion control method to help us measuring the
metric of routinggdecision and it also.approaches optimal rate allocation of different sources by
disperity routing."However, the perfofmance of throughput is bad when we apply TCP in the
network because if we route packets of a TCP flow to"different paths that the RTT of different
paths for the TCP flow#may have large variance and we may choose a path with low available
bandwidth for the TCP flow. The bad simulation result of dispersity routing show in following

figure:



throughput of one flow of S-D pairs (router without identifying flow)

KB/sec

9 10
0.Ams =10
in router)
In the figure, we TCP flow is acutely and we modify the
problem by identi modified results shows in



As the figure shc ¢ n.the ¢ se. s¢ TFRC to replace TCP
in the thesis. TFR ; C stable, smooth throughput

(2.6)

In the throughput function, where s is packet size and R is round-trip time, p is steady state loss

event rate, tero s TCP retransmit timeout value. TFRC calculate loss event rate take average
loss interval method. It can help TCP flows having smoother throughputs in steady state. The
following extra sub-section will introduce the average loss interval method and how TFRC define

the lost interval.
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*2.4 Determine a new lost event interval calculation and Average loss

interval method

Average loss interval method take a more smoothly calculation lost event rate than
original TCP congestion detection method, that is, congestion window method. Original
congestion window control will case AIMD (additive increase/multiplicative decrease). The key
of smooth throughput of TFRC is that the new loss probability calculation method defines a lost
event not by detecting a lost packet but calculating how many packets in the lost interval to
uniformly compute TCP loss probability. TCP defines a lost packet that is the receiver receives a
sequence number of packet out of threeorders than the sequence number of old packet in TCP
receiver end. When a packet loses, we will calculate a false arrival time for the lost packet to

determine if we need to.update a new losssintervalsThe'algorithm. shows in the following:

We assume some parameters-in the follows before us calculation of the false arrival
time:
S loss is the sequence number of a lost packet.
S before is the sequence number of thedast packet to arrive with sequenee number before S_loss.
S_after is the sequence number of'the. firstipackettorarriverwith sequence number before S_loss.
T before is the reception time 'of S_before.
T after is the reception time of S _after.
T loss is the false reception time 6f S_loss.

Then the calculation function of T loss is:

T loss=T before+ (T _after—T _before)( S_loss—S _before
S after—S _before 2.7)

If T losstR>T after, we will need update our old loss event interval to next new lost event
interval, the new arrival packet will be calculated into the number of new interval. When we need
update our old lost event interval, we also update our loss event probability in the same time. In
the other words, we are not so frequently changing loss probability of TCP. We use the following

figure to illustration the average lost event interval method.

11
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since most
recent loss
& {x = weight 1
' ; weighted
interval 1 intorval 1
interval 2 weighted
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Packet
lost (]}
tintérvaln ~___ weighted
H interval n
H =TI
— , weight n
Time now Time

Fig’5'  Illustration of average loss interval method

Here is the algorithm:
Assume that w_i is“weight of less interval i, for41=0,2,. = ,n.
Weights w_0 to w_n are calculated as:
If (i<n/2)
w_i=1;
End
Else
w_i=1- (i- (/2 - 1) )/(n/2 + 1);
End

After determining weights of all intervals, we calculate the average loss interval as follows:

n
W.S.

= i

n

W

=1 (2.8)

§ =
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for weights w;:

w, =1,
and
n-1
A _ i=0 Wi+1 Si
Snew - n
W.

i=1 !

1<i<n/2

The loss event probability then;i
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Chapter 3

Unified routing and congestion control

Routing algorithms make routing decisions rely on the feedback information that is
proposed by some measurement mechanisms. In the thesis, we had introduced the adaptive
control algorithm in chapter 2. Now, in the chapter, we will introduce how to use the adaptive

control algorithm to help our routing method making decision.

Our routing algorithm is-based on the adaptive control algorithm. As mention in chapter
2, the control algorithm will return bandwidth of .each path for ‘each source and we use the
information as our-routing metric.-We propose two methods, oneiis proportion routing and
another is choosing maximum bandwidth routing. Our method is very simple and can easily be

implemented in really routing management.

3.1 Introduction of unified.routing and congestion control

Let us trace the flowchart'in the following figure, from start point, we will randomly
route each flow of different sources to different available routing paths. After a period of time, the
unified mechanism will measure' each buffersssize of links to determine if buffer is full or still
having free space. If one of buffer in the links 1s full, then the mechanism will recognize as this
link occurs congestion. In the other words, we define congestion as the arrival rate of packets
large than the capacity of link. Once the nodes detect congestion they will use BECN mechanism
to feedback congestion messages to each source. After measuring link state, the information of
congestion will let the congestion control mechanism to deal with and the congestion control
needs considering different traffic demands in the control law. In the other words, the block of
congestion control will assign different traffic demands to get different control laws. Then the
feedback information will be send to their sources and these sources will take some routing

strategies to lead flows to the “correct path”. Routing algorithms adjust their decision weights

14



when they receive new feedback information. This kind of scenario will continue till to the goal
of global achieved is approached. The total flowchart of unified our routing methods and adaptive

control algorithm shows in following figure.

of unified routing and congestion control

3.2 Unified Chose mt vidth routing and adaptive control

algorithm

In the following subsection, we will introduce how to use the information X;; as our
routing metrics. As we introduce in section 3.1, when the congestion information is received by
the sources, they will add the b;; value of adaptive congestion control laws and the adaptive
congestion control mechanism will re-assign bandwidth for each routing path. According to the
information of available bandwidth of each path, we propose the chosen maximum bandwidth
method to solve the problem that introduce in chapter 1 .The chosen maximum bandwidth

method will choose the path which has maximum bandwidth in all routing paths which belong to

15



a source. This kind of routing decision likes as gradient decent method of optimal theory. We will
approach the optimal point by leading each new arrival flow away from the most congestion path.

The form of routing decision of “chosen maximum bandwidth” method is:

Max(x;), 1€Q
Jeh, ,where Q is all sources in the network. 3.1

Where parameter Xii s sending rate (available bandwidth of paths) of source i taking path j and

parameter N means how many path seuree i canchoose to route flows.
Let us more explicit.iftroduce the method by the following example:

Consider in the network ‘having: two sources, source 1 owns four paths to route the flow to
destination and source'2 owns three paths to route the flow to destination. We get the information
of available bandwidth for each path belongs to the source periodically. Let us define the four
paths which belong to source'l as pl1, pl2, p13, pl4.and the three paths which belong to source
2 as p21, p22, p23. For their individual available bandwidth, we express'them as X1, X12, X13, X14
and Xy, X22, X23. When we use chosen maximum bandwidth method to ehoose the suitable routing

path for the new arrival flow, we compare the value like this:

For source 1: For source 2:

if (X11>X12>X13>X14) if (X21>X22>X23)
take path pl11; take path p21;

end end

else if (X12>X11>X13>X14) else if (X22>X21>X23)
take path p12; take path p22;

end end

else if (X13>X11>X12>X14) else if (X23>X21>X22)
take path p13; take path p23;

end end

else if (X14>X11>X12>X13) else
take path p14; take shortest path;

16



end end
else
take shortest path;

end

3.3 Unified proportion routing and adaptive control algorithm

In the section we will introduce another method, which is, using the available bandwidth
of each routing path as weights to randomly route the new arrival flows to a path. The kind of
routing method generally calls as propertion routing method. Proportion routing is commonly
applying in routing area and it can efficiently distribute flows in different routing path based on
the weight proportion,of routing metric. Our.method uses the feedback bandwidth of each path by
adaptive control algorithm. When a new arrival flow comes, we can assign the flow to a path by a
probability whichigenerates by therate of the available bandwidth of each routing path. The form

of routing decision of proportion routing shows in the following:

(3.2)

Where parameter i s sending rate (available bandwidth of paths) of source i taking path j and

parameter M means how many path source 1 can choose to route flows.

Let us more explicit introduce the method by using the example in section 3.2:
In the above case, we know that there are two sources in the network and source 1 has four
available routing paths, source 2 has two available routing paths. Once again, we use the

information of available bandwidth for each path which provides by adaptive control algorithm as

our routing metric. When a new arrival flow comes, we take the following strategy:

We first generate a random number a and the value of a is between O to 1 (0 <a<1).

17



For Source 1:

. X
if(0<a<= 1L
Xll + X12 + X13 + X14
take path p11;
end
. X X
else if 1 <a<= 1
Xll + X12 + X13 + X14 Xll + X12 + X13 + X14
take path p12;
end
. X
else if ( 12 <z

X+ X, + X5 +X

take path p13;

end
else
take path p1

end

For source 2:

if(0<a<=

take path p21;
end
else

take path p22;

end

18



Chapter 4

Simulation

In the following figure, we take the figure of network as our simulation topology. In the
figure, we have eight sources and the transmission delays of each links, the capacity of each links
are show in the figure. Our assumption is all sources can generate TCP traffic randomly. All TCP
traffics implement by TFRC and queue management for buffer of link is FIFO. We also assume

some paths of eight source-destination pairs in the following table.

1.5 Mbps
10ms

S6

1.5 Mbps
D5 7.2ms

1.2Mbps

6.5ms

2.8 Mbps
2.3ms S5

10 Mbps 1.5Mbps 1.5Mbps 10Mbps

20 @ b3 e
I ms 13.1ms 2.5ms 2ms
1.5 Mbps 1.5Mbps
D6 8.2ms 23ms S8

10 Mbps

Fig 7 Topology of network
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These sources could route paths we form as a routing path table, show as following:

Table 1  All available paths for all SD pairs

type 1 X1.1:exbabgbyey type 5 x5 :e3bybgbrbges

ny =4  xp2:exbybghibyey ns =2  Xso:eybybabgbsbibgey
X13: (32/_’)21_')?1)31)3/_')46’4 l
X4 (32[)2[)?[)3[)4(34

v

type 2 x21:exbabgbses type 6  Xg1:eababibrbgeg
ny =3 xp5:exbybibses ne =3 Xg2:exbabghibgeg
X231 exbybibibses X633 - €2brb7bges
type 3 x31:e1b1bibghaey type 7 x71:e1bihes
ny = X321 e1bybabgbyey ny =3  x732:e1bibybrer
X73 e bibibghbren
type 4 x4 :e1b1bibses type 8  xg1:e3bzbyey
ng =4 x40 :e1b1bibgbses ng =2  xg2:e3bybgbyey

X433 (;’1/_')1/_')2[)?1)5 C3
Xq4 (31/_’)1/_’)2:{)3:{)56’5

The notation n; i=1,2,3,4,5,6,7,8 means how many paths each type can route in the network

topology.

4.1 Simulation.model introduction

We assume all TCP flows randomly appear and ‘each flow has different lifetime and we
take the first in first out (FIFO) queue management in our simulation. Meanwhile, when the
queue of link is full, we take tail drop strategy. Our simulation take UML to help build model. We

build a network environment show in the following object main diagram:
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In the diagram we can find that network 1s.a main object to connect other classes like
source, node, link; and receiver. In other words, network components.include these objects and
network can getiany, information from.these four classes. This model is simplified for real
network environment. Source ¢lass produces TCP flows and trains them into network, node class
is like router, and each node own a one by one routing table in the.object model. When a packet
comes, the only thing node need.to do is that searches the packet header and find out the source,
destination of the packet. According to-the information, nede gets knowledge of which path it
should transport these passing through packets. When node transports these packets into next
node, the state-chart of link get starting and will check that buffer size is full or still has space.

The state-chart of link shows in the following figure.
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Fig9, . State chart of link

While a new packet coming, link will check buffer size.and transports the old packet which in the
front of link buffer to next node. Link state-chart needs to distinguish-which one is forwarding
and which one is back-forwarding. In ether words, link is the bridge of any two nodes in the

network and its transmission is bi-direction.

4.2 Implementation.of TCP transmitter and. TCP.receiver by UML

As previous background knowledge introduces, TCP is a well-known protocol and its can
be replaced by TCP friendly protocol. Also we know that stability of TCP based on end to end
congestion control mechanism. The following we will implement our TFRC flow model by UML
and illustrate how they work together. The state-chart of TCP transmitter show in the following

figure:
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Fig10 State chart of TCP transmitter

In the figure, we can see that TCP transmitter will send_packets of flows into ingress node
of network and receive ack message in the same time. TCP transmitter also needs to record RTT
value in order to_determine the next packet sending time. As the state-chart shows, in “intime”
state, if “end time>nofeedback time” means TCP-lnder slow-start state and need double original
TCP data rate else means TCP under stable state and data rat€ not'need change (see [10] p.10).
TCP lifetime also determine by transmitter. Transmitter will continue sent packet until the
parameter “TCPlifetime” lower than 0. When receiver receives a packet, it must distinguish
packet number if out of order (the sequence number of new arrival packet is out of 3 sequence
number than the number of old packet) and if update the loss-event interval need introduce in
background knowledge section. The state-chart of receiver illustrates in the following figure. In
the figure, we can see that receiver only need to do one thing. That is, we mention before the “out
of order packet check”. The design of main ideal of TFRC mechanism is that the receiver should

be as possible as simply and let transmitter to deal with most works.

23



state 20

. I endFointCheck |

A

evFacketArrival/behaviorparams-=c);

| feedbacktimer |
vtmmﬂf(feedbacktime}o)

1
e feedbachkt me-—-;

¥
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4.3 Compare for SPRand our routing method

Our simulation compares three methods results; the first is shortest path routing method
(SPR), and the second is proportion routing method; finally, we show choose maximum
bandwidth routing method result. For all eight sources simulation, we only discuss the results of
source 5,7,8 because the results of source 5,7,8 have unique meaning on choosing paths for total
network topology.

The following figures show the mean data rate of source 5,7,8 using shortest path routing
method. From my simulation, I observe that the original shortest path method makes TCP flow of
source 7 having un-uniformly throughput show in the following figures. This means that some
flows in source 7 may get bad throughputs because source 7 needs to share bandwidth with
source 3,4. For source 5 and source 8, they are show the uniform distribution of throughput in Fig

12 and Fig 14 because no other sources will share their bandwidth on their paths.
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In the results of choose maximum bandwidth routing method, it gets more uniform distribution
for throughput of each flows of individual source-destination pairs. Individual source-destination
pairs get well utilization in each links because we unite routing and adaptive control algorithm.

It looks like that the fairness of choosing maximum bandwidth routing method is better
than proportion routing and shortest path routing. However, the global fairness of chosen
maximum bandwidth routing is not the best. In order to show the global fairness is really not the
best, we compare again the fairness for all source-destination pairs by our global fairness index.

The function of global fairness index is:

EEH)
nzzjzxj

4.1)

The table 1 lists results of three methods:

Table 2 Global/fairness index of three methods
SPR Proportion maxBw routing
routing

0.6375 0.8265 0.8017

In the table 2, we can see that the global fairness of proportion routing method is best and chosen
maximum bandwidth routing is less about 0.02 percent for global fairness index, shortest path
routing is less about 0.2 percent for global fairness index. Form the above results of simulation;
we guess that when the fairness index increases then the throughput of each flow will decrease. In
order to prove the phenomenon is rally truly, we also measure the mean throughput for three

methods in the table 3.
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Table 3 Average throughput of three methods

Per-flow throughput by different methods

SPR 4025.7 packets/flow

chooseMaxB | 3470.6

w routing Packets/flow
Proportion |2914.6
routing Packets/flow

In table 3, we can' see that| the mean [throughput of.SPR is 'highest, throughput of chosen
maximum bandwidth routing lessees about 600 packets per flow than SPR and the worse case is
proportion routing, it lessees about 1100 packets per flow than SPR. It shows that if we want to

get good global fairness then our total throughput will decrease at the same time.
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Chapter 5

Conclusion and Future work

In the thesis we propose two routing methods that unify congestion control and they
improve the total fairness among different source-destination pairs. The two methods only base
on binary feedback information to configure their routing strategies. According to our simulation,
the proportion routing method can achieve to 82 percent for global fairness index. However, the
mean throughput will be reducéd to .about 2900 packets pet-flow. For this kind of result, we guess
that using SPR method dees not spent the bandwidth of ether TCP flows in their original paths
and using proportion routing may spend'the'bandwidth of other TCP flows cause the throughput
of flows decreasing. How to solve-this problem is the biggest work for us. For the further
research, maybe we can trade off between fairness and throughput by adding some parameters to
configure them torapproach a balancing situation. The parameters can like as flows number in a

path etc.
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Appendix B

Table 4  Local fairness index of three methods

_ < " 1. perfect faimess
Jam'a _ i =1V (total unfairness
Faimess index nsS Ry ¥ a data rate of flow

= n: flow total number
Fair index method SPR maiﬁm Per_
Routing

tvpe
) 0.9970 0.9978 0.8205
7 0.8026 0.9958 0.9967
8 0.9917 0.9985 0.8012
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