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Student: Chung-Pao Chen Advisor: Chung-Hsuan Wang
Department of Communication Engineering

National Chiao Tung University

Abstract

In wireless jamming environments, the transmitted signals usually suffer from hos-
tile jammers and undesired channel impairments, e.g., multipath fading. Conventionally,
frequency-hopping spread spectrum (FHSS) systems are most effective anti-jamming tech-
niques, and space-time coding (STC), which introduces temporal and spatial correlation into
the transmitted signals to achieve transmitter diversity without sacrificing the bandwidth,
has been shown to provide excellent performaiice ‘against multipath fading. Therefore, in
this thesis, we combine STC with the FHSS 40 construet a powerful high-rate transmission
scheme for wireless jamming channels.

Three cases of FH are considered hereto simplify the design of STC. One is the worst-
case frequency hopping which hops the symbols from all transmitter antennas into the
same frequency band, another is the perfect frequency hopping which avoids any possible
collision of the transmitted symbols, and the other is the uniform frequency hopping which
hops the transmitted symbol randomly over the total frequency hopping bands. The actual
performance of the combined STC/FHSS system with arbitrary hopping patterns can then
be upper and lower bounded by the evaluated performance of the worst case and perfect case,
respectively. Moreover, the performance of the uniform case can approach the perfect case
as the number of frequency bands is very large and few antennas are used for transmission.
The maximum likelihood decoding of space-time codes is derived with respect to different

reception conditions. Several suboptimal schemes are proposed for complexity reduction.

IT



We also present the design criteria for constructing good space-time codes with respect to
the wireless jamming channels. Verified by the simulation results, the proposed system
can provide better performance than the conventional schemes in terms of both bandwidth

efficiency and signal-to-noise ratio.
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Chapter 1

Introduction

Wireless communication systems have been used for a long time and undergone a remark-
able development. The rapid growing of the wireless communication technology is driving
it towards higher mobility and higher data rates. A communication system mainly consists
of three components: transmitter, channel, and receiver. In general, the signals are trans-
mitted through wireless channels in terms of electtomagnetic waves from the transmitter to
the receiver, and the data arrived from many different’.directions and with different delays
cause the variations in the amplitude and phaseof the composite received signals. This phe-
nomenon is called multipath fading.  Fading channels can cause a significant degradation
in the performance of a communication system.  Furthermore, the received signal are also
affected by undesired channel impairments and some intentional and unintentional interfer-
ence signals, such as, thermal noise and the signals transmitted from other users. Thermal
noise is caused by the random motion of the electrons in conductors at the front end of the
receiver. The signals transmitted from other users also interfere with our transmitted data.
Obviously, all of these factors make the transmitted signals distortion seriously.

Conventionally, frequency-hopping spread spectrum (FHSS) systems are typically em-
ployed to mitigate the jamming effect in the wireless jamming environments [1], and are
shown to provide performance improvements. The most common modulation scheme used
with FH systems is the M-ary frequency-shift-keying (MFSK) modulation. The MFSK

signals with FH are transmitted with a pseudo-random sequence that is used to select a set



of carrier frequency. That is, the signals are pseudo-randomly hopped over the total spread-
spectrum signal bandwidth, and the jammer cannot generate the same pseudo-random
numbers and frequency hopping bands used by the spread-spectrum system. For further
error correction, FHSS systems usually combined with ordinary single-input single-output
channel codes, e.g., Reed-Solomon (RS) [2] codes and convolutional codes (CC) [3], which
are equipped for further error correction. In [4], it shows the application of RS codes to
SFH/MFSK systems in wireless jamming channels. Conventionally, RS codes combined
with FHSS usually use error-and-erasures decoding method to against partial-band noise
[3]. In [5], Viterbi proposed the ratio threshold test as a symbol reliability measure used
with RS codes to determine which code symbols should be erased before decoding. Bayesian
decision theory for erasure-insertion used in FHSS system with RS codes was investigated
by Baum and Pursley [6]. In [7][8], CC are combined with the noise-normalized method in
FHSS systems to improve the system performance. The coded FH systems can yield much
better performance than that of uncoded FH systems®[3]. However, the overall performance
is not satisfactory as the fading effect_is considered.

The design of channel codes for-providing high data rate and high quality of communi-
cations over fading channels using multiple transmitter antennas are investigated in recent
years. In 1998, Tarohk, Seshadri, and Calderbank et al [9][10]., first proposed the space-time
coding (STC) scheme, which is an effective way to approach the capacity of multiple-input
multiple-output wireless channels. Space-time coding introduces a temporal and spatial
correlation into the transmitted signals by using multiple antennas and has been shown to
provide excellent performance against multipath fading. It can achieve transmit diversity as
well as a coding gain without sacrificing the bandwidth. Generally, FHSS systems are the
most effective anti-jamming communication techniques, and STC techniques can minimize
the effects of multipath fading. Therefore, in this study, we combine FHSS with STC to con-
struct a powerful transmission scheme which can effectively mitigate the effect of multipath
fading and jamming interferences from spatial, temporal, and frequency domains.

The rest of this thesis is organized as follows. In Chapter 2, an overview of FHSS systems



is given, and a class of jamming environments are also introduced. In Chapter 3, STC
systems including the encoding and decoding schemes and the design criteria over fading
channels are introduced. In Chapter 4, STC are investigated fro wireless jamming channels
with respect to three kinds of FHSS systems. One is the worst-case frequency hopping which
hops the symbols from all transmitter antennas into the same frequency band, another
is the optimum frequency hopping which avoids any possible collision of the transmitted
symbols, and the other is the uniform frequency hopping which hops the transmitted symbol
randomly over the total frequency hopping bands. The actual performance of the proposed
STC/FHSS system with arbitrary hopping patterns can then be upper and lower bounded
by the evaluated performance of the worst case and perfect case, respectively. Moreover, the
performance of the uniform case can approach the perfect case as the number of frequency
bands are very large and few antennas are used for transmission. The maximum likelihood
(ML) decoding together with some suboptimal schemes are presented. We also provide
the performance criteria for constructing good space-time codes and show some simulation

results. In Chapter 5, we conclude this thesis and:propose some potential future works.



Chapter 2

Overview of Frequency-Hopping
Spread Spectrum Systems and
Jamming Environments

In wireless channels, the transmitted signals are distorted not only by the thermal noise
of the transmitter and receiver conductor but,also some intentional or unintentional jamming
noises [1][11]. Generally, FHSS systenis are theanest éffective anti-jamming communication
techniques. In this chapter, we will make a simple introduction about FHSS systems and

some types of jamming environments.

2.1 FHSS Systems

Spread-spectrum techniques are often used for anti-jamming [11][12]. For spread-spectrum

systems, the bit signal-to-jammer noise ratio is defined as

B, WS
N,  RyJ

(2.1)

where W is the total spread-spectrum signal bandwidth, S is the signal power at input the
the intended receiver, Ry is the data rate in bits per second, E, = S/Ry is the energy per
bit, J is the total fixed jammer power, and N; = J/Wj is the single-sided jammer noise

power spectral density. We also defined the processing gain (PG)

W

PG =
Ry

(2.2)
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Figure 2.1: FH/MFSK system model.

and jammer-to-signal power ratio is defined as J/S. The bit signal-to-jammer noise ratio

represented in decibels (dB) is

E J

Fi(dB) = (PG)uam = (g)(dB) . 23)
When PG becomes larger, the value of«Ey /Ny istalso increasing. Therefore, spread spec-
trum techniques could resist jammeér noisé effectively:. Figure 2.1 illustrates the uncoded
FH/MFSK systems. First of all, the binary data are fed into the MFSK modulator. Then,
the modulated signal is hopped pseude-randomly over the total system bandwidth W under
the control of a pseudonoise (PN) sequenee.. Henee, the technique of FHSS systems is to
change the frequency of the carrier periodically so that the jammer does know where to jam.
Current FHSS systems are classified as slow frequency hopping (SFH) and fast frequency
hopping (FFH) [12]. FFH denotes the system with relatively high hop rates Rj, which is an

integer of the MFSK symbol rate R,, while the SHF owns the reverse condition.

2.2 Jamming Environments

There are lots of possible jamming waveforms that could be considered to make the
transmitted signals distortion. A class of jamming waveforms are selected to illustrate in
this section, such as, broadband noise jammers, partial-band noise jammers, and multitone

jammers [1][11].
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Figure 2.2: Power spectral density of broadband noise jammer.

2.2.1 Broadband Noise Jammers

A broadband noise jammer spreads its total fixed power J over the total frequency
range of the system bandwidth W;. This is equivalent to an additive white Gaussian noise

(AWGN) channel with zero mean as shown in Figure 2.2, and the one-sided noise power

spectral density (PSD) is
==l (2.4)

In an AWGN channel, the bit error probability of a slow frequency hopping with non-

coherent MFSK modulation system is

P, = % exp (—2]]5\;0) i ( ]‘j ) (=1)% exp {%O_QQ)] (2.5)

q=2

where N is one-sided power spectral density of Gaussian noise, and FE; is the energy per
symbol. There are | = log, M bits per modulation symbol. When a symbol error occurs, the
probability is equally likely to choose any of the M-1 incorrect orthogonal symbols. Hence,

the number of bit errors corresponding to a symbol error are

l
1 M 121 M
M—1;<Q>Z M—1_ 2(M-1) (2:6)




From (2.5) and (2.6), the probability of a bit error is given by
M
P = |—/————| P
’ {2<M - 1>]
1 1By o= [ M 1Ey(2 — q)
_ - —1)? _— 2.7
el 2No>;(q)( reo [P, (&0
where Ej, is the energy per bit and equation (2.7) is defined as P, (f,—g) As a broadband
Gaussian noise jammer of constant power J is considered, the one-sided power spectral

density of Ny is replaced by Ny + N;. Then, the bit error probability of the FH/MFSK

system could be written as

q=2

P, =

and it is defined as P, ( No +E]@J /p> For the special case of [ = 1, (2.8) becomes

. 1 ( E )
=  =eX [ N T
N & el e

1 SIR
e N (_ 2(Ny + Jb/W)> ' (29)

Better performance can be obtained by spread spectral to decrease N;.

2.2.2 Partial-Band Noise Jammers

The partial-band noise jammers can be regarded as the signals which transmitted from
other users and occupied a fraction of the frequency bandwidth, such as, OFDM signals,
and they interfere with our transmitted data. A partial-band noise jammer restricts its
total power J over the frequency range of bandwidth W, which is a fraction p (0 < p < 1)
of the total system bandwidth W,. As shown in Figure 2.3, the noise jammer spreads total
power J over bandwidth W; = pW,, and the power spectral density of the partial-band

noise jammer represents as

N,=— = = (2.10)




where the ratio p = W;/W,. Assume the partial-band noise jammer can be treated as

additive Gaussian noise. Then the average error probability is

Py=(1-pPh (%) + pP, (%%;W/p) (2.11)

where Ny is the one-sided power spectral density of thermal noise.

~ v

A

Power spectral density (PSD)

T )
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Figure 2.3: Power spectral density of partial-band noise jammer.

In general, N; is assumed to be darger than 4Vy in jamming environments, so thermal

noise could be neglected. The bit error.probability is simply to

5 pEp
P, = pP
’ P (NJ/P)

_ mi ( ]‘;[ ) (—1)%exp {%} (2.12)

q=2

For a given M and E,/N;, the worst case partial-band noise jammer chooses p to maximize
the P,. Then, the average performance from (2.12) can be expressed as
M
_ p M lpEy(1 —q)
P = _ —1)1 — . 2.13
(P) e = oo [2<M—1>§< ") e (5L (213

Let py denote the worst case partial-band noise jammer [11][13] and maximize the P,

2 for & >2
_ ) m N, 2.14
po { 1, for % <2 ( )
J
From (2.14), the maximum of B, is
0.3679 By

(Pmax =4 ™7 for p -2 (2.15)

%exp (—ﬁ) , for <2

8



The performances of an FH/BFSK system in different factors p of partial-band noise
jammers are illustrated in Figue 2.4. For small E},/N;, p = 1.0 which represents the broad-
band noise jammer is the most effective jammer. However, when Ej,/N; exceeds a threshold
level, the partial-band noise jammer (0 < p < 1) makes the performance worst than that of

the broadband noise jammer.

«— Worst case partial-band noise

Bit error probability

E,/N, (dB)

Figure 2.4: Performance of FH/BFSK system in partial-band noise jamming environment
for different factors p

2.2.3 Multitone Noise Jammers

Multitone noise jammers can be regarded as the signals transmitted from other users, and
they interfere with our transmitted data. Multitone noise jammer divides its total power
J into g equal power, random phase continuous wave tones. The multitone noise jammer

waveform model is

J(t) = Z Q?J cos|wot + ¢ (2.16)



where ¢ is the random phase in (0,27]. Figure 2.5 illustrates the power spectral density
of multiple CW tone interferences. Multitone noise jammer is sometimes more effective

against FH/MFSK signals than partial-band noise jammer.

PSD

Figure 2.5: Power spectral density of multitone noise jammer.
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Figure 2.6: Band multitone noise jammer and independent multitone noise jammer strate-
gies.

We assume that each jamming tone coincides exactly in frequency with at most one
tone per frequency slot. In general, there are two class of multitone jamming strategies
with the frequency structures for FH/MFSK systems and N tones separated by chip rate
R, as shown in Figure 2.6. One is band multitone noise jammer which places n jamming
tones in each jammed M-ary band. The fraction of the jammed FH slots is defined as

q

== (2.17)

P

10



where N is the total frequency bands, and ¢ is denoted the number of equal power, random

phase jamming tones. The probability of n jamming signals existed in each M-ary band is

defined as

n

_ % (2.18)

The other is called independent multitone noise jammer which is defined as ¢ equal

power jamming tones distributing over all NM FH frequency slots pseudo-randomly. The

jamming noise could be independently hopped over the entire spread-spectrum bandwidth,
and there is no need to determine the number of jamming tones in each M-ary band.

In order to degrade the performance of FH/MFSK systems, the jammmer needs to find

the received signal power S, and the fraction of signal to each jamming tone power is

S
a= 2. (2.19)

Assume the jamming interference is dominated-the pérformance of FH/MFSK systems and
the receiver thermal noise could be neglected. As‘the.data symbol is not jammed and any of
the other symbols is hit with a jammingitone, an error will occur if & < 1. On the contrary,
an error will never be made if o > 1. "Therefore, choose ¢ appropriately could determine the
worst case of a and seriously degrade the performance of the FH/MFSK systems [11][14].
For slow frequency hopping, the bandwidth of a M-ary band is

MRy, MR,
Wy,=MR, = = 2.2
b B log, M k (2.20)

where Ry, is the bit rate and Ry = R;/log, M is symbol rate. Then the probability of each

M-ary band jammed is

q
= . 2.21
From (2.4), (2.19), and (2.21), and Ej, = S/R;, we can rewrite 4 in the form
oM
= 2.22
h e WK E,/N,; (222)

11



If the data symbol is not hit and any of the other frequency slots is jammed in a M-ary

band, the probability of symbol error for av < 1 is

M-1

Recalling the relation between P, and P, is

M

Pb:2(M—1)

P,

so the probability of bit error is specified by

aM

Pp=—
"~ 2kE,/N,

(2.23)

(2.24)

(2.25)

To achieve the worst case performance by maximizing «, the condition we need is not only

a < 1 but also u # 1. That is, the number of jamming tones should be smaller than that

of M-ary bands. The worst case band multitene,jammer sets « to be

o, >

oy T
) MN; N
awc— - _J
Ny =

M
E (2.26)
!

Figure 2.7 is shown that pratial-band’and multitene noise jammers are both significantly

more effective than broadband noise against FH/MFSK signals, and the n = 1 band multi-

tone jammer are the most effective jamming strategy against FH/MFSK systems.
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Figure 2.7: Performance of FH/MFSK in several different jamming environments.
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Chapter 3

Review of Space-Time Coding

In order to increase the transmitted data rate of wireless communication systems and
resist multipath fading, using multiple transmitter antennas are considered recently [15]. In
1998, Tarohk, Seshadri, and Calderbank et al., first proposed the space-time coding scheme,
which is an effective way to approach the capacity of multiple-input multiple-output wireless
channels [9]. It introduces temporal and:§patial €orrelation into the transmitted signals, so
as to achieve transmit diversity as well as a coding gaih without sacrificing the bandwidth.
In this chapter, we introduce the éncoding and decoding schemes of STC and the design

criteria over fading channels.

3.1 STC System Model

A space-time coded communication system with n transmitter antennas and m receiver
antennas as shown in Figure 3.1. First, the information bits are generated from a random

source consisting of a series of zeros and ones, and then fed it into the space-time encoder.

Tx Rx

] - L
.

-Ti Space-Time
Space-Time L.l s/p :

Trellis Encoder + |Trellis Decoder

L

Figure 3.1: STC system model.




After encoding, the encoded data shall be divided into n codeword symbols. Then, the
symbols are passed to the modulator and transmitted by n transmitter antennas. At the
receiver, the signals degraded by multipath fading at each of the m receiver antennas are
a superposition of the n transmitted signals with noise. Assume the wireless channels are
a quasic-static flat fading and memoryless channels. Let si with energy E, be the symbol
transmitted by the ith antenna at time ¢. The received signal r{ of the gth receiver antenna

at time ¢ for all 0 < ¢ <m,0 <t < L is given by
rf =Y aigsiVE + 1 (3.1)
i=1

where o; , denotes the equivalent gain of multipath from the ith transmitter antenna to the
gth receiver antenna and n{ stands for the AWGN. Assume «; , is constant during a frame L
of the information sequences and vary from one frame to another. 7 are also assumed to be
independently Gaussian distributed with zero mean and one-sided power spectral density
Npy.

There are different STC systems-with respect to'distinct coding schemes, such as, space-
time block coding [16][17], space-time trellis ¢oding [18][19], unitary space-time modulation
[20][21], space-time turbo trellis coding [22], differential space-time coding [23][24], layered
space-time coding [25][26] and space-time frequency coding [27][28], etc. In the following

sections, we will focus on space-time trellis coding schemes.

3.2 Encoder Structure for STTC

Space-time trellis codes (STTC) are first provided by Tarokh, Seshadri, and Calderbank
et al. The scheme of STTC is combined modulation and trellis coding to transmit data over
multiple antennas. In addition, it is able to reduce the effects of fading. In this chapter,
we discuss the 4-state space-time trellis coded with quadrature phase-shift keying (QPSK)
modulation scheme and two transmitter antennas. As shown in Figure 3.2 | for example,

the generator sequences are
((L’i, .7);) = bt—l(]-; 1) D4 CLt_l(Q, 2) Dy bt(2, 1) Py at(3, 2) (32)
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(2.2) j7
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(1.1)
(2.1)

X
t

Figure 3.2: The encoder of STTC system for two transmitter antennas

where (2}, 2%) stand for two coded QPSK symbols transmitted through antenna 1 and
antenna 2, respectively. a; and b; represent a pair of input bits at time ¢. The operation
of taking added modulo 4 is denoted by.@y. Assume the input sequence is (b, a;) = (1,1)
at time ¢ and (b;_1,a;,_1) = (0,1) at time ¢— 1, and then the output sequence generated by
(3.2) at time ¢ is (2%, 2%) = (2,0).

3.3 Maximum Likelihood Decoding

For STTC, the decoder performs ML decoding with respect to Viterbi algorithm. Let the
receiver signals r = (r{ V ¢,t), the path gains o = (4 V i, ¢), and the estimated symbols

§ = (81 V i,t). Assume the a;,’s are available at the receiver. With respect to equation

(3.1), the ML decoding is given by

L m n
f(rla,8) = HHf (17,? =r{— Zaiyqéi\{@i,ai’q v i,q,t)

t=1 q=1 i=1
L m ~j
1 q ”l : 7
_ H H exp [ — | = 21 gt . (3.3)
t=1 g=1 vV 7TN0 Ng

(3.4)



We can drop the factors of 1/y/7 Ny, 1/Ny in (3.4), and apply the log-domain metric:

n 2

q ni
Ty — E :O‘i,qst

i=1

(3.5)

The decoding metric employs the Viterbi algorithm to select the minimum path metric as

the decoded sequence.

3.4 Design Criteria for Constructing Good Space-Time
Codes

We consider the space-time coded communication system with respect to ML decoding

[29]. At each time ¢, a block of L transmitted symbols are denoted by
s =(s1,82,...,8L) (3.6)
and the decoder selects as its estimate an erromeous sequence
§; = (5], 34 =gl V1<t<L (3.7)

Assuming that ideal CSI is available at the receiveryand then the pairwise error probability

is derived as

Pr (S — .§\04m-,V Z,j)

=Py ti;z

2

=Q ( d? (s, 8) 2?\;{)) (3.8)

where

(3.9)




and @Q(x) is the complementary error function defined by

Q () = \/L?_ﬂ'/x exp (—z?/2)dx. (3.10)

Using the Chernoff Bound inequality

Q(x) < se /2 ¥z > 0. (3.11)

[\3|,_.

The conditional pairwise error probability can be upper bounded by

( d? (s, 8) 4%0) (3.12)

Assume the fading coefficients «;,’s are independent complex Gaussian random variables

Pr (s — 8|, Vi, j) <

L\DI}—t

with zero mean and variance 1/2 per dimension. Let "*” and H denote the operation

of taking complex conjugate and Hermitian (transpose conjugate) respectively, and §; =

(14,094, ...,04 ). Then equation (3.9) can be rewritten as
d?(s,8) = Z Z Z CliggQ¥y Z — st) (si — §;)*
qg=1a=1 [=1

g=1
m
= Y QA58 (3.13)
g=1
where B (s, §) is defined as
sp=81 sy—8 oo sp—8p
222 2 g2 2 _ 22
S]—8] s3;—85; -+ s7—§
A 1 1 %27 92 L~ 5L
B (s, 8) = , , ' _ (3.14)
n an n an n an

and A (s,8) = B(s,3) - B” (s,3). Moreover, A (s,3) is nonnegative definite Hermitian,

and the eigenvalues of A (s, §) are nongative real numbers. Therefore, we can get
VA(s,5Vi=D (3.15)

where V' is a unitary matrix and D is a real diagonal matrix. The rows of V| forming

a complete orthonormal basis of an N-dimensional vector space, are the eigenvectors of
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A (s,8). The diagonal elements of D are the eigenvalues \; > 0V 1 <i < n. Next, let

i = (ﬁl,qa ﬁ?,qa cee aﬁmq) . (316)

Then, the equation (3.9) can be rewritten as

n

3) =D Y NlBil” (3.17)
q=1

=1 =1

Substituting (3.17) into (3.12), we can get

Pr(s — 8lasq, Vi,q) < —exp( 4]\; ZZ/\ | Biql ) (3.18)

q=1 =1

Obviously, f;,’s are independent complex Gaussian random variables with mean p; , and

variance 1/2 per dimension. The mean y; , is given by
,LL'i,q = E[Qq : U’L]
= [:ua,l,qa Moes;25q57: - aﬂa,n,q] *U; (319)

where E[-] denotes the expectation: Then, |f;4] is a Rictan distribution and the probability

density function is

p (Wi,qD =2 |ﬁi,q| €xXp (_ |ﬁi,q|2 - Hi,q) Iy (2 Wi,q| 2V, Hi,q) (3.20)
where ki, = |pgiq° and Io(-) represents the zero-order modified Bessel function of the

first kind. With respect to averaging the Rician random variables |3; |, the pairwise error

probability can be expressed as

Pe(s—8) = [ [ Pets = sl 0 () p (52D b (o)
d[Biild|Bral - d|Bmnl

i=1 4Ng 4No

s/ / —exp( e ;;Aw) (UB1al)p (1B12]) - » (|Buml)
-dlﬁll\d|512!---d|ﬁnm|
fizng\fo)\
S (1255 621
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In the case of Rayleigh fading with ps;, = 0, the upper bound of the pairwise error

probability becomes

o1 1)

i=1 4No

At high SNR’s, equation (3.22) can be expressed as

Pr (s — §) < % (1} Ai) h (4%0) o (3.23)

where 7 is the rank of A(s, §), and \;’s are the non-zero eigenvalues of the matrix A(s, §).The

exponent of the SNR term, rm, is called the diversity gain and the coding gain relates to the
T

products of eigenvalues [] A;. In general, to minimize the error probability is dominated by
i=1

making both diversity and coding gain as large as possible. These two criteria for designing

space-time codes are called rank and determinant criteria.
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