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Abstract

To achieve high data rate requirements of systems beyond 3rd generation (B3G),
development and standardization of enhanced radio access technologies with wide
bandwidth and multiple-input multiple-output (MIMO) antennas are sustained. In wireless
communication systems, radio channels play an important role on system performance.
Therefore, a through understanding of wideband MIMO channel characteristics is essential
for B3G wireless systems developing and realization.

Compared to traditional narrowband single-input single-output (SISO) channels,
bandwidth, array spacing and antenna polarization effects should be taking into account in

the models of wideband MIMO channels. For systems with larger bandwidth, it is possible



to observe more multipath components, and therefore stronger clustering effects due to its

better time resolution. For MIMO systems, in addition to spatial arrays, the utilization of

polar arrays is of great interest recently due to its benefit to the device compactness.

Therefore, a complete MIMO channel model should include the space factor as well as the

polarization factors.

In this research, effects of bandwidth-space-polarization on UWB/wideband MIMO

channels are investigated. Here, a novel method for wideband model parameters estimation

is developed. Through this method, the model parameters of a wideband signal can be

determined from those of a narrowband signal. Furthermore, a three-dimensional

Geometrically Based Single Bource:Model (3D'GBSBM)), is proposed for indoor wideband

MIMO channel correlation modeling. This model is extended from a 2D model, which

combines the concept of the Geometrically Based Single Bounce Circle Model (GBSBCM)

and the Geometrically Based Single Bounce Ellipse Model (GBSBEM). In this model, the

effect of 3D multipath on sub-channel correlation of the spatial/polar arrays is taken into

account. Finally, the performance of UWB-MIMO for body area networks (BANSs) is

investigated through channel measurements.

The newly developed method and models are validated by broadband channel

(120-MHz bandwidth) measurements in outdoors as well as ultra-wideband channels (3-10

GHz) in indoors and BANs, which is agreeable to the requirements of B3G systems.
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Chapter 1 Introduction

In this chapter, the motivationand contributions of this research and the

overview of this thesis are presented.



1.1 Motivation and Contributions

Recently, systems beyond 3G (B3G) have been actively discussed in various forum
and organizations. According to the ITU-R preliminary recommendation [1], new radio
interfaces of B3G systems will support high data rate transmissions up to approximately
100 Mbps for high mobility and 1 Gbps for low mobility, respectively. To achieve the high
data rate requirements, standardization and development of enhanced radio access
technologies with wide bandwidth and multiple antennas are sustained.

For instance, 3GPP is in the process of defining the long-term evolution (LTE) [2] and
LTE-Advanced for B3G services. Fig. 1-1 shows.the evolution path of 3GPP standards.
Compared to the high-speed downlink packet-access (HSDPA) [3] that introduced in 3GPP
release 5, LTE improves the downlink peak data rate from 14.4 Mbps to approximately 300
Mbps by using 4x4 multiple-input multiple-output (MIMO) antenna technologies along
with a wide bandwidth of 20 MHz, which is four times the bandwidth of HSDPA. In
addition to that, to meet the 1-Gbps peak data rate requirements of B3G systems, 3GPP
begins to process the feasibility studies of technologies using 8x8 MIMO along with a
bandwidth of 40 MHz. Furthermore, for short-range communications, ultra-wideband
(UWB) radio technology has attracted great interest in commercial and military sectors due

to its potential strength to provide high channel capacity with an extreme wide



transmission bandwidth of 500 MHz at least [4].

The performance of wireless communications is greatly influenced by the radio

propagation channels. Consequently, a thorough understanding of UWB/wideband MIMO

channel characterizations is essential for the realization of B3G systems. To model

UWB/wideband MIMO channels, the statistical properties in frequency (bandwidth) and

spatial domains have to be carefully investigated. Furthermore, cross-polarized antennas

are of interest for MIMO applications due to its potential benefit for the device

compactness. Therefore, a complete investigation of UWB/wideband MIMO channels

should cover the characterizations'and effects of banidwidth, space and polarization, which

is also the goal of this research.

For bandwidth effect, our major contribution 1s to develop a novel method to estimate

the model parameters of a wideband signal from those of a narrowband signal. Through

this approach, the proper model parameters for B3G systems can be determined from those

of current models of 3G systems, which support system bandwidth up to 5 MHz.

Furthermore, for space and polarization effect on MIMO channels, a three-dimensional

Geometrically Based Single Bounce Model (3D GBSBM) is proposed for the space

correlation modeling of indoor wideband MIMO channels. This model is extended from a

2D model, which combines the concept of the Geometrically Based Single Bounce Circle

Model (GBSBCM) and the Geometrically Based Single Bounce Ellipse Model (GBSBEM).



In this model, the effect of 3D multipath on sub-channel correlation of the spatial/polar
arrays is taken into account.

Finally, UWB-MIMO performance in body area networks (BAN) is investigated
through channel measurements. It is found that in BAN the MIMO channel capacity is
mainly determined by the power imbalance between sub-channels compared to the
sub-channel correlation for spatial arrays, which is different from that in wide-area
networks (WAN) and wireless local area networks (WLAN).

In this research, the newly developed method and models are validated by extensive
broadband channel (120-MHz bandwidth) measuréments in outdoors as well as UWB

channels (3-10 GHz) in indoors and BANSs; which'is agreeable to the requirements of B3G

systems.
8x8 MIMO / LTE-Advanced | ~1 Gbps
Ax4 MIMO / LTE }£300 Mbps
2%2 MIMO HSPA+ |28 Mbps
A
1x2 SIMO HSPA | 14.4 Mbps
5 MHz 20 MHz 40+ MHz  Bandwidth

Fig. 1-1 A diagram of 3GPP standard evolution.



1.2 Thesis Overview

In Chapter 2, some of the well-known models for wideband multipath delay

propagations and for MIMO channels are introduced. For UWB/wideband propagations,

multipath arrivals in cluster rather than in continuum as is customary for narrowband

channels. The A-K model [5] and the Saleh-Valenzuela (S-V) model [6] are two

well-recognized models to characterize the multipath-clustering phenomenon in delay

domain. For MIMO channels, correlation between sub-channels, which is dependent on the

multipath power-angle spectrum andsarray architecture, is significant to MIMO channel

capacity. The spatial channel models proposed-in IEEE 802.11n [7] and 3GPP/3GPP2 [§]

are two representative models for MIMO'channels in indoor and cellular environments,

respectively.

In Chapter 3, measurement and modeling of UWB/wideband multipath channels for

single-input single-output (SISO) is described. Here, a novel method is proposed to

estimate the model parameters of a wideband signal from those of a narrowband signal.

Through this approach, effect of bandwidth on the observable multipath-clustering is

explored. Our proposed method is extensively validated by measured channels of 1.95

GHz and 2.44 GHz broadband radios in metropolitan and suburban areas, and of 3-5 GHz

UWRB signals in indoors.



In Chapter 4, a newly developed 3D GBSBM for indoor environments is introduced.
Based on this model, we derived the correlation between MIMO sub-channels of
spatial/polar arrays and discuss its sensitively to a variety of different azimuth and
elevation angle spreads. By combining this 3D GBSBM scattering model with the
deterministic rays, site-specific indoor MIMO channels are well modeled.

In Chapter 5, the performance of UWB-MIMO applications in BANs in presented.
Here, the effects of bandwidth, array spacing, and antenna polarization on UWB-MIMO
channel capacity are experimentally investigated and discussed.

Finally, conclusions of this thesis arepresented in Chapter 6.



Chapter 2 Overview of Channel

Models for B3G Systems

In this chapter, first thé- well-known models for multipath-clustering are
introduced. Then some MIMO channel models presented in literature and standards

are introduced.



2.1 Introduction

Because of multipath propagation due to reflections, refractions, and/or scattering by
obstacles or scatters in propagation environments, radio propagation channels are usually
modeled as a linear filter with a complex-valued lowpass equivalent impulse response that

is expressed as

h(r)z%ak St —1y) (2-1)

where ax and 7 are the random complex=valuéd path gain and propagation delay of the
multipath components (MPCs), respectively; and J is the Dirac delta function. However, in
practice, bandwidth of a signal is finite consequently the multipath resolution duration is
nonzero and is equal to the reciprocal of the signal bandwidth. Therefore, the number of
resolved multipath and its path gain is dependent on signal bandwidth.

In addition to the time dispersion phenomenon, angular dispersion effects are

described by the double-directional channel impulse response [9]

h(z, ¢, w)=|2 3 8(c—7)o(p-h)oly-w) (2-2)

where, a;, 7, @ and yj denoting the complex amplitude, the excess delay, the angle of



departure (AoD) and the angle of arrival (AoA), respectively. It is noted that the
double-directional channel impulse response describes only the propagation channel and is
thus independent of antenna.

For MIMO systems, the channel response has to be described for all transmit and
receive antenna pairs. Let us consider MIMO system with m transmit antennas and n
receive antennas, then the time-invariant MIMO channel is represented by a nxm channel

matrix:

Hie)=| @)

where, hjj(7) denote the impulse response between the jth transmit antenna and the ith
receive antenna. It is noted that hj(7) includes the effects of propagation channel and

antennas. The relationship between hj(7) in (2-3) and h(t, ¢, y) in (2-2) is shown as

()= 0l 60 Jor0)ora ) dp ay @)
2%
where, rG)TX and r(j)RX are the coordinates of the jth transmit and ith receive antenna,

respectively. Furthermore, G, (#) and G, () represent the transmit and receive antenna



pattern, respectively.
For cross-polarized antenna applications, the polarization can be take into account by
extending the impulse response to a polarimetric (2x2) matrix [10] that describes the

coupling between vertical (V) and horizontal (H) polarizations:

WV (r.g.w) N7 (. p.v)

Hpol (7. 4,1 )=
P! WV (z,¢,9) "z, 6,0)
2-5)
vV _VH
a - q
=2 v |2F )06 -A)sl-w)

From (2-4) and (2-5), it is found that the bandwidth, array spacing and antenna
polarization effects should be taking-into-aceount in the modeling of wideband MIMO

channels.

2.2 Multipath models for wideband channels

For narrowband/wideband radio channels, the tapped-delay-line (TDL) model is a
well-recognized model for multipath delay propagations. In this model, the axis of excess
delay times is partitioned into bins and the bin width is equal to the reciprocal of the signal
bandwidth. It assumes multipath arrive at every bins with average power profile that

decays exponentially.

10



Multipath-clustering, the phenomenon that multipath arrivals in cluster, has been

found in outdoor broadband channels as well as in indoor UWB channels [5-6, 11-16]. It is

caused by the fact that scatterers tend to group together in realistic environments and are

resolved in groups by the system with fine or very fine time resolution. Modeling of this

phenomenon helps the design of an equalizer or Rake receiver, such as design of equalizers

with unequal tap spacing or design of a selective Rake receiver and partial Rake receivers

[12]. In addition, in [17], it shows that unclustered models tend to overestimate the channel

capacity as comparing with the case that multipath components are indeed clustered. Here,

tow well-recognized models to characterize the ' multipath-clustering phenomenon, the A-K

model and the S-V model, are introduced.

2.2.1 A-K model

The A-K model is initiated by Turin et al. [18], [19] and developed by Suzuki [5] to

describe the ToAs of MPCs by taking multipath-clustering into account. In the model, the

axis of excess delay times (relative to the propagation delay of the direct path between

transmitting and receiving antennas) is partitioned into bins with width A [5]. The

probability of having a path in bin i is a function of whether or not an arrival occurred in

the previous bin, and is a function of the empirical probability of path occurrences at

different delays, which is based on measurements. It can be stated as the branching process

11



of Fig. 2-1: the probability of having a path in bin i is equal to 4; if there is no path in the
(i-1)* bin; otherwise, it is increased by a factor K due to multipath-clustering effect. Note
that, both the path occurrence probabilities, 4; and K-A;, are equal to or less than 1. When K
>1, the process exhibits a clustering property and large K represents a large clustering
effect. For K=1, this process reverts to a standard Poisson process.

It is noted that this model is applicable upon replacing K by k;, which is a function of
the bin number i [5, 20-21]. From the branching process shown in Fig. 2-1 with replacing
K by ki, it is found that, P;, the probability of having a path in bin i, is equal to the sum of
the probabilities (1-Pi.1)-Ai and Pi_i*Ki- 4i. After some derivations, /; is given as

~ P
(ki —1)-P 1

=2 (2-6)

Ai

where 4; = P;.

It is noted that A is a model parameter to be chosen [5,18]. However, according to the
assumption in these papers that each bin contains either one path or no path, it is
reasonable to set A as the signal time resolution, which is reciprocal of the signal
bandwidth, of the specific radio system [11, 21-22]. This is because two or more paths
arriving within the same time resolution interval cannot be resolved as distinct paths for a

band-limited radio system [11]. Based on this fact, it is expected that systems with different

12



bandwidths may observe different multipath-clustering phenomenon and yield different

channel model parameters for a specific environment because that the number of

resolvable MPCs and clusters are changed with signal time resolution.

- pi
1- 4, ‘w

e s T
T

bin 1 bin 2 | bin 3 | bin 4 |

Fig. 2-1 The illustration of the A-K process.

2.2.2 Saleh-Valenzuela model

The S-V model was introduced first by Saleh-Valenzuela [6] to characterize the
multipath-clustering phenomenon, and later verified, extended, and elaborated upon by
many other researchers in [14-15]. The major difference between S-V model and

Tapped-delay-line model is that S-V model doesn’t assume the arrival of paths on each

13



time interval. Instead, two Poisson models are employed in the modeling of the arrival time.
The first Poisson model is for the first path of each path cluster and the second Poisson
model is for the paths (or rays) within each cluster. Following the terminology in [6], we
define

T, = the arrival time of the first path of the I-th cluster;

7,1 = the delay of the k-th path within the I-th cluster relative to the first path arrival

time, T;
A = cluster arrival rate;
A =ray arrival rate, i.e., the arrival rateof path within each cluster.

By definition, we have 7 =T,. The'distribution of cluster arrival time and the ray

arrival time are given by (2-2) and (2-3), respectively
p(T[T1-1)= Aexpl- ATy Ty )} >0 (2-7)
D(Tk,| ‘T(k—l),l )= ﬂexp[— 1(Tk,| —T(k-1),l ) k>0 (2-8)

The magnitude of the k-th path within the I-th cluster is denoted by f. It is Rayleigh

distributed with a mean given by

i1 =5(00)exp(~T, /T)expl(-z 1 /7) (2-9)
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where I' and y are the cluster and ray decay constants, respectively. ﬂz (0,0) is the

average power of the first arrival of the first cluster. Illustrations of the double exponential

decay model in Fig. 2-2.

cluster envelope

amplitude

>
cluster 1 |cluster 2 ‘cluster 3 ‘ -.--- delay time

Fig. 2-2 The illustration of exponential decay of mean cluster power and ray power

within clusters.
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2.3 Spatial channel models

2.3.1 Overview of Developed Spatial Channel Models

A. Ray tracing models

In the past few years, a deterministic model, called ray tracing, has been proposed
based on the geometric theory and reflection and diffraction models. By using site-specific
information, this technique deterministically models the propagation channel, including the
path loss, the multipath delay and angle spread::However, the high computational burden
and lack of detailed terrain and building databases make ray tracing models difficult to use.
For computation efficiency, some. physical-based -models, such as Lee’s model and
geometrically based single bounce models, and analytical-based models, such as

correlation-based model, are developed.

B. Lee’s model

In Lee’s model, scatterers are evenly spaced on a circular ring about the mobile as
shown in Fig. 2-3 [23, 24]. Each of the scatterers is intended to represent the effect of
many scatterers within the region, and hence are referred to as effective scatterers.

Assuming that N scatterers are uniformly placed on the circle with radius R and

oriented such that a scatterer is located on the LOS, the discrete AoAs are
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& z%sin(%ij, i=0,1,..., N1 (2-10)

From the discrete AoAs, the correlation of the signals between any two elements of

the array can be found using

p(d,6y,R, D)= NZ_lexp [~ j27d cos(6y + 6, )] (2-11)
i=0

Z|—

where d is the element spacing and 6 is measured with respect to the line between the two

elements as shown in Fig. 2-3.

AY

1 Effective
scatterers

« d—+ Base station

Fig. 2-3 The illustration of the geometry of Lee’s model.
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C. Geometrically Based Single Bounce Circular Model

The Geometrically Based Single Bounce Circular Model (GBSBCM) is applicable to
macro-cell scenarios. The geometry of the GBSBCM is shown in Fig. 2-4. It assumes that
the scatterers lie within radius Ry, about the mobile. Often the requirement that Ry, < D is
imposed. Furthermore, it assumes that there is no scatterer near the base station since the
height of base station antenna is very large relative to scatterers in macro-cell environments.
The idea of a circular region of scatterers centered about the mobile was originally
proposed by Jakes [25] to derive theeretical results for the correlation observed between

two antenna elements. The joint ToA.and AoA density function at the mobile unit is [26]

(D2 —12C2XD2C—2DTC2 cos¢+r2c3) D”-r%¢* _

m

fr,¢(fv ¢)= 47R2(Dcosg— o) Dcosg—1c (2-12)
0 otherwise
Ay Scatterer region
«— D »| Mobile |\ x
O i >
Base
station R

'

Fig. 2-4 The illustration of the geometry of GBSBCM.



D. Geometrically Based Single Bounce Elliptical Model

For micro-cell environments where the base station antenna is at the same height as
the surrounding scatterers, the Geometrically Based Single Bounce Elliptical Model
(GBSBEM) is developed to take into account the effect of scatterers around the base
station antennas [27-28]. In the GBSBEM, it assumes that scatterers are uniformly
distributed within an ellipse, as shown in Fig. 2-5, where the base station and mobile are
the foci of the ellipse. The parameters an and by, are the semi-major axis and semi-minor

axis values, which are implicitly to delay of the maximum ToA to be considered, 7, by

where c is the speed of light.

A nice attribute of the elliptical model is the physical interpretation that only
multipath signals that arrive with an absolute delay 7, are accounted for by the model.
Ignoring components with larger delays is possible since signals with longer delays will
experience greater path loss, and hence have relatively low power compared to those with
shorter delays.

The joint ToA and AoA density function is given by [26]
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(D2—12C2XD2C—2chchS¢+z'2C3) 2<r<r
fr,g(z,0)= 4a,by (DCos$— ¢ ) c " (2-14)
0 otherwise

In Chapter 4, a three-dimensional GBSBM which combines the concept of Lee’s
model, GBSBCM and GBSBEM, is proposed to derived the correlation of the signals

between any two elements of an spatial-/polar-array in pico-cell (indoor) environments.

AY B

///Scatterer region .t?
' Iy D S I ) X

\ Base station Mobile

\_

- am >

Fig. 2-5 The illustration of the geometry of GBSBEM.

E. Correlation-based Models

In contrast to physical models, analytical channel models characterize the transfer
function of the channel between the individual transmit and receive antennas in a
mathematical/analytical way without explicitly accounting for wave propagation.

In [29-30], the European Union IST METRA (Multi-Element Transmit Receive

Antennas) project proposed a stochastic model based on the power correlation matrix of

20



MIMO channels. In this model, it claims that the spatial cross correlation coefficient can be

expressed as the product of the correlations at transmitting and receiving side. i.e.,

2
_ Tx Rx
>_pn1n2pmlm2 (2-13)

which can be also written in matrix form as
P =P @PR (2-16)

where ‘®’ denotes the Kronecker product, Py is the power correlation matrix of the MIMO

channel, PLX and P|T|X are the power correlation matrices seen from the transmitter and

receiver, respectively.

According to the above description, the MIMO channel can be easily generated by
vec(H|)=4/R Cz (2-17)

where vec(X) is the operation of stacking the columns of a matrix X into a vector. z; is a
column vector (MNx1) with i.i.d. zero-mean complex Gaussian elements. C is a symmetric
matrix and the (x, y)" element of CC" equals the root of the power correlation coefficient

between the x™ and y™ element of vec(H)). P denotes channel power at delay time 1.
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2.3.2 MIMO Channel Models in Standards

A. IEEE 802.11n spatial channel model

To enable multiple-input multiple-output (MIMO) antenna technologies in wireless

local area networks (WLAN), the task group n (TGn) of IEEE 802.11 standardization

group proposed a set of channel models applicable to indoor MIMO WLAN systems [7].

Some of the channel models are an extension of the SISO WLAN channel models, and a

newly developed multiple antenna models is based on the cluster model developed by

Saleh and Valenzuela [6].

In [7], six clustering delay profile: models are proposed for different indoor

environments. The model parameters, such as number of clusters, number of taps in a

particular cluster, and power, angular spread (AS), angle-of-arrival (AoA), and angle of

departure (AoD) values of each tap are defined for each delay profile model. With the

knowledge of each tap power, AS, and AoA (AoD), for a given antenna configuration, the

channel matrix H can be determined.

The MIMO channel modeling approach, which is similar to the method presented in

[30-31] that utilizes receive and transmit correlation matrices. For a 4x4 array, the MIMO

channel matrix H for each tap can be separated into a fixed (constant, LOS) matrix and a

Rayleigh (variable, NLOS) matrix
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where Xjj (i-th receiving and j-th transmitting antenna) are correlated zero-mean, unit

variance, complex Gaussian random variables as coefficients of the variable NLOS

(Rayleigh) matrix Hy, exp(j¢;) are the elements of the fixed LOS matrix Hr, K is the

Rician K-factor, and P is the power of each tap. To correlate the X;; elements of the matrix

X, the following method can be used

[X]=[Rex ] *[Hia {Ro V2]

(2-19)

where Ry and Ry are the receive and transmit correlation matrices, respectively, and Hiiq is

a matrix of independent zero mean, unit variance, complex Gaussian random variables, and

1 Prx12

R. — Prx21  Prx22
rx =

Prx3l  Prx32

Prx4l  Prx42

Prx13
Prx23
Prx33
Prx43

Prx14
Prx24
Prx34
Prx44
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X —

Pix31  Pix32

Pix4l  Pix42

Pix13
Pix23
Pix33
Pix43

Pix14
Pix24
Pix34
Pix44

(2-21)

where puij are the complex correlation coefficients between i-th and j-th transmitting

antennas, and prj are the complex correlation coefficients between i-th and j-th receiving

antennas.

The complex correlation coefficient values calculation for each tap is based on the

power angular spectrum (PAS) with angular spread (AS) being the second moment of PAS

[32-33]. Using the PAS shape, AS, mean angle-of-arrival (AoA), and individual tap power,

correlation matrices of each tap-.can be‘determined as described in [32]. For the uniform

linear array (ULA) the complex cortrelation ‘coefficient at the linear antenna array is

expressed as

p=Rxx (D)+ jRxy (D)

(2-22)

where D=27d/A4, and Rxx and Ryy are the cross-correlation functions between the real

parts (equal to the cross-correlation function between the imaginary parts) and between the

real part and imaginary part, respectively, with
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Ryx (D)= }Tcos(Dsin ¢)PAS(¢)d¢ (2-23)

-7

Rxy (D)= Tsin(Dsin¢)PAS(¢)d¢ (2-24)

-7

B. 3GPP SCM/SCME channel model

To enable multiple-input multiple-output (MIMO) antenna technologies in cellular
systems, standardization groups 3GPP and 3GPP2 defined a spatial channel model (SCM)
[8] for cellular systems with bandwidthsiup-to 5'MHz. Recently, for 3GPP long-term
evolution (LTE) standardization [2], an-SCM extension (SCME) model including the
wideband spatial channel characteristics. was proposed to support bandwidths up to 20
MHz.

In [8], the spatial channel models for link level and system level simulations are
defined. Link level simulations will not be used to compare performance of different
algorithms. Rather, they will be used only for calibration, which is the comparison of
performance results from different implementations of a given algorithm. Table 2-1
summarizes the physical parameters to be used for link level modeling. The MIMO
channel matrix generation method of the link level model is similar to that described in

Section 2.3.2-A.
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As opposed to link simulations which simply consider a single BS transmitting to a
single MS, the system simulations typically consist of multiple cells/sectors, BSs, and MSs.
Fig. 2-6 shows a roadmap for generating the channel coefficients. It defines three
environments (suburban macro, urban macro, and urban micro) where urban micro is
differentiated in line-of-sight (LOS) and non-LOS (NLOS) propagations. Detailed model
parameters are listed in Table 2-2. In each environment, the number of paths is equal to 6.
Each path is further composed of 20 spatially separated sub-paths to produce a Rayleigh
fading envelope. The main characteristics of the model include a narrow angle spread (AS)
per-path, with specific base station anglerof departure (AoD) and mobile station angle of
arrival (AoA) models. The large=scale behaviors, described by the composite AS, DS and
shadow fading (SF), are simultancously correlated in the log-normal domain to produce the
expected channel characteristics for each realization of the channel. Path powers, path
delays, and angular properties for both sides of the link are modeled as random variables
defined through probability density functions (PDFs) and cross-correlations.

For an S element linear BS array and a U element linear MS array, the channel
coefficients for one of N multipath components are given by a U-by-S matrix of complex

amplitudes. Denote the channel matrix for the nth multipath component (n = 1,...,N) as

Hp (t). The (u,S)th component (s=1, ..., S;u=1, ..., U)of H,(t) is given by
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\/GBS (en,m,AoD)EXp(j[kds Sin(en,m,AoD )"‘(Dn,m])><
Phose

M
My (1) = zl JGs (Gn,m. aon Jexp{jkdy sin(Bh m aoa ) (2-25)
m=

exp(jk”V”COS(Hm m, AoA — & ))

where the angular parameters are shown in Fig. 2-7.

The 3GPP SCME is an extension to the SCM for bandwidths up to 20 MHz. In 3GPP
SCME, the 20 sub-paths of SCM are split into 3 subsets, denoted as mid-paths, which are
moved to different delays relative to the original path as shown in Fig. 2-8. The delays and
powers of these 3 mid-paths are predetermined by an exponential power decay function
with 10-ns delay spread. To keep the fading distribution close to Rayleigh, a mid-path is
lumped of 4 or more sub-paths. The mid-path-ASs (AS; where i is the mid-path index) are
optimized such that the deviation from ‘the path'AS (AS, where n is the path index), i.e. the
AS of all mid-paths combined, is minimized. The delays and the corresponding sub-paths

of each mid-path are listed in Table 2-3.
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Table 2-1 The channel parameters of 3GPP SCM for link level simulations.

Model Casel Case ll Case lll Case IV
# of Paths 1) 4+1 (LOS on, K = 6dB) 6 & 1
2) 4({LOS off)
1) 0.0
0 0,0 0 0.0 0 0
2) -Inf '
1) -651
— 0 -1.0 310 -09 200
% 2) 00
g . 1) -16.21
o [ 110 90 710 -49 800
= - 2) 97
o &
e af 1) -25.71
= 190 | -100 1090 -80 1200
m 2) —19.2
@
1) -29.31
410 | -150 1730 -78 2300
2) 228
-20.0 2510 -239 3700
Speed (km/h) 1) 3 3,30,120 3,30,120 3
2) 30,120
Topology Reference 0.5A Reference 0.5A Reference 0.5A N/A
FAS 1) LOS on: Fixed AoA for RMS angle RMS angle spread N/A
LOS component, remaining spread of 35 of 35 degrees per
power has 360 degree degrees per path | path with a
uniform PAS. with a Laplacian Laplacian
- L o
% 2) LOS off PAS with a distribution distribution
in Laplacian distribution, RMS Or 360 degree
18] .
= angle spread of 35 degrees uniform PAS.
= per path
o DoT 0 225 -22.5 N/A
(degrees)
AoA 22 5 (LOS component) 67.5 (all paths) 22 5 (odd N/A
(degrees) numbered paths),
67.5 (all oth th
(all other paths) -67.5 (even
numbered paths)
Tapology Reference: ULA with N/A
5 0.5h-spacing or 4A-spacing or 10A-spacing
% FAS Laplacian distribution with RMS angle spread of N/A
18]
E 2degrees or 5degrees,
@ per path depending on AcA/AcD
5]
=]
2 AoD/AoA 507 for 2° RMS angle spread per path N/A
(degrees) 20° for 5° RMS angle spread per path
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Table 2-2 The channel parameters of 3GPP SCM for system level simulations.

Channel Scenario Suburban Macro Urban Macro Urban Micro
Number of paths (N) 6 8 6
Number of sub-paths () per-path 20 20 20
Mean AS at BS E(C 45 )5 E(o,5)=8" 15" NLOS: E(G 45 )=19°
AS at BS as a lognormal RV U s =069 gl Uas=0810 N/A
O =107 (e x4+, ). x ~1(0.1) £45=0.13 £as=034
15" L s =118
£4c=0210
745 =T 40D / O 4g 12 13 N/A
Per-path AS at BS (Fixed) 2 deg 2 deg 5 deg (LOS and NLOS)

BS per-path AoD Distribution standard
distribution

n(0, 0%.p) where

Oaop =Tas%as

n(o, G%‘D—. | where

L

Gaop =Tas%as

U({-40deg, 40deg)

Mean AS at MS

E(Gas, 1s)=68"

E(zas ms)= 6a°

E(gas, ms)=68°

Per-path AS at MS (fixed) 35" 35" 357
MS Per-path AoA Distribution Tl{o,ﬁfaaa (Pr)) nio, GQADA{PTH n(o, G,%_:.n_ (Pr))
Delay spread as a lognormal RV pos = - 6.80 ups=-6.18 N/A

Gps =10 (Ep;x+ g ). x ~1i(0.1) eps= 0.288 eos=0.18

Mean total RMS Delay Spread

E(opg 17017 ps

E(ops =065 us

E(ops )=0.251us (output)

D5 = O delys /G pg 14 17 N/A
Distribution for path delays U(o, 1.2ps)
Lognormal shadowing standard 8dB 8dB NLOS: 10dB
deviation, ¢ LOS- 4dB

Pathloss model (dB),

dis in meters

31.5 + 35log1e(d)

34.5 + 35logeo(d)

NLOS: 34 53 + 38logio(d)
LOS: 30.18 + 26%0g14(d)
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Table 2-3 Sub-paths to mid-paths assignment and resulting angle spread in 3GPP SCME

: Number of
Mid-path sub-paths Delay Sub-paths As; | AS,
1,2,3,4,5,6,7,8,
1 10 (of 20) 0 19,20 0.9865
2 6 (of20) |125ns| 9,10,11,12,17,18 1.0056
3 4 (of 20) 25ns 13, 14, 15, 16 1.0247
. burbe ben  Uthe
1 o Sul an Ut Ur. an
. IMACTO IMACTO MIcro
= 2. Determine user parameters
Angle préad Cas O, 40D Angles of departure (paths)
Lognormel shadowing py | Snm.aoD Angles of departure (subpaths)
Delay spread 6pg Tn Path delays =—p= Far scattering cluster
Pathloss B, Average path powers (wrban macro)
Drientation, Speed Vector SrL,AoA Angles of arrival [paths) == Urban canyon
O O Qs v A m A0A Angles of arrival (subpaths) (urban macro)
Antenna gains

3

3. Generate channel coefficients

Polarization
g [0S (urban nucro)

Options

Fig. 2-6 The illustration of the procedure for generating MIMO channels.
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------- M S array

MS di‘i"ection

BS array broadside of travel

Fig. 2-7 The illustration of multipath angle parameters at BS and MS sides.

(O SCM: 6-path representation
< "SCME: 6*3-path representation

% O
>0 % |
. S & 4« Path 4: composed of 20 zero-delay, spatially separated sub-paths
1R
A~ > O
P %
&

3 mid-paths with different relative delays

3
&
&

v

Excess delay

Fig. 2-8 A diagram of the mid-path approach of SCME.
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Chapter 3 Measurement and Modeling

of Wideband SISO Channels

In this chapter, first our-proposed method for wideband multipath model
parameters estimation is described. We validate this method with extensive
measurement data. The measurement setup and environments and the validation

results are presented.
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3.1 Introduction

In order to realize the B3G systems, a thorough understanding of the time dispersion
characteristics of radio multipath propagation channels is required. In high-speed wireless
data transmission, severe frequency-selective fading of multipath channel causes
inter-symbol interference (ISI) and leads to a significant problem for the systems. To solve
the problem, modeling of multipath time-of-arrival (TOA), particular on the
multipath-clustering phenomenon, is a fundamental and important work.

Although there are many researches focused on the exploration or modeling of
multipath-clustering phenomenen,..few researches ~focused on the effect of signal
bandwidth on observed multipath-clustering -so far. As shown in Fig. 3-1, it is easily
understood that in the observation of multipath-clustering of a radio channel using a
band-limited signal, the result is mainly affected by the signal resolution, which is the
reciprocal of the signal bandwidth. In this paper, based on the A-K model, newly formulas
are derived to describe the relationships between the observed TOA model parameters of
narrowband signals and those of wideband signals. Through this approach, effect of signal
bandwidth on the observable multipath-clustering is explored. Furthermore, to completely
characterize the time dispersion characteristics of the channel, a model using power ratio,

decay constant and the Rician factor to describe multipath averaged power delay profile
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and amplitude fading is proposed. Formulas to relate these model parameters of a

wideband signal to those of a narrowband signal are also derived. Here, the model

parameter estimation methods have been extensively validated by comparing the computed

channel parameters with the ones extracted from the measured channel responses of 1.95

GHz and 2.44 GHz broadband radios in metropolitan and suburban areas, and of 3-5 GHz

UWRB signals in indoors.

Wide Bandwidth Narrow Bandwidth

[ h(ty™) |

Time

t Resolution /
~

Time

\ Resolution
— =

Time Delay (t)
Channel Impulse Response

Observed Observed
: ﬁ Multipath Multipath :
‘ | ,

Fig. 3-1 A diagram for bandwidth effect on the observed multipath propagation channels.

3.2 A novel method for wideband model parameter estimation

To explore bandwidth dependency of the model parameters, which include the
clustering parameter, formulas to describe the relationships between observed model

parameters of narrowband signals and those of wideband signals are derived. Here, A-K
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model is adopted to characterize the multipath-clustering. It is noted that the bandwidth of
the wideband signal is confined to be n times of the narrowband signal’s, where n is a
positive integer. For convenience, the parameters with a subscript f or F correspond to

those of bandwidth f or F, respectively, where F=n-f.

3.2.1 Bandwidth on observable multipath-clustering

A. Formulas for wideband to narrowband

Since a bin width is inversely proportional to its signal bandwidth, As is equal to n-Ag,
where A; and Ag are the bin widths of the Systems with signal bandwidths f and F,
respectively. Therefore, when a teceived path occurs at bin i of a signal with bandwidth f,
the path should arrive at one or more of the bins covering from the (n-i-n+1)" bin to the
(n-i)™ bin, for the signal with bandwidth F, which is due to the increase of time resolution
interval. Fig. 3-2 shows an example of n=2.

With the above analysis, Aif and Pis are derived in terms of 4jr and Pjr by (3-1) and

(3-2), respectively.

n
Ai g =1- Hl(l—/iAJrr,F) (3-1)
r=

where A= n-i-n.
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Pa+1,F +(1—PA+1,F )ﬂA+z,F n=2

Rt = (3-2)

n r
PastF +(1-PasiF ){/IA+2,F + ZiﬂAH,F [T(-2ass-1F )}} ,n=3
r= s=3

Substituting Ais and Pjs into (2-6), kis is obtained. Here, let n=2, the analytical

relationship between Kif and k.. r is found and written as

 Aiapl-2iF)
aiie +dasiiell= i )

[kaiaf Aina B P E AR £l - Pruia )
Poi3 & +Azia e (L= Paics e )

(ki, ¢ =1)= k2.1, -1)

(3-3)

On the right-hand side of (3-3), magnitudes of the second and third factors are in the
range of 0 to 1. From (3-3), it is found that ki is smaller than ky.i.; f if Ky.-; ¢ > 1. It means
that wider bandwidth signal observes stronger multipath-clustering phenomenon. It is

noted that Kyi.; r = Ka.ir, which is found from measurement data and is shown in Section

3-3.

B. Formulas for narrowband to wideband

With (3-1) and (3-2), the observed model parameters of a narrowband signal cannot

determine those of a wideband signal due to the limited conditions. For n=2, one extra
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condition is needed to determine three unknown parameters, As.i.1F, A2ip and Pa.iir with
those of bandwidth f, Zis and P; . Here, the condition is given by assuming A»i.i g =A2if,
1.e., the path arrival rates of two neighboring bins are equal. It is because that for both
outdoor broadband and indoor UWB radio channels, multipath excess delay time is much
larger than the time resolution (bin width). Based on this assumption, A».i.;r and A,.if are

solved from (3-1)

Api—1F = Ao p =141 Aig (3-4)

However, our assumption may.lead to underestimate A, r and overestimate Ay.ig
since the path arrival rate decreased asymptotically with bin number. To reduce the
estimation errors, A1 and Ayir from (3-4) are modified using the interpolation method

and are given by (3-5a) and (3-5b), respectively

. 1
Ai-1F = m'n{l{ﬂz-i—l,lz +Z'(/12-i—1,|: — it F )}} (3-5a)
A F =i F 7 Ai-1F — A2+l F (3-5b)

It is noted that Ay f and Ayi+1 g on the right-hand side of (3-5a) and (3-5b) are

calculated from (3-4). Then, from (3-2) with n=2, P,.i.; ¢ is solved and given by (3-6a)
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Pri1,F = (Pi,f - F )/(1—/124}) (3-6a)
P..ir 1s computed by averaging its neighboring points and is given by (3-6b)

Pyip = (Pz-i—l,F + Pyt F )/ 2 (3-6b)

Substituting Ajr and Pjr into (2-6), K;r is obtained. Through the above approaches, the
model parameters of a wideband signal, Ajr, Pjr and Kjr, are determined by those of a
narrowband signal, Ais and Pjs, for n=2. Furthermore, by repeating the procedures, this

method can be extended to n=2",‘where m=2; 3, ...

T
bin 2i-1 bin 2i

| —— > ) — : >
bin 2i-1 bin 2i / bini
| i | >
bin 2i-1  bin 2i
Ar—s  A=2xA
— : > =D —] — >
bin 2i-1 bin 2i bini
BW=F BW=f=F/2

Fig. 3-2 A diagram for the arrival of multipath when bandwidth changes from F to f for n=2.
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3.2.2 Bandwidth on multipath power decay and amplitude fading

To completely characterize the time dispersion characteristics of the channel, effects
of bandwidth on multipath averaged power decay and amplitude fading are analyzed as

follows.
A. Astatistical model for multipath averaged power decay and amplitude fading

In many literatures for broadband and UWB radio channel modeling [34-35], the

small-scale averaged power delay profile (aPDP), §(r), is modeled by an exponential time

decay function with a stronger first:bin andis expressed as

60 ofe ) £ osol- (Pamp ol o)
where G is the mean power of the first bin, 7 is the relative time delay of bin i and is
equal to (i-1)-A, yis the power ratio that is defined as the ratio of the second bin’s mean
power to the first bin’s mean power, I is the exponentially power decay constant and 9 is
the Dirac delta function. From our extended measurement data at indoor environments, one
of the examples shown in Fig. 3-3, it is found that this model well describes the measured
aPDP.

Based on our measurement data, it is found that the amplitude fading of the first bin
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follows a Rician distribution with a large Rician factor and the later bins tend to follow the

Rayleigh statistics (the Rician factor is closed to zero), as shown in Fig. 3-4. It is noted that

measured points no.1-no.12 are in LOS (Line-of-Sight) situations and the rest points are in

NLOS (Non LOS) situations. Details of measurements are described later in Section 3.3.2.

Normalized Power (dB)

'300 20 40 60 80 100

Excess Delay (ns)

Fig. 3-3 The averaged power delay profile of a 500 MHz-bandwidth UWB signal at an indoor
environment and under NLOS condition. The wavy line shows the measured profile. The

straight line, which is obtained by a best-fit procedure, represents an exponential decay line.
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30

Rician Factor

Point Number Bin Number

Fig. 3-4 Rician factors of the first 15;bins.of each measured point at indoor environments

with 2-GHz bandwidth are shown. The total'numbers of measured points are 24.

B. Formulas for wideband to narrowband

For an uncorrelated scattered radio propagation channel [36], bins’ amplitudes are
distributed independently of one another, and the averaged bin power is calculated by the
power sum of multipath in a bin. For example, averaged power sum of two successive bins

for bandwidth F is equal to the averaged power of the corresponding bin for bandwidth f

when n=2, i.e., (?i,f = gz-i—l,F + 52,“: . From (3-7) and n=2, (gi,f 1s expressed by
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Gt =l+7F
(3-8)
Gi.t =7F -[exp(- A /Tg )+exp(-2-Ag /Tg )]'eXp[—(i—2)'Af /FF] 22

From (3-8), it is found that G; ¢ 1s exponentially decayed from bin 2 with time
decay constant ['r. It represents that the decay constant is independent of signal bandwidth,
1e., [1=TF.

From (3-8), the power ratio ys = 62,1: /5“ is expressed by

i :17—F-[exp(—A,:/1“,:)+exp(—2-A,:/F,: ) (3-9)
T7F

From (3-9), x is greater than »# if-Fe>>-Ag, which is true for the most indoor UWB
channels that their decay constants are larger than 10 ns and their bin widths are smaller
than 2 ns.

The Rician statistics is mainly characterized by a Rician factor, R, which is defined as
the power ratio of the specular/ LOS path to the scattered multipath. For the first bin, when
the signal bandwidth changes from F to f, the specular/LOS path power is unchanged but
the scattered multipath power is increased by G- 2, due to the increase of the bin width
and no specular/LOS path in bin 2 (its Rician factor is closed to 0). Therefore, R, after

simple derivations, is given by (3-10)
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_ RE
1+(Rg +1)-7¢

Ry (3-10)

Since the denominator of (3-10) is always larger than one, Rf is smaller than Rg. The
reason for this result is that the total number of scattered multipath in the first bin is
increased when the signal bandwidth is decreased, which yields increase of the scattered
power. It is noted that (3-10) is not so meaningful for the latter bins since their amplitude

fading follow a Rayleigh distribution with their Rician factors all close zero.

C. Formulas for narrowband to wideband

With (3-9) and the conditionI's = g, it is easily found that »# is given by

y & (3-11)
F=T T -
lexpl(-0.5-A¢ /Tt J+expl-ag Tt |- 7
Substituting (3-11) into (3-12), Rg is expressed by
I+ & 1
exp\-0.5-A¢ /T'¢ frexpl—A /T
R =Ry - lexp(-0.5:A¢ /Ts Jrexp{-A¢ /T )17 (3-12)
1-R; - 7t

lexp(-0.5:¢ /Ty Jrexpl-a¢ /Ty Jr¢
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3.3 Measurement setup and environments

3.3.1 Outdoor environments

For outdoor environments, the RUSK broadband vector channel sounder [37] is
employed to measure the band-limited channel impulse response. The system diagram of
the channel sounder is illustrated in Fig. 3-5. It consists of a mobile transmitter with an
omni-directional antenna, and a fixed receiver with an 8-element uniform linear array
antenna. Maximum 120-MHz broadband radio signal can be generated by periodic
multi-frequency signals excitation It is very hélpful. for this study, because radio channel
data for the narrowband signal can be.intercepted from the measurement data of the
wideband signal.

Measurements of broadband radio channel impulse response were performed at three
outdoor sites in Taipei (a large city) and a suburban area. A summary of the measurement
setup and environments for these sites is given in Table 3-1. At each site, the fixed receiver
and its antenna were mounted on a rooftop; the mobile transmitter and its antenna were
carried by a car with antenna height of 1.8 m above the ground. Measurement was done
along selected routes with a speed of 10 Km/hr approximately, and the channel responses
were sampled in a time grid of 1000.448 ms. It is noted that the distance between two

neighboring channel response sampling points are around 10-20 times of wavelength of the
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center frequency, which means that the small-scale measurements were not performed at

outdoor sites.

On-line Off-line
Measurement | Analysis

Omni-directional T (
Antenna ’ ,/’ > |

T_ MUX —» RFT [~ DRU —*|Computer
PTS L

;/\—/

8 elements
Uniform Linear-Array

PTS: Portable Transmitting Station RFT: Radio Frequency Tuner
MUX: Multiplexer DRU: Digital Receiving Unit

Fig. 3-5 System diagram of‘the RUSK wideband vector channel sounder.
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Table 3-1 Setup and environments for the broadband outdoor channel measurements

Site No. Urban 1 Urban 2 Suburban
Heavily built up area |[Heavily built up area [Small village with
with an average with an average buildings of 3~6

Measurement
building height of 10 |building height of 10 |stories and gardens
Environment
stories. The maximum |stories. The maximum |with trees and pools.
one is 26 stories. one is 20 stories.
Total number of the  |Total number of the  |Total number of the
sampled routes is 7 |sampled routes is 8 sampled routes is 5
and each route has 150|and each route has 250 |and each route has 150
Numbers of meters long meters long meters long

sampled routes

approximately. Total

approximately. Total

approximately. Total

and points sampled points.are sampled points are sampled points are
about 600. Mostof.. labout900. Most of  |about 400. Most of
them are in NLOS them are in NLOS them are in NLOS
situation. situation. situation.

Center

2.44 GHz 1.95 GHz 1.95 GHz

Frequency

Bandwidth 120 MHz 50 MHz 50 MHz
On the rooftop ofa  |On the rooftop ofa ~ |On the rooftop of a

Receiver

11-floor building.

12-floor building.

8-floor building.
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3.3.2 Indoor environments

A schematic diagram of the UWB indoor channel measurement system is shown in

Fig. 3-6. An Agilent 8719ET Vector Network Analyzer (VNA) was used for measuring the

frequency response of the channel. The transmitted signal is sent from the VNA to the

transmitting antenna through a low-loss 10-m coaxial cable. Both the transmitting and

receiving antennas (EM-6865) are vertical-polarized and omni- directional in the H-plane.

They are biconical antennas covering 2-18 GHz. The signal from the receiving antenna is

returned to the VNA via a low-loss 30-m coaxial cable and is amplified by a Low Noise

Amplifier (LNA) with a gain of 30 dB connecting to the VNA. The VNA records the

variation of 801 complex tones “across.the-3-5"GHz frequency range, by measuring the

S-parameter, S;;, of the UWB channel, which is essentially the transfer function of the

channel. The time-domain channel response can be obtained by taking the inverse Fourier

transform (IFFT) of the frequency-domain channel response.

UWB propagation experiments were performed in three different floors of

Engineering Building Number Four at the National Chiao-Tung University in Hsin-Chu,

Taiwan. Figs. 3-7(a)-(d) show the floor layouts of the measurement sites including a

laboratory, a classroom, a computer room, and corridors/classrooms, respectively. Room

#901 is a laboratory with some equipments and iron tables. The classroom has many
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wooden chairs and the computer room has ten iron tables and fifty computers. At these

sites, all measured points are under the LOS condition. At the last site, the transmitter (Tx)

1s located at the corridor and 15 measured points are carefully planned to include LOS and

NLOS propagations. At each measured point, 64 channel frequency responses were

sampled at 64 sub-points, arranged in 8x8 square grid, as shown in Fig. 3-7(d). The

spacing between two neighboring sub-points is 3.75 cm, which is equal to half wavelength

of the center frequency. In each measurement, both the transmitting and receiving antennas

are fixed with the same height of 1.6 m.

Here, these 24 measured points are elassified into two scenarios, the “Indoor LOS”

and the “Indoor NLOS”. The “Indoor LOS” represents all the measurements in the LOS

condition, which contains the measured points ‘no.1-no.12. The distance between the

transmitter and each receiver is ranged from 2 m to 9 m. The “Indoor NLOS” represents all

the measurements in the NLOS condition, which contains the measured points no.13-no.24.

The distance between the transmitter and each receiver is ranged from 3 m to 18 m.
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Fig. 3-6 Schematic diagram of the UWB indoor channel measurement system.
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T °
> ~ €5
® 2 . 18 o K Tx
19 { ] )
®16 | 100
203
* Tx 302 3.75 cm
. *. | 11e |
Y 5 . - -
6 L .
o v~ | 12¢
23 ~ —
(b) ) N
8*8
713 301 measurement grid
°
Tx* 24
®9
°
7
®s
(c) (d)

Fig. 3-7 Layouts of four sites where the UWB indoor channel measurements were performed.

Locations of the transmitter (Tx) and the receiver are shown by “%” and “e”, respectively.
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3.4 Validation and Discussions

It is noted that the A-K model parameters are extracted from the measured
instantaneous power delay profiles (iPDPs) for both outdoor and indoor measurement sites.
However, the model parameters of aPDP and amplitude fading are only computed and
validated for indoor sites since the small-scale measurements were not performed at

outdoor sites.

3.4.1 Measurement data processing and analysis

A. Measurement data processing

Before performing the A-K"model parameters extraction, the measured iPDPs were
processed according to the following procedures. It is noted that a propagation path may be
undetected in an iPDP due to the amplitude fading. Therefore, to increase the reliability of
the estimation, only the iPDPs with large signal-to-noise ratio (SNR) are considered for
extracting the A-K model parameters.

1) Delay translation: Since the absolute propagation delays of the received signals
vary from one location to another, an appropriate delay reference is needed to
characterize the relative delays of each path. Here the measured delay time of each

iPDP is shifted by the propagation delay, which is equal to d/c, where d is the T-R
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2)

3)

separation distance and C is the speed of light.

iPDP selection: Since the path detection algorithm that shown in the following is in

connection with the noise floor, most of the long-delay paths can not be detected

for a measured iPDP with low SNR. Here only the measured iPDPs with high SNR

(highest peak>noise floor+20 dB) were selected to extract the model parameters.

Therefore, effect of the amplitude fading on model parameters, which is not

considered in our approach, is reduced especially for the bins with short delays

because of their high powers.

Path detection: To detect the presence of a path in any bin, we adopt the approach

presented in [11, 22, 38]:by choosing a a-dB threshold relative to the highest peak

power in the iPDP. Besides that; the path power must also exceed 6 dB above the

noise floor [35] to reduce the influence of noise on path detection. The noise floor

for each 1PDP is obtained by computing the average power from the portion of the

1PDP that is measured before the first MPC arrives. To choose a reasonable value of

a, effects of this value on some channel statistics, such as average mean excess

delay, average rms delay spread, standard deviation of rms delay spread, and

average number of paths, were analyzed. It is found that the average mean excess

delay, average rms delay spread, and standard deviation of rms delay spread, are all

in saturation region when the threshold value is larger than around 20 dB for all
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measurement sites. However, different phenomenon is found for average number of
paths, which is increased as the threshold value. It is simply because that larger
threshold value will capture more number of paths. However, this increase does not
influence the value of the model parameters because of these paths having very low
power. For example, when a is larger than around 20 dB, Pj, 4; and k; with small i
will not be changed with a. Therefore, the relative power threshold value was

chosen as 20 dB in this paper.

For the computation of model parameters, the path arrivals of an iPDP is described by
a path indicator sequence of “0”s and “1”s, where a “1” indicates the presence of a path in
a given bin and a “0” represents the absence of'a path-in that bin.

Furthermore, for the aPDP and small-scale amplitude fading model parameters
extraction, the aPDP of each measured point at indoor sites is computed by averaging the

1PDPs sampled at the 64 sub-points.

B. Model parameter extraction

Here we follow the method proposed by [22] for A-K model parameters extraction.
Compared to the model parameter extracting method using in previous works [11, 13, 20],
the method directly describes the bin-by-bin conditional path arrival probabilities and

provides an easier mean to calculate the 4; and k;.
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In the method, all the selected path indicator sequences of each measurement site

were collected to compute the A-K model parameters through the following procedures:

1)

2)

3)

P; computation:

N .
Pi_ 1,

— (3-13)
Ntotal

where N;; is the number of points that the path indicator is 1 at bin i, Niota is the
number of total selected points for this site. It is noted that the average number of

paths (NP4p), one of the key.channel characteristics for broadband and UWB radio

propagations, can be calculated as the sum.of P;, i.e., NP 4z =2 P; . In this paper,
i

a is chosen as 20.

Ai computation:

N .
i = 0L,i

SN 1 B (3-14)
Noo,i + Nopi

where N, is the number of points that the path indicator is 0 at the (i-l)th bin and
is 1 at the i bin, N oo 1s the number of points that the path indicator is 0 at both the
(i-1)™ and the i ™ bins.

ki computation:
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Ny,
ki = (3-15)
i -(Njgi +Nypi)

where Ny is the number of points that the path indicator is 1 at both the (i-1)™ and
the i bins, N 10,i 1s the number of points that the path indicator is 1 at the (i-1)™ bin

and is 0 at the i ™ bin.

Furthermore, the model parameters of averaged power decay, y and I', are extracted
from the aPDP by the best-fit procedure for each measured point at indoor sites. Finally,
the Rician factor is obtained by fitting the cumulative distribution function (CDF) of the 64
subpoints’ amplitude to that of:a Rician distribution” for each measured point at indoor

sites.

3.4.2 Validation Results

A. Bandwidth on observable multipath-clustering

Figs. 3-8(a) and (b) illustrates measured and computed 4; and P; of 60MHz-bandwidth
signal at the “Urban 17 site, respectively. In these figures, the discrete points of 4; or P; are
connected by curves for clarity. The computed 4; and P; are achieved from the measured 4;
and P; of 30MHz-bandwidth signal by using (3-5) and (3-6), respectively. The comparison

shows that the proposed method yields good prediction accuracy of A; with me.; = -0.0632,
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Oe-2 = 0.0906 and P; with Me.p = -0.0669, cep = 0.0922. Here, Me.; and Me.p represent the

mean of the relative error (the ratio of the difference between the computed and the

measured data to the measured data) of A4 and P;, respectively. oe.; and oe.p are the

standard deviations of the relative error of A; and P;, respectively. For UWB radio

propagation in indoor environments, Figs. 3-9(a) and (b) illustrate measured and computed

Ai and Pj, respectively, of 1GHz-bandwidth signal at the “Indoor NLOS” site. Here, the

computed data for IGHz-bandwidth signal is achieved from the measured data of a signal

with 500 MHz bandwidth using (3-5) and (3-6). For conciseness, the results of other sites

are not illustrated. In Tale 3-2, the'valuesof Mmgl;, oes, Mep and oep for N=2 at all sites are

listed. From Table 3-2, it is found that the‘absolute value of me.; and me.p are all less than

0.1, which validates our proposed method. The small difference between the measured and

the computed parameter values may be mainly due to the amplitude fading which is

dependent on the bandwidth and is not considered in our approach. Besides that, the small

fluctuation of A and P; as shown in Figs. 3-8 and 3-9, also lead some prediction error

because it is inconsistent to our assumption that 4; and P; decrease asymptotically with bin

number.

For the case of n=4, Figs. 3-10(a) and (b) illustrates measured and computed 4; and P;

of 120MHz-bandwidth signal at the “Urban 1” site, respectively. Here, the computed data

for 120MHz-bandwidth signal is achieved from the measured data of a signal with 30 MHz
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bandwidth. The comparison shows that our proposed method also yields good prediction
accuracy of 4; and P; for n=4. The Me.;, 0e-4, Mep and oep for N=4 at all sites are calculated
and listed in Table 3-3.

Table 3-4 shows the average number of paths, NP,4s, which were calculated from the
measured and computed results of Pj, respectively. It is found that the average number of
paths is increased as the signal bandwidth is increased. In addition to the Me.;, Ge-z, Me-p
and oe.p shown in Tables 3-2 and 3-3, the good prediction accuracy of NP,y4s shown in
Table 3-4 also validates our proposed method. The mean value of relative errors of NP,o4s
are -0.0701 and -0.1551 for n=2 and 4, respectively.

Fig. 3-11 illustrates measured k; of 1GHz-bandwidth signal at the “Indoor NLOS” site.
It is found that k; fluctuates at bins with large bin number. It is noted that for clearly
showing the small variation of k; at bins with small bin number, the value of ki have been
clipped at the far right of Fig. 3-11. From (3-15), it is easily understood that the fluctuation
of k; results from the very small values of A, Nio;j and Nj;; for bins with long delays.
However, these bins are insignificant to the value of channel parameters because of their
very low powers. From Figs. 3-9 and 3-11, it is found that k; varies slightly at bins with
> 0.1 (bin number < 80). Therefore, it is reasonable to use K , which is defined as the
mean value of k; of the bins with 4 > 0.1, as an index to quantify the observed

multipath-clustering.
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K versus bandwidth at both the outdoor and indoor measurement sites are illustrated
in Figs. 3-12(a) and (b), respectively. The figures show that K is increased when the
signal bandwidth increased, i.e., the wider bandwidth signal yields stronger observable
multipath-clustering. It is because that more paths may be resolved due to the finer time
resolution of the signal, which increases the probability of clustering occurrence.

In Fig. 3-12(a), it is also found that K value in urban area is larger than that of the
suburban area. It is simply because that in urban areas, the scatterers (buildings) are more
dense and larger than those of the suburban areas, which leads to a larger chance of
multipath components arriving in-group..Forindoor environments, K in LOS situation is
smaller than that of NLOS situation as shown in Fig. 3-12(b). This is because power of the
direct path is much larger than that of the reflected and scattered paths under LOS
condition, most part of the grouping paths from scattering and multiple reflections cannot

be detected.
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Fig. 3-8 Comparisons of the measured and computed results of (a) the path arrival rate 4;

and (b) the path occurrence probability P; of “Urban 1” site with 60-MHz bandwidth for n=2.
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Fig. 3-9 Comparisons of the measured and computed results of (a) the path arrival rate 4;; (b)

the path occurrence probability P; of “Indoor NLOS” site with 1 GHz bandwidth for n=2.
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Fig. 3-10 Comparisons of the measured and computed results of (a) the path arrival rate A;;

(b) the path occurrence probability P; of “Urban 1 site with 120 MHz bandwidth for n=4.
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Table 3-2 Values of me.;, 6e.4, Me.p and oe.p for n=2.

Measurement Sites | Bandwidth (F) Me-4 Ou.j Me.p Oup
Urban 1 120 MHz -0.0853 0.0902 -0.0790 0.0931
Urban 2 50 MHz -0.0793 0.0928 -0.0763 0.0911
Suburban 50 MHz -0.0924 0.1087 -0.0891 0.1012

Indoor LOS 2 GHz -0.0911 0.1070 -0.0886 0.1031
Indoor NLOS 2 GHz -0.0786 0.1125 -0.0807 0.1007

Table 3-3 Values of Me.4, 6wz, Me.p and oe.p for n=4.

Measurement Sites | Bandwidth(F) M-, Ce-2 Me.p Oe-p
Urban 1 120 MHz -0.1610 0.1134 -0.1423 0.1197
Urban 2 50 MHz -0.1539 0.1187 -0.1501 0.1159
Suburban 50 MHz -0.1711 0.1314 -0.1730 0.1288

Indoor LOS 2 GHz -0.1643 0.1278 -0.1713 0.1256
Indoor NLOS 2 GHz -0.1592 0.1309 -0.1625 0.1248
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Table 3-4 Values of measured and computed NPgqg

Measurement | Bandvidth | Messurd | (Lo | omputed o
2048 measured data @ 1/2xF) | measured data (@ 1/4xF)
120 MHz 15.4 14.2 13.4
Urban 1 60 MHz 11.8 11.2 -
30 MHz 8.5 — —
50 MHz 13.8 13.0 12.2
Urban 2 25 MHz 10.6 10.1 _—
12.5 MHz 8.2 - —
50 MHz 12.8 12.0 11.3
Suburban 25 MHz 9.3 8.7 -
12.5 MHz 6.9 - —
2 GHz 25.3 22.8 19.6
Indoor LOS 1 GHz 15.8 14.8 -—-
0.5 GHz 11.8 - —
2 GHz 67:3 60.4 54.7
Indoor NLOS 1 GHz 38.3 354 -
0.5 GHz 24.0 H.- —
10 - . . .
8r i
B+ i
Ki
4t i
2+ 4
0 . . . . . .
0 20 40 60 80 100 120 140

Bin Number (i)

Fig. 3-11 The measured k; of “Indoor NLOS” site with 1 GHz bandwidth.
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B. Bandwidth on multipath power decay and amplitude fading

Fig. 3-13 shows the decay constant versus measured point number for the “Indoor

LOS” and “Indoor NLOS” sites with signal bandwidths of 500 MHz, 1 GHz and 2 GHz.

The comparison shows that the decay constant is independent of the signal bandwidth

because that there is only little difference of decay constant value among the three

bandwidths at each measured point.

Fig. 3-14 shows the power ratio versus measured point number for the “Indoor LOS”

and “Indoor NLOS” sites with signal‘bandwidths of 500 MHz, 1 GHz and 2 GHz. It is

found that the power ratio is decreased when the signal bandwidth is increased, which

validates our analytical result as shown‘in-(3-9).-Fig. 3-15 shows the measured and

computed power ratio for bandwidth of 1 GHz. Here, the computed results are based on the

measured results of a S00MHz-bandwdith signal and using (3-11). The comparison shows

that our proposed method yields good prediction accuracy of power ratio.

Fig. 3-16 shows the first bin’s Rician factor versus measured point number for the

“Indoor LOS” and “Indoor NLOS” sites with signal bandwidths of 500 MHz, 1 GHz and 2

GHz. It is found that the Rician factor is increased when the signal bandwidth is increased

for most of the measured points, which validate our analytical result as shown in (3-10).

Fig. 3-17 illustrate measured and computed Rician factor for bandwidth of 1 GHz. Here,
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the computed data for 1GHz-bandwidth signal is achieved from the measured data of a
signal with 500 MHz bandwidth using (3-12). It is found that our proposed method yields
good prediction accuracy for the points with low Rician factors, but leads to an
overestimation for the points with large Rician factors. However, this kind of difference
does not cause significant impact on the small-scale fading statistical properties because

that the statistical properties of Rician fading are not very sensitive to large Rican factors

[39].
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Fig. 3-13 Decay constant versus measured point number for signal bandwidths of 500

MHz, 1 GHz, and 2 GHz at “Indoor LOS” and “Indoor NLOS” sites.
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Fig. 3-15 Comparisons between the measured and computed results of the power ratio for

all measured points at “Indoor LOS” and “Indoor NLOS” sites with 1 GHz bandwidth.
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3.5 Summary

For a band-limited system, due to the limitation of the signal time resolution,
observation of the multipath-clustering is a function of not only the propagation
environment but also the signal bandwidth. In this chapter, with the help of A-K model the
effect of signal bandwidth on observable multipath-clustering is investigated by exploring
the relationship between A, signal bin width, and K , an index to quantify the
multipath-clustering phenomenon. A formula is derived to show that the signal with larger
bandwidth yields finer time resolution.and observe more MPCs, which may show stronger
multipath-clustering in iPDPs. To completely ' characterize the time dispersion
characteristics of the channel, bandwidth dependencies of multipath averaged power delay
profile and amplitude fading are also formulated. Here, a model is applied to characterize
the averaged power delay profile with two coefficients, the power ratio and decay constant.
In addition, the amplitude fading is described by a Rician distribution function. It is found
that (1) the power ratio is decreased when the signal bandwidth is increased; (2) the decay
constant is independent of signal bandwidth; and (3) the Rician factor is increased as the
signal bandwidth is increased. Our findings are validated by the measurement results of
1.95 GHz and 2.44 GHz broadband signals in metropolitan and suburban areas, and by the

results of 3-5 GHz UWB signals in indoors.
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Chapter 4 Measurement and Modeling
of Space Correlation for Indoor

Wideband MIMO Channels

In this chapter, a 3D geometrically based single bounce model (3D GBSBM) that
we developed for the space correlation of indoor wideband MIMO channels is
introduced. The comaprsions between simulated and measured space correlation for

spatial/polar arrays are presented.
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4.1 Introduction

Recently, MIMO technologies have attracted great interest for broadband wireless

communication systems due to its potential to provide channel capacity gain without

additional bandwidths. Meanwhile, it is well known that to what extent the MIMO capacity

can reach depends on the correlations among sub-channels. For the spatial/polar arrays, the

correlations among sub-channels are dependent on not only the array spacing but also the

antenna polarization.

For MIMO systems operated in’indoor buildings, the elevation spectrum must be

considered in addition to the azimuth spectrum.. However, there is a real scarcity of

published models for the elevation. spectrum-in these environments that are suitable for

MIMO system studies. In particular, the combined impact of the polarization

characteristics and the elevation spectrum has been given little attention. It is noted that the

use of cross-polarized antennas for MIMO systems is now receiving considerable attention

since they are able to double the antenna numbers for half the spacing needs of

co-polarized antennas.

In [40], an analytical expression for the spatial correlation of uniform rectangular

dipole arrays considering elevation spectrum and azimuth spectrum is derived. It shows

that the dipole arrays have more spatial correlation than isotropic arrays, if the elevation
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spread is larger than azimuth spread. In [41], a composite model that takes into account

both 2D and 3D propagations for cross polarized channels are proposed and the impact of

elevation angle on MIMO capacity is analyzed. It shows that the 3D component captures

the environments when the elevation angle power spectrum is significant. The ergodic

capacity is very sensitive to the power ratio between 2D and 3D components especially for

an environment with low azimuth angle spread. From [40] and [41], it is found that the 3D

multipath is significant in correlation among sub-channels as well as the MIMO capacity.

However, the analysis results in [40, 41] are based on some assuming stochastic models of

angle spectrum, which does nof: capture thé. physical property of a specific indoor

environment.

In this chapter, a hybrid wideband spatial channel model, which combines the

site-specific specular rays with a newly 3D geometric based single bounce model (3D

GBSBM) for scattering rays, is presented. Here, the 3D GBSBM is extended from the

combination model of the GBSBEM and GBSBCM. The region of scatterers for different

taps can be modeled by GBSBEM, and the effective scatters located near the transmitting

and receiving antennas are modeled by GBSBCM. Based on this model, we derived the

per-tap correlation between MIMO sub-channels of spatial/polar arrays and validated by

measurements in an indoor environment.
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4.2 A New Model for Wideband MIMO Channel Correlation

To model the indoor propagation channels, which is significant dependent on the
layout of the building, a hybrid model is proposed. The hybrid model combines a
site-specific deterministic model with a 3D GBSBM statistical model. Here, the former
model describes the specular rays, and the latter one is used to model the scattered rays.
Based on the hybrid model, the received electric field at time delays of 7,, , E; (rn), is
determined by a superposition of deterministic and randomly scattered rays, which is given
by

Et(Tn)z%ED,j(Tn)+§ES,i(Tn) (4-1)
where Ep and Eg are the deterministic and randomly scattered rays, respectively.

As (2-3), an UWB/wideband MIMO channel is represented by a channel matrix that is
function of delays. Therefore, a useful model for wideband MIMO channels should have
the capability to model the channel matrix or correlation matrix for taps with different
delays. Fig. 4-1 is an illustration of the per-tap spatial correlation metrics for a 2x2 MIMO
channels.

As shown in Section 2.3.1, a nice attribute of the GBSBEM is the physical

72



interpretation that multipath signals arrived with different delays are accounted by
changing the length of the axes of the ellipse. Based on this concept, a three-dimensional

geometrically based single bounce ellipsoid model is proposed to model the indoor
wideband MIMO channels.

From (4-1), the space correlation of the n™ tap received signal, py (rn ), is given by
4 1

pi(en)=—*—pp(en)+——ps () (4-2)
X X

where pp and pg are the space correlation'resulted by the deterministic and randomly

scattered rays, respectively, and y.is the power.ratio of the deterministic rays to the

scattered rays.

1 entn) epn) putn)

_|ealt.n) 1 2(.1) ()

. eniltn) penr) 1 (1)
Pull.n) palin) pelln) 1

A 1 oanr) eulnr) eur,)]
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Fig. 4-1 Per tap MIMO correlation metrics.
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4.2.1 3D Geometrically Based Single Bounce Model

Fig. 4-2 shows the geometry of an ellipsoid with axes lengths of a, b and c. The

scatterer lies at coordinates (X, Y, Z) on the surface of the ellipsoid satisfy

(4-3)

As shown in Fig. 4-2, the transmitter and receiver are located at (0, 0, -f) and (0, 0, f),
respectively. To keep the propagation distances, of every scattered rays caused by the

scatterers on the surface of the. ellipsoid .as a' constant value, we let a=b and

a’+f2=c?. From (4-4a) and (4-4b), it-is-found that the propagation distances of the

scattered rays are equal to a constant value, 1.e., dj+d, =2c/cy, where ¢ is the light

speed.
2 2 2 2 at o o 2 1
dlz\/x +y +(z+f) = |a°——z°+z2°+2fz+ " =c+—12 (4-4a)
c? c
d —\/x2+ 2i(z-1) = a2—£22+22—2fz+f2—c—lfz (4-4b)
2= y = %) =%

For wideband channels, the scatterer regions of different taps with time delay of
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Ty =7¢ +NAq/Cy can be modeled as different sub-regions of the ellipsoid with different
axes length by 7,C;=2C as shown in Fig. 4-3. Here, 7 is the absolute propagation
delay of the direct path between the transmitter and the receiver, and Ay 1is the equivalent
propagation distance for a delay time which is equal to the bin width.

Furthermore, it is known that the scattering field strength is inversely proportional to
the square of the product value of the length from transmitter to the scatterer and the length
from the scatterer to receiver. It implies that the local scatterers compared to the far
scatterers mainly contribute the scattering field. Therefore, we introduced the concept of
the GBSBCM to model the local scatterers around the transmitter and the receiver as
shown in Fig. 4-4 and Fig. 4-5. By combining the! 3D GBSBEM and GBSBCM, the
effective scatterer region for different taps_is determined. Furthermore, for simplicity, we
use the “effective” scatterers concept in Lee’s model which shows that the scatterer within
the effective scatterer region can be represented by uniformly distributed effective
scatterers in the outer surface of the scatterer region.

Fig. 4-4(a) shows the effective scatterer region for the first tap. The effective
scattering rays caused by the local scatterers around the transmitter arrives the receiver
within a small angle spread, which leads large correlation coefficient (almost equal to 1).
Furthermore, as shown in Fig. 4-4(b), the effective scattering rays caused by the local

scatterers around the receiver is modeled by effective scatterers which is uniformly

75



distributed on the surface of the ellipsoid with major axis half length of c=f +Aq4/2. It
1s noted that the field strength of all scattering rays are equal.

Fig. 4-5(a) and Fig. 4-5(b) show the effective scatter region and the effective
scatterers, respectively, for the second tap. It is found that the effective scatterers is
constrained in a small region of the surface of the ellipsoid with major axis half length of
c=f + Ay, which is different to the case for the first tap. The covered area of the effective
region is dependent on the bin width and the tap number, which is derived in the next

section.

N>

Fig. 4-2 The illustration of the geometry of the 3D GBSBEM.
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Fig. 4-3 The geometry for the scatter region of different taps.
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Scatter Region of the 1st Tap

@

Effective Scatterers of the 1st Tap ¢ Equal power of all scattering rays
(b)

Fig. 4-4 The illustration of the geometry of the 3D GBSBM for the 1* tap: (a) the

effective scatter region; (b) the effective scatterers.
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Fig. 4-5 The illustration of the geometry of the 3D GBSBM for the 2" tap: (a) the

effective scatter region; (b) the effective scatterers.

4.2.2 Space Correlation of Spatial/Polar Arrays

To derive the spatial correlation of spatial/polar arrays by using the 3D GBSBM, the

geometry as shown in Fig. 4-6 is considered. Here, the transmitter (Tx) is located at (0, 0,
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-f) and two receivers, Rx1 and Rx2, are located at (-As/2, 0, f) and (As/2, 0, f), respectively.
The normalized spatial correlation coefficient between the n® tap’s receiving signals of

Rx1 and Rx2, hy(z,) and h,(z,), respectively, is defined as

ps (e, 85)= E 7 (rn) (e )01 03 (4-5)

where, Q) and (), are power of the power of h; (rn) and h, (rn), respectively.
Since the receiving signal is composed of multiple scattering wave with same

propagation delay, hy(z,) and h,(z;)tateexpressed as

hy(zq) = _glvli explilpi ki 0 - 2467, ) (4-6a)
i=
M (7n)= 3Vai expliles — K-t — 270 ] (4-6b)

i=1

where {\/i }, {¢,} and {IZ,} are the amplitude, the phase and the wavenumber vector of
the i™ scattering wave. Since the scattering waves arrive from different direction, the
amplitude of the receiving signal is resulted from the inner product of the electromagnetic

wave and the antenna polarization vector by

Vi =Eji- P = [Eli,9(91¢)é + Eli,¢(97¢)¢3j' P (4-Ta)
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Vai =Egi - Py =|Eni g(0.4)0 + Ezi,¢(91¢)¢3J' P2 (4-7b)

where pP; and P, are the polarization vector of Rx1 and Rx2, respectively.

It is noted that only the effective scatterers around the transmitter and receivers are
considered in our model, therefore, we assume the strength of scattering waves are equal
for simplicity, 1.e., Vj; :|E0|p1 ((9, ¢) and Vy; :|E0|p2 (0, ¢). Based on this assumption,

the pg(r,,As) is expressed as

pslen05)= [ pi(Opa(elorpls i 28N ) os, “9)
scSy
where IZ(S): 27/ /1(I1 -1, ), and |,"and |, are the distance between the scatterer and the Rx1,
Rx2, respectively, as shown in Fig. 4-6. S, is the surface of the effective scatter region.
Since the two minor axes of the ellipsoid is equal, i.e., a=b, the profile of the x-y plane
is a circle, therefore, we transfer the cartesian coordinates to cylindrical coordinates as

shown in Fig. 4-7. Then the pg (rn,As) in (4-8) 1s given by (4-9) in cylindrical

coordinates.
1 ¢2z 2
ps(zn,As)=—[ [py pzexp{—J—(h—lz)}rdqﬁdz, n=1 (4-9)
A e o A
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Since X=rcos¢ and y=rsing, it gives rz/a2+22/c2:1 and then

r=,a -—1 (4-10)

Furthermore, |, and |, is given by

I, :\/(rcos¢+As/2)2+(rsin¢)2+(z— f)? (4-11a)

l, :\/(rcos¢—As/2)2+(rsin¢)2+(z— £ ) (4-11b)

For vertical-polarized and horizontal-polarized antenna, the antenna pattern p,, and

Pp, in cylindrical coordinates, respéctively, are given by

by \/(rcos;é (z—f 2/\/r (z—f) (4-12a)

Ph= \/rsmgbz/\/r z—f z—f 2/\/rcos¢5 z—f) (4-12b)

For the spatial/polar array, antennas of the two receivers may be co-polarized or
cross-polarized. The p; and p, in (4-9) is chosen as py or pp based on the antenna
polarization of Rx1 and Rx2.

By substituting (4-10), (4-11) and (4-12) into (4-9), the pg(z,,As) is obtained. It is
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noted in (4-9), the range of the integration in z-axis is from —C to ¢, which is only valid for
the case of the first tap. For another cases, the effective scatter region is dependent on the
bin width and the tap number.

As shown in Fig. 4-8, the effective scatters are distributed within the region of
z=[-c,z5] and z=[z],c]. From Fig. 4-8, the z; and z, can be found out from z, and

Z; by

Zi =f +(Zl - f)m (4-133)

, 2f +nAg
272f +(n—-DAY

Zrz - f _(f _ (4-13b)

where n is the tap number and Ay =Ay / 2. It'is noted that z,=-z;, and z, is obtained by

finding the cross point of the n™ tap’s ellipse and the circle centered at (0, 0, f) with radius

of nA’. From (4-14) and (4-15) and after some derivation, z; is given by (4-16).

c 2 (4-14)

(4-15)
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zlz[f+(n—1)Afa](f—Aa) (4-16)

Fortapsof n>2, pg (rn ,AS) is given by

221 2

ps(zn,A8)= [ [p; P2 exp{— 17(I1 —Iz)}rd(/ﬁ dz +
-0
c2rx

[ TP p2 exp{—j%(ll—lz)}rwdz

;1 0

(4-17)

It is noted that (4-17) is reduced to the 2D case when the value of ¢ is limited to ¢=0
and ¢=m.

Fig. 4-9 shows the simulated spatial correlation-of the co-polarized antenna case by
the 2D GBSBEM. Here, we assume f=3.and-A¢=0.,5.-1t is found that the spatial correlation
of the 1* tap is smaller than those of the 3% and the 5™ taps due to its larger angle spread.
Here, the co-polarized antenna case indicates that the transmitting antenna and the two
receiving antennas are all vertical-polarized. Furthermore, also for the co-polarized antenna
case, the simulated spatial correlations that considered the elevation spectrum are shown in
Fig. 4-10. It is found that the larger elevation spread (ES) results lower spatial correlation.

Furthermore, for the cross-polarized antennas case, which indicates that the
transmitting antenna and one of the two receiving antennas are vertical-polarized and the

other receiving antenna is horizontal-polarized. Figs. 4-11 and 4-12 show the simulated
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spatial correlations for the 1** tap and the 5t tap, respectively. It is found that the spatial
correlation is equal to zero when the elevation spectrum is not considered. However, the
scattering wave arrives from the elevation plane will depolarized into both the vertical- and
horizontal-polarization. Although it results non-zero correlation, but the correlation is
much lower than that of co-polarized antenna case. It demonstrates the feasibility of polar

arrays to achieve high capacity as well as array compactness.

Fig. 4-6 The geometrical configuration of a 1-by-2 channel of the 3D GBSBM.

<>

Fig. 4-7 The illustration of the 3D GBSBM in cylindrical coordinates.
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Fig. 4-8 The illustration.dfthe:3D GBSBM for the n™ tap.
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Fig. 4-9 The simulated spatial correlation of the co-polarized antenna case based on the
2D GBSBM.
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Fig. 4-10 The simulated spatial correlation of the,co-polarized antenna case based on the
3D GBSBM for the 1°'tap.
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Fig. 4-11 The simulated spatial correlation of the cross-polarized antenna case based on
the 3D GBSBM for the 1™ tap.
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3D Model, Cross-Polarization
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Fig. 4-12 The simulated spatial correlation of the:cross-polarized antenna case based on

the 3D GBSBM for the 5" tap.

4.3 Measurement and Validation

4.3.1 Measurement Setup and Environment

To validate our proposed model for spatial correlation in indoor environments,
wideband MIMO channel measurements were taken in a laboratory at Engineering
Building Number Four in the National Chiao-Tung University, Hsinchu, Taiwan. The
layout of the measurement site is shown in Fig. 4-13. It shows that there are many
scatterers such as partition board, equipments and iron tables in the laboratory.

Fig. 3-4 shows a schematic diagram of the measurement system for wideband

87



single-input-single-output (SISO) channel measurement. An Agilent 8719ET Vector

Network Analyzer (VNA) was used for measuring the frequency response of the channel.

Here, both transmit (Tx) and receive (Rx) antennas are linear-polarized and

omni-directional in the H-plane. In our measurement, channel frequency responses were

recorded in the frequency range of 5.1 GHz to 5.8 GHz with 801 frequency components. It

implies that the bin width is equal to 1.4286ns and Aq=0.4286m.

Since the indoor radio propagation channel is nearly time-invariant, MIMO channels

are simulated by collecting multiple SISO channel responses measured at different Tx and

Rx antenna locations. In our expeériment)4x16x2 SISO channel responses measurement

were performed. As shown in Fig. 4-14, the Tx antenna is moved to 4 fixed locations with

3-cm spacing between neighboring locations - and the Rx antenna is moved to 16 fixed

locations with 1.25-cm spacing for each Tx antenna location. Meanwhile, at each Rx

antenna location, channel responses were measured for both the vertical- and

horizontal-polarized Rx antenna. In our measurement, both the transmitting and the

receiving antennas are fixed with the same height of 1.1 m.
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Fig. 4-13 Layouts of the wideband MIMO channel measurement site.
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Fig. 4-14 The virtual antenna array configuration for MIMO channel measurements
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4.3.2 Validation and Discussions

To validate our proposed 3D GBSBM by measurement results, first the parameters of
the geometry of the 3D GBSBM should be determined from the measurement setup.

m Distance between the transmitting and the receiving antenna = 6m > f=3

m  Bandwidth of measurements = 700MHz = bin width = 1.4286ns 2 Aq = 0.4286m

Based on the f and Ag, z{ and z) of the n™ tap are determined by (4-13a) and
(4-13D), respectively. Furthermore, the power ratio y of each tap can be determined by the
Rician factor of the amplitude fading,swhich is obtained from measurement data by curve-
fitting method. For example, Fig. 4-15 and Fig. 4-16-show the measured and fitted CDFs
of the normalized power of the 1" tap and the 28 tap, respectively. It shows that the
measured data of the 1% tap and the P tap are well fitted to a Rician distribution with
Rician factor of 1.9 and 0.03, respectively. Since the Rician factor is defined as the power
ratio of the specular/LOS path to the scattered multipath, the parameter y of the 1* tap and
the 2™ tap are chosen as 1.9 and 0.03, respectively. Based on these parameters, the
simulated and measured spatial correlations of the 1*' tap and the o tap for co-polarized
antenna case are shown in Fig. 4-17 and Fig. 4-18, respectively. It is found that the 3D
GBSBM combined gives good estimation of spatial correlation compared to the 2D

GBSBM. Furthermore, for cross-polarized antenna case, the simulated and measured
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spatial correlations of the 1% tap and the 2nd tap are shown in Fig. 4-19 and Fig.4-20,
respectively. It is known that if only the 2D GBSBM are considered, the simulated spatial
correlation is equal to zero, which is much different to the measured one shown in Fig.
4-19 and Fig. 4-20. Compared to the 2D GBSBM, the 3D GBSBM gives more reasonable
results of spatial correlation. From Fig. 4-19 and Fig. 4-20, it is found that the correlation
of the 1* tap is larger than that of the o tap. It is because that the ground reflected ray
arrives in the 1% tap and leads correlation between vertical and horizontal polarization
antennas. Furthermore, it is also found that the simulated spatial correlation is lower than
the measured one as shown in both Figin4<19 and Fig. 4-20. It may be due to the
non-perfect polarization discrimination of the antenna used in measurements, which leads

non-zero correlation of the transmitted wave.
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Fig. 4-15 The measured and fitted CDFs of the normalized power of the 1% tap.
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Fig. 4-16 The measured and fitted CDFs of the normalized power of the 2" tap.
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Fig. 4-17 The measured and simulated space correlation of the 1* tap for co-polarized
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antenna case.
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Fig. 4-18 The measured and simulated space correlation of the 2™ tap for co-polarized

antenna case.

antenna spacing in wavelength

o o o
N [e=)
Q T

space correlation coefficient

=
ha

—&— Measured
=== 30 Model

Fig. 4-19 The measured and simulated space correlation of the 1* tap for cross-polarized

02

04 06 0.8 1 12
antenna spacing in wavelength

14 16

93



antenna case.
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Fig. 4-20 The measured and simulated space correlation of the 2™ tap for cross-polarized

antenna case.
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4.4 Summary

For MIMO systems operated in indoor environments, the elevation spectrum must be
considered in addition to the azimuth spectrum. The azimuth spectrum will give significant
influence on the received power and space correlation especially for the cross-polarized
antennas.

In this chapter, a hybrid wideband spatial channel model, which combines the
site-specific specular rays with a newly 3D GBSBM for scattering rays, is presented. Here,
the 3D GBSBM is extended from the combination model of the GBSBEM and GBSBCM.
From the comparisons between measured and.simulated space correlation, it is found that
the 3D GBSBM gives more reasonable.results-compared to the 2D GBSBM for both the
co-polarized and the cross-polarized antenna cases. It is because that the elevation

spectrum of multiapth propagations is considered in the 3D GBSBM.

95



Chapter 5 Measurements and
Analysis of UWB MIMO Performance

for Body Area Network Applications

In this chapter, performance of UWB-MIMO in BANSs is investigated through
measurements for both spatial and polar antenna arrays. From the measured
channels, effects of propagation condition, bandwidth, array spacing, and antenna

polarization on UWB-MIMO channel capacity are analyzed.
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5.1 Introduction

Using wireless sensors around the body to monitor health information is a promising

new application made possible by recent advances in ultra low power technology [42]. The

large diversity and potential of these applications makes it an exciting new research

direction in wireless communications. The gain of interest for BAN is confirmed by the

IEEE 802.15.6 standardization committee. This group is mandated to develop a physical

layer based on the promising UWB radio technologies to provide energy-efficient data

communications. In addition to UWB;MIMO technologies have attracted great interest for

broadband wireless communications.due to its: potential to provide channel capacity gain

without additional bandwidths. Ifs use in wide-‘area networks (WAN) and WLAN has been

extensively studied [43]. However, to date, the use of MIMO for BAN applications has not

been considered.

To our knowledge, measurements of UWB-MIMO channels for BAN were presented

in few literatures [44, 45] so far. In [44], MIMO channel characteristics were investigated

through measurements with two on-body dual-polar antennas. In the experiment, the array

spacing is fixed to one wavelength and the frequency bandwidth is 120 MHz, which is not

satisfied the bandwidth requirement of UWB technologies. In [45], the spatial correlation

in frequency and delay domains were extracted from channel measurements on the human
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torso in the frequency ranges of 3-10 GHz. In the experiment, only co-polarized

transmitting and receiving antennas are used. Analysis of the MIMO channel capacity is

not presented in the literature.

In this chapter, performance of UWB-MIMO for BAN channel -capacity

improvements is investigated through extensively measurements for both spatial and polar

antenna arrays. In our experiments, channel frequency responses were measured in the

frequency ranges of 3-10 GHz that covers the whole UWB band. The array spacing is

varied from 3 cm to 12 cm. Furthermore, vertical- and horizontal-polarized receiving

antennas were used to investigate performance of. cross-polarized antennas. From the

measured channels, effects ofZpropagation condition, bandwidth, array spacing, and

antenna polarization on UWB-MIMO ¢hannel eapacity are analyzed.
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5.2 Measurement Setup and Sites

In our study, the frequency domain measurement technology to perform UWB BAN
indoor channel sounding is adopted. An Agilent 8719ET VNA was used to record the
variation of 801 complex tones between the transmitting and receiving antennas across 3-6
GHz, 6-10 GHz and 3-10 GHz frequency ranges, respectively. Here, the UWB antenna is a
planar binominal curved monopole antenna [46]. Fig. 5-1 shows the measured antenna
return loss versus frequency. As shown, the return loss is below —10 dB from 3 GHz to 10
GHz.

Since our measurements were performed.at night, therefore, the measured channel is
nearly time-invariant. MIMO channels.are-formed by collecting multiple SISO channel
responses. As shown in Fig. 5-2, the transmitting antenna is moved to 5 fixed sub-points
with 3-cm spacing. Meanwhile, for each transmitting antenna sub-point, the receiving
antenna is moved to 5 fixed sub-points with 3-cm spacing. In addition, at each receiving
antenna sub-point, channel responses were measured for both the vertical- and
horizontal-polarized receiving antennas. For each environment, MIMO channel responses
are measured at four receiving antenna positions (Rx 1-4) as shown in Fig. 5-2, while the
transmitting antenna (Tx) is always placed on the front of the body. Therefore, in our

experiment, 5x5%x2x4 SISO channel measurements were performed at each site. Here, the
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MIMO channels between Tx and Rx 1-4 are denoted as MIMO 1-4, respectively. The

transmitting and receiving arrays are under LOS conditions for MIMO 1 and MIMO 4

cases, while other cases are NLOS conditions.

UWB-MIMO BAN propagation experiments are performed at Microelectronics and

Information System Research Center (MISRC) in the National Chiao-Tung University,

Hsinchu, Taiwan. Fig. 5-3(a) shows the floor layouts of the measurement sites, Sites A and

B, at the lobby of 2nd floor of MISRC. In Sites A and B, measurements were performed at

the center and side of the lobby, respectively, to understand the effect of reflected waves

caused by the sidewall. Fig. 5-3(b)showsithe layout of Site C, laboratory #810 at 8th floor

of MISRC. Since there are many computers and tables in laboratory #810, measurement

results in this site are helpful to understand. the effects of local scatters to UWB-MIMO

BAN channels.
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Fig. 5-2 The locations of Tx and Rx antennas for MIMO measurements.
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5.3 Observations and Discussions

Given an UWB-MIMO system with M transmitting elements and N receiving

elements, the UWB-MIMO channel capacity (bits/sec/Hz) is given by [47]

(1w (1)) e8

P N
=—> Iogz{det[l,\, +
Nt 'f

Z o

where Nt is frequency component f, which is equal to 801 in our measurements. H(f) is the
normalized frequency-dependent transfer matrix, which is obtained by normalizing the
measured transfer matrix to remove.the effect of path-loss and is given by (5-2). * denotes
the complex conjugation operation, and pis-the-average SNR over the entire bandwidth. It
is noted that p=20 dB is given to calculate the UWB-MIMO capacity in the chapter.

N

A 52

~

where H(f) is the measured transfer matrix.
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5.3.1 Effect of Propagation Condition

Fig. 5-4 shows the 2x2 MIMO channel capacity for frequency band of 3-10 GHz.
Here, both the array spacing at transmitting and receiving side are equal to 3 cm, i.e.,
around 0.45 times of wavelength of the center frequency. It is found that channel capacities
of MIMO_ 2 and MIMO 3 cases are greater than that of MIMO 1 and MIMO 4 cases. It is
because that MIMO 2 and MIMO _3 cases are NLOS situations of rich multipath, which
leads to lower correlation among sub-channels than those of MIMO 1 and MIMO 4 cases.
For example, the average correlation coefficient for 3-cm array spacing is equal to 0.6129,
0.3859, 0.1883 and 0.6216 for MIMO. 1-4, respectively, at Site A. It is noted that, similar
results were found at Sites B and 'C.

From Fig. 5-4, it is also found that the channel capacity is slightly dependent of the
measurement sites for NLOS cases. It shows that body-diffracted/refracted waves leads
low correlation between sub-channels, the large number of reflected multipath components
of Site B and Site C does not give significant contribution on MIMO channel capacity for
MIMO 2 and MIMO _ 3. However, for LOS cases, it shows that the channel capacity of
Site A is lower than those of Sites B and C. It is because there are very few scatterers
around the transmitter and receiver at Site A, LOS path leads high correlation between

sub-channels and low channel capacity.
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Fig. 5-4 The measured 2x2 MIMO channel capacity-at different sites for frequency band
of 3-10 GHz.

5.3.2 Effect of Bandwidth

Fig. 5-5 shows the measured channel capacity versus frequency band at Site C. Here,

the number of array elements is 2x2, and the array spacing is 3 cm. It is found that the

MIMO channel capacity decreased with frequency or bandwidth. It is because the

receiving power is decreased when the frequency band is increased, which can be found in

Fig. 5-6. For UWB MIMO, the channel capacity is equal to the average of the multiple

narrowband channel capacity. Therefore, high frequency components do not give

significant contribution to the channel capacity due to its low power.
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5.3.3 Effect of Array Spacing

Fig. 5-7 shows the 2x2 MIMO channel capacity versus receiving array spacing at Site
A. Here, the measured bandwidth is in the range of 3 to 6 GHz. From this figure, it is
found that the MIMO channel capacity is decreased when the receiving array spacing is
increased for most of the MIMO channels. This phenomenon is different from the result
observed in WANs and WLANSs. For MIMO channels, the capacity is dependent on the
correlations among sub-channels and power distribution of received sub-channels. It
reaches its maximum value when these sub-channels are uncorrelated and are of equal
mean power. The following two-figures may illustrate the mechanism to yield the result
shown in Fig. 5-7.

Fig. 5-8 shows the spatial correlation coefficient versus receiving array spacing at Site
A. It is found that the spatial correlation coefficient is decreased when the array spacing is
increased, which has different trend as that shown in Fig. 5-7.

Fig. 5-9 shows the maximum power difference among the sub-channels versus the
array spacing. It is found that the maximum value of the power difference between any two
sub-channels is increased when the array spacing is increased. Therefore, some
sub-channels with small-received power do not contribute to the MIMO channel capacity

even when they are uncorrelated to one another. It shows the reason why the MIMO
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channel capacity of BAN is decreased when the array spacing is increased. In other words,
increasing of the MIMO capacity by increasing of array spacing does not work in the BAN
despite the spatial correlation coefficient is decreased. It is noted that similar results can be

found in Sites B and C.
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Fig. 5-7 MIMO channel capacities versus receiving array spacing at Site A.
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5.3.4 Effect of Antenna Polarization

Fig. 5-10 shows the 2x2 MIMO channel capacity of the polar array and the spatial

array at Site C. Here, the measured bandwidth is in the range of 3 to 6 GHz. The polar

array is composed of two co-polarized transmitting antennas with spacing of 3 cm and two

co-located cross-polarized receiving antennas. It is found that the channel capacity of the

polar array is similar to that of the spatial array for MIMO 2 and MIMO 3 cases. However,

in MIMO 1 and MIMO 4 cases, the channel capacity of the polar array is lower than that

of the spatial array. It is because that. the contribution of the cross-polarized sub-channel is

insignificant due to the high cross polarization.discrimination in the near-LOS condition as

shown in Fig. 5-11(a) where the received power of the V/V case is much larger than that of

the V/H case. However, in the NLOS situation, the cross-polarized sub-channel becomes

significant due to the same order of magnitude of the multi-path components. Therefore,

magnitude of the received power of the V/V case is similar to that of the V/H case, which

is observed in Fig. 5-11(b). It means that, only in the NLOS conditions, the device

compactness is achieved by using the polar array without sacrifice of channel capacity

compared to the spatial array.
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5.4 Summary

The key finding here is to that in BAN the MIMO channel capacity is mainly
determined by the power imbalance between sub-channels compared to the sub-channel
correlation. For spatial array, the measured results show that the MIMO channel capacity is
decreased when the array spacing is increased, despite the spatial correlation coefficient is
decreased. This phenomenon is different from that in WAN and WLAN. It is because that
power difference among elements of the spatial array is significant in BAN short-range
communications compared to that ins WAN ‘and WLAN. For polar array, the achievable
channel capacity is lower than that of the spatial array in LOS conditions, which is due to
high cross-polarization discrimiriation. However, the device compactness is achieved by
using polar array without sacrifice of channel capacity compared to spatial array in NLOS
conditions. Furthermore, the MIMO channel capacity is slightly dependent on the
environments due to dominance of human body effect. It is also found that the MIMO

channel capacity decreased with frequency or bandwidth.
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Chapter 6 Conclusions

Summary of this paper are‘presented in this Chapter.
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Conclusions

UWB/wideband-MIMO is the major technology for B3G wireless communication
systems. In this research, the bandwidth-space-polarization characterizations of
UWB/wideband MIMO channels are investigated. By understanding the channel
characteristics, we developed novel methods for UWB/wideband MIMO channel
modeling.

In Chapter 3, a novel method for wideband model parameters estimation is developed.
Through this method, the model parameters of a-wideband signal can be determined from
those of a narrowband signal. This method is validated by the measurement results of 1.95
GHz and 2.44 GHz broadband Ssignals. in‘metropolitan and suburban areas, and by the
results of 3-5 GHz UWB signals in indoors. Here, with the help of A-K model that is used
for multipath time-of-arrival modeling, the effect of signal bandwidth on observable
multipath-clustering is investigated by exploring the relationship between A, signal bin
width, and K, an index to quantify the multipath-clustering phenomenon. It is found that
the signal with larger bandwidth yields finer time resolution and observes more multipath
components, which leads stronger multipath-clustering. Furthermore, a stochastic model is
applied to characterize the averaged power delay profile with two coefficients, the power

ratio and decay constant. In addition, the amplitude fading is described by a Rician
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distribution function. It is found that (1) the power ratio is decreased when the signal

bandwidth is increased; (2) the decay constant is independent of signal bandwidth; and (3)

the Rician factor is increased as the signal bandwidth is increased.

In Chapter 4, a wideband hybrid spatial channel model, which combines the

site-specific specular rays with a newly 3D GBSBM for scattering rays, is presented. Here,

the 3D GBSBM is extended from a 2D model, which combines the concept of the

GBSBCM and the GBSBEM. The GBSBEM is used to determine the region of scatterers

for different delay-taps, and then the effective scatters located near the transmitting and

receiving antennas are modeled by the GBSBCM. 'In the 3D GBSBM, the effect of 3D

multipath on sub-channel correlation of the spatial/polar arrays is taken into account. It is

noted that 3D propagations is significant to the receiving power and sub-channel

correlations especially for indoor environments. From the comparisons between measured

and simulated space correlation, it is found that the 3D GBSBM gives more reasonable

results compared to the 2D GBSBM for both the co-polarized and the cross-polarized

antenna cases.

In Chapter 5, performance of UWB-MIMO in BANs is investigated through

measurements for both spatial and polar antenna arrays. In our experiments, channel

frequency responses were measured in the frequency ranges of 3-10 GHz that covers the

whole UWB band. The key finding here is to that in BAN the MIMO channel capacity is
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mainly determined by the power imbalance between sub-channels compared to the

sub-channel correlation. For spatial array, the measured results show that the MIMO

channel capacity is decreased when the array spacing is increased, despite the spatial

correlation coefficient is decreased. This phenomenon is different from that in WAN and

WLAN. It is because that power difference among elements of the spatial array is

significant in BAN short-range communications compared to that in WAN and WLAN. For

polar array, the achievable channel capacity is lower than that of the spatial array in LOS

conditions, which is due to high cross-polarization discrimination. However, the device

compactness is achieved by using polariiatray without sacrifice of channel capacity

compared to spatial array in NLOS conditions. Furthermore, the MIMO channel capacity is

slightly dependent on the environments-due to-dominance of human body eftect. It is also

found that the MIMO channel capacity decreased with frequency or bandwidth.
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