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Abstract

Generalized chaos synchronization has been widely studied and many control methods have been presented, but up to now no
criterion has been given for generalized unsynchronization. The generalized unsynchronization means that the state variables of
two coupled chaotic systems cannot approach generalized synchronization. In this paper, we propose two theorems which give the
criteria of generalized unsynchronization for two different chaotic dynamic systems with whatever large strength of linear coupling.
Two simulated examples are also given.
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1. Introduction

In recent years, synchronization in chaotic dynamic system has been a very interesting problem and has been widely
studied [1–5]. Besides, generalized synchronization also has been investigated in various fields [6–17]. Generalized
synchronization means that there is a functional relation between the states of the driving system and the response
system. In Section 2, we propose two theorems which give the criteria of generalized unsynchronization for two
different chaotic dynamic systems with whatever large strength of linear coupling. In Section 3, the Chen system
and a new chaotic system which we proposed are presented as a simulated example for the first theorem [18]. The
Rössler system with corresponding new chaotic system proposed are presented as simulated examples for the second
theorem [19]. In Section 4, conclusions are given.

2. Two theorems of generalized unsynchronizability

Consider the following nonautonomous systems

ẋ = f(t, x), (1)
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where x ∈ Rn , f : Ω1 ⊂ R× Rn
→ Rn . Eq. (1) is considered as a master system. A slave system is given by

ẏ = g(t, y), (2)

where y ∈ Rn , g : Ω2 ⊂ R× Rn
→ Rn . Both f and g satisfy Lipschitz condition. Ω1, Ω2 are domains containing the

origin. Assume that the solutions of Eqs. (1) and (2) have bounds then they must exist for infinite time.
Now we consider the following unidirectional nonautonomous coupled system

ẋ = f(t, x)

ẏ = g(t, y)+ U(t, x, y),
(3)

where U(t, x, y) is a coupled term.

Definition. The system (3) is generalized synchronized if there is a continuous function H(x) and let error e =
y − H(x) s.t. limt→∞ ‖e‖ = 0. But, if no positive constant C can be found such that e → 0 as t → ∞ for all
‖e(t0)‖ < C , system (3) is generalized unsynchronizable [20].

In order to discuss the generalized synchronization of x and y, define z = H(x) and error e = y− z. Error equation
can be written as

ė = ẏ− ż = g(t, e+ z)−
∂H

∂x
f(t, x)+ U(t, z, e+ z). (4)

Now the first theorem will be given for a special case of Eq. (3). Consider unidirectional coupled nonautonomous
systems as

ẋ = f(t, x)

ẏ = g(t, y)+ Γ (z− y),
(5)

where f and g satisfy Lipschitz condition, and the Lipschitz constant of g is L . Γ ∈ Mn×n is a constant diagonal matrix
with positive entries which represents the strength of the linear coupling term z− y. Since e = y− H(x) = y− z, the
error dynamic equation can be obtained as

ė = ẏ− ż = g(t, e+ z)−
∂H

∂x
f(t, x)− Γe. (6)

Let h(t, z) = ∂H
∂x f(t, x), system (6) can be written as

ė = ẏ− ż = g(t, e+ z)− h(t, z)− Γe (7)

which is a nonautonomous system of differential equations for state e. Now we give a theorem of unsynchronizability:

Theorem 1. Two different dynamic systems in Eq. (5) are unsynchronizable for however large coupling strength Γ
with positive entries, if hi (t, z) ≤ gi (t, z) (i = 1, . . . , n) in Ω1 ∩Ω2, and ‖h(t, z)− g(t, z)‖ > 0 except at the origin,
for any solution z(t).

Proof. Choose a Lyapunov function V (e) = e1e2 · · · en which is positive in quadrant e1 > 0, e2 > 0, . . . , en > 0,
then V̇ along any state trajectory of system (6) becomes [21]:

V̇ = e2e3 · · · en ė1 + e1e3 · · · en ė2 + · · · + e1e2 · · · en−1ėn

= e2e3 · · · en[g1(t, e+ z)− h1(t, z)− Γ1e1] + e1e3 · · · en[g2(t, e+ z)− h2(t, z)− Γ2e2] · · ·

+ e1e2 · · · en−1[gn(t, e+ z)− hn(t, z)− Γnen]

= e2e3 · · · en[g1(t, e+ z)− g1(t, z)+ g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[gn(t, e+ z)− gn(t, z)+ gn(t, z)− hn(t, z)− Γnen].
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Fig. 1. D region for n = 2.

When e1 > 0, e2 > 0, . . . , en > 0, we have

V̇ ≤ e2e3 · · · en[|g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[|gn(t, e+ z)− gn(t, z)| + gn(t, z)− hn(t, z)− Γnen]

≤ e2e3 · · · en[L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · , (8)

where |g1(t, e+ z)− g1(t, z)| ≤ L ‖e‖ follows the Lipschitz condition. When ‖e‖ � 1, the terms of lower degree of
error components e2e3 · · · en[g1(t, z) − h1(t, z)], e1e3 · · · en[g2(t, z) − h2(t, z)], . . . can be neglected when the sign
of V̇ is considered, then

V̇ ≤ e2e3 · · · en[L ‖e‖ − Γ1e1] + e1e3 · · · en[L ‖e‖ − Γ2e2] + · · · . (9)

For sufficiently large Γi , V̇ can be negative in the quadrant e1 > 0, e2 > 0, . . . , en > 0. So the state point tends
to decrease ‖e(t)‖ with time when ‖e0‖ is sufficiently large. When ‖e‖ � 1, the proof is as follows. Now when
e1 > 0, e2 > 0, . . . , en > 0, V̇ is expressed as

V̇ ≥ e2e3 · · · en[− |g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

≥ e2e3 · · · en[−L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · . (10)

When ‖e‖ � 1, the terms of higher degree e2e3 · · · en[−L ‖e‖ − Γ1e1], · · · can be neglected when the sign of V̇ is
considered, then

V̇ ≥ e2e3 · · · en[g1(t, z)− h1(t, z)] + e1e3 · · · en[g2(t, z)− h2(t, z)] + · · · . (11)

By the condition hi (t, z) ≤ gi (t, z) (i = 1, . . . , n) inΩ1 ∩ Ω2, ‖h(t, z)− g(t, z)‖ > 0, fi (t, z) = gi (t, z)(i =
1, . . . , n) do not occur simultaneously. Therefore the right-hand side of above inequality is positive, i.e. V̇ is positive
in region D of Fig. 1, which is the quadrant e1 > 0, e2 > 0, . . . , en > 0 of the neighborhood of the origin.

Choose r > 0 such that for the ball Br = {e ∈ Rn
| ‖e‖ ≤ r}, we have

D = {e ∈ Br |V (e) > 0} (12)

of which the boundary is the surface V (e) = 0 and the sphere ‖e‖ = r . Since V (0) = 0, the origin lies on the
boundary of D inside Br . The point e0 is in the interior of D and V (e0) = b > 0. Now we prove that the trajectory
e(t) started at e(0) = e0 must leave the set D, i.e. the trajectory must leave the neighborhood of the origin, e cannot
approach zero. To see this point, notice that as long as e(t) is inside D, V (e(t)) ≥ b since V̇ (e) > 0 in D. Let

β = min{V̇ (e)|e ∈ D and V (e) ≥ b} (13)

which exists since the continuous function V̇ (e) has a minimum over the compact set {e ∈ D and V (e) ≥ b} = {e ∈
Br , andV (e) ≥ b} [22]. Then, β > 0 and

V (e(t)) = V (e0)+

∫ t

0
V̇ (e(s))ds ≥ b +

∫ t

0
βds = b + βt. (14)
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Fig. 2. D region for n = 2.

This inequality shows that e(t) cannot stay forever in D because V (e) is bounded on D. Now, e(t) cannot leave
D through the surface V (e) = 0 since V (e(t)) ≥ b. Hence, it must leave D through the sphere ‖e‖ = r , i.e. it
must leave the neighborhood of the origin, e can never approach zero. Two different dynamic systems in Eq.(5) are
unsynchronizable for however large Γ .

Theorem 2. Two different dynamic systems in Eq. (5) is unsynchronizable for however large coupling strength Γ , if
hi (t, z) ≥ gi (t, z)(i = 1, . . . , n) in Ω1 ∩ Ω2, and ‖h(t, z)− g(t, z)‖ > 0 except at the origin, for any solution z(t).

Proof. Choose a Lyapunov function V (e) = e1e2 · · · en , then V̇ along any state trajectory of system (6) becomes:
Case 1. When n is odd, V (e) is negative in the quadrant e1 < 0, e2 < 0, . . . en < 0.

V̇ = e2e3 · · · en ė1 + e1e3 · · · en ė2 + · · · + e1e2 · · · en−1ėn

= e2e3 · · · en[g1(t, e+ z)− g1(t, z)+ g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[gn(t, e+ z)− gn(t, z)+ gn(t, z)− hn(t, z)− Γnen].

When e1 < 0, e2 < 0, . . . en < 0, we have

V̇ ≥ e2e3 · · · en[− |g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[− |gn(t, e+ z)− gn(t, z)| + gn(t, z)− hn(t, z)− Γnen]

≥ e2e3 · · · en[−L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · , (15)

where |g1(t, e+ z)− g1(t, z)| ≤ L ‖e‖ follows the Lipschitz condition. When ‖e‖ � 1, the terms of lower degree of
error components e2e3 · · · en[g1(t, z) − h1(t, z)], e1e3 · · · en[g2(t, z) − h2(t, z)], . . . can be neglected when the sign
of V̇ is considered, then

V̇ ≥ e2e3 · · · en[−L ‖e‖ − Γ1e1] + e1e3 · · · en[−L ‖e‖ − Γ2e2] + · · ·

= −e2e3 · · · en[L ‖e‖ + Γ1e1] − e1e3 · · · en[L ‖e‖ + Γ2e2] + · · · . (16)

For sufficiently large Γi , V̇ can be positive in the quadrant e1 < 0, e2 < 0, . . . , en < 0. So the state point tends
to decrease ‖e(t)‖ with time when ‖e0‖ is sufficiently large. When ‖e‖ � 1, the proof is as follows. Now when
e1 < 0, e2 < 0, . . . , en < 0, V̇ is expressed as

V̇ ≤ e2e3 · · · en[|g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

≤ e2e3 · · · en[L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · . (17)

When ‖e‖ � 1, the terms of higher degree e2e3 · · · en[L ‖e‖ − Γ1e1], . . . can be neglected when the sign of V̇ is
considered, then

V̇ ≤ e2e3 · · · en[g1(t, z)− h1(t, z)] + e1e3 · · · en[g2(t, z)− h2(t, z)] + · · · . (18)

By the condition ‖h(t, z)− g(t, z)‖ > 0, hi (t, z) = gi (t, z)(i = 1, . . . , n) do not occur simultaneously. Therefore the
right-hand side of above inequality is negative, i.e. V̇ is negative in region D of Fig. 2, which is the quadrant e1 < 0,
e2 < 0, . . . , en < 0 of the neighborhood of the origin.
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Choose r > 0 such that for the ball Br = {e ∈ Rn
| ‖e‖ ≤ r}, we have

D = {e ∈ Br |V (e) < 0}. (19)

By the similar reasoning as that in the latter part of the proof for Theorem 1, we can prove that the state trajectory
started from D must leave the neighborhood of the origin, e can never approach zero. Two different dynamic systems
in Eq. (5) are unsynchronizable for however large Γ .

Case 2. When n is even, V (e) is positive in the quadrant e1 < 0, e2 < 0, . . . , en < 0.

V̇ = e2e3 · · · en ė1 + e1e3 · · · en ė2 + · · · + e1e2 · · · en−1ėn

= e2e3 · · · en[g1(t, e+ z)− g1(t, z)+ g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[gn(t, e+ z)− gn(t, z)+ gn(t, z)− hn(t, z)− Γnen].

When e1 < 0, e2 < 0, . . . , en < 0, we have

V̇ ≤ e2e3 · · · en[− |g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

+ e1e2 · · · en−1[− |gn(t, e+ z)− gn(t, z)| + gn(t, z)− hn(t, z)− Γnen]

≤ e2e3 · · · en[−L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · , (20)

where |g1(t, e+ z)− g1(t, z)| ≤ L ‖e‖ follows the Lipschitz condition. When ‖e‖ � 1, the terms of lower degree of
error components e2e3 · · · en[g1(t, z) − h1(t, z)], e1e3 · · · en[g2(t, z) − h2(t, z)], . . . can be neglected when the sign
of V̇ is considered, then

V̇ ≤ e2e3 · · · en[−L ‖e‖ − Γ1e1] + e1e3 · · · en[−L ‖e‖ − Γ2e2] + · · ·

= −e2e3 · · · en[L ‖e‖ + Γ1e1] − e1e3 · · · en[L ‖e‖ + Γ2e2] + · · · . (21)

For sufficiently large Γi , V̇ can be negative in the quadrant e1 < 0, e2 < 0, . . . , en < 0. So the state point tends to
decrease ‖e(t)‖ with time when ‖e0‖ is sufficiently large. When ‖e‖ � 1, the proof is as follows. Now when e1 < 0,
e2 < 0, . . . , en < 0, V̇ is expressed as

V̇ ≥ e2e3 · · · en[|g1(t, e+ z)− g1(t, z)| + g1(t, z)− h1(t, z)− Γ1e1] + · · ·

≥ e2e3 · · · en[L ‖e‖ + g1(t, z)− h1(t, z)− Γ1e1] + · · · . (22)

When ‖e‖ � 1, the terms of higher degree e2e3 · · · en[L ‖e‖ − Γ1e1], · · · can be neglected when the sign of V̇ is
considered, then

V̇ ≥ e2e3 · · · en[g1(t, z)− h1(t, z)] + e1e3 · · · en[g2(t, z)− h2(t, z)] + · · · (23)

By the condition ‖h(t, z)− g(t, z)‖ > 0, hi (t, z) = gi (t, z)(i = 1, . . . , n) do not occur simultaneously. Therefore
the right-hand side of above inequality is positive, i.e. V̇ is positive in region D of Fig. 2 which is the quadrant e1 < 0,
e2 < 0, . . . , en < 0 of the neighborhood of the origin.

By the same reasoning as that in the latter part of the proof for Theorem 1, we can prove that the state trajectory
started from the neighborhood of the origin in the quadrant e1 < 0, e2 < 0, . . . , en < 0 must leave the neighborhood
and can never approach zero. Two different dynamic systems in Eq. (5) are unsynchronizable for however large Γi .

3. Simulated examples

An example for the first theorem is Chen system with a new chaotic system proposed. Consider the following
unidirectional coupled systems:

ẋ = a(y − x)
ẏ = (c − a)x − xz + cy
ż = xy − bz

(24a)

˙̃x = a(ỹ − x̃)+ sin2 x̃ − γ e1
˙̃y = (c − a)x̃ − x̃ z̃ + cỹ + x̃2

− γ e2
˙̃z = x̃ ỹ − bz̃ + x̃2

− γ e3

(24b)
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Fig. 3. Chaotic attractor for the Chen system (24a), with a = 35, b = 3 and c = 28, initial condition (0.5, 1, 5).

Fig. 4. Lyapunov exponent for the Chen system (24a), with b = 3 and c = 28, initial condition (0.5, 1, 5).

e = y− z, z = H(x) = Ax+ b

A =

1 0 0
0 1 0
0 0 1

 , b =

3
5
7

 ,
where γ = 1000 which is sufficiently large. Eq. (24a) is the Chen system and Eq. (24b) without coupling is a new
chaotic system which we proposed. The chaotic attractor and Lyapunov exponent diagrams for systems (24a) and
(24b) without coupling term are shown in Figs. 3–6. For initial states (0.5, 1,5), (30, 20, 18) and system parameters
a = 35, b = 3 and c = 28, three state errors and error versus time are shown in Figs. 7–9. Fig. 8 shows that errors
decreases with time when error is large, but one can clearly find in Fig. 9 that the errors cannot approach zero as time
evolves.

An example for the second theorem is the Rössler system with a new chaotic system proposed. Consider the
following unidirectional coupled systems with linear coupling in the form of Eq. (5):

ẋ = −y − z
ẏ = x + ay
ż = b + z(x − c)

(25a)
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Fig. 5. Chaotic attractor for the chaotic system (24b), with a = 35, b = 3 and c = 28, initial condition (30, 20, 18).

Fig. 6. Lyapunov exponent for the chaotic system (24b), with b = 3 and c = 28, initial condition (30, 20, 18).

Fig. 7. State errors versus time for unidirectional coupled systems (24), with a = 35, b = 3 and c = 28, initial conditions (0.5, 1, 5), (30, 20, 18).
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Fig. 8. Error versus time for unidirectional coupled systems (24), with a = 35, b = 3 and c = 28, initial conditions (0.5, 1,5), (30, 20, 18).

Fig. 9. Error versus time for unidirectional coupled systems (24), with a = 35, b = 3 and c = 28, initial conditions (0.5, 1, 5), (30, 20, 18).

˙̃x = −ỹ − z̃ − sin2 y − γ e1
˙̃y = x̃ + a ỹ − sin2 y − γ e2
˙̃z = b + z̃(x̃ − c)− sin2 z̃ − γ e3

(25b)

e = y− z, z = H(x) = Ax+ b

A =

1 0 0
0 1 0
0 0 1

 , b =

3
5
7

 ,
where γ = 300. The Lyapunov exponent diagrams for systems (25a) and (25b) without coupling term are shown in
Figs. 10 and 11. For initial states (20, 10, 25), (2.5, 2, 2.5) and system parameter a = 0.2, b = 0.2 and c = 5.7, three
state errors and errors versus time are shown in Figs. 12–14. Fig. 13 shows that errors decreases with time when error
is large, but one can clearly find in Fig. 14 that the errors cannot approach zero as time evolves.

4. Conclusions

In this paper, two theorems are proposed. They give the criteria of generalized unsynchronization for two different
chaotic dynamic systems with whatever large strength of linear coupling. The Chen system and the Rössler system
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Fig. 10. Lyapunov exponent for the Rössler system (25a), with b = 0.2 and c = 5.7, initial condition (20, 10, 25).

Fig. 11. Lyapunov exponent for the chaotic system (25b), with b = 0.2 and c = 5.7, initial condition (2.5, 2, 2.5).

Fig. 12. State errors versus time for unidirectional coupled systems (25), with a = 0.2, b = 0.2 and c = 5.7, initial conditions (20, 10, 25), (2.5,
2, 2.5).
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Fig. 13. Error versus time for unidirectional coupled systems (25), with a = 0.2, b = 0.2 and c = 5.7, initial conditions (20, 10, 25), (2.5, 2, 2.5).

Fig. 14. Errors versus time for unidirectional coupled systems (25), with a = 0.2, b = 0.2 and c = 5.7, initial conditions (20, 10, 25), (2.5, 2, 2.5).

with two corresponding new chaotic systems proposed are used as simulation examples which effectively confirm the
theorems.
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