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#### Abstract



We study the linear parabolic partial differential equations(linear parabolic PDEs). First, we give some practical examples and show that they are governed by such type of the equations. Next, we apply several classical methods to solve the linear parabolic PDEs with the solutions being expressed in various forms. We then identify those solutions.
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## 1. Introduction

The parabolic equations occur commonly in applied science. Examples are models of many physical processes, financial models and Schrodinger equation. Before we introduce the linear parabolic PDE, we must classify the partial differential equation.

### 1.1 Classification

All linear, second-order partial differential equations can be classified as parabolic, hyperbolic or elliptic. Assuming $u_{x y}=u_{y x}$, the general second-order PDE in two independent variables has the form

$$
A u_{x x}+B u_{x y}+C u_{y y}+E\left(u_{x}, u_{y}, u, x, y\right)=0,
$$

where the coefficients $A, B, C$ etc. may depend upon $x$ and $y$, and $(x, y) \in$ domain D .

1. If $B^{2}-4 A C>0$, the equation is hyperbolic in D .
2. If $B^{2}-4 A C=0$, the equation is parabolic in D .
3. If $B^{2}-4 A C<0$, the equation is elliptic in D.

For example, wave equation $u_{t t}-c^{2} u_{x x}=0$ is a hyperbolic equation; heat equation $u_{t}-u_{x x}=0$ is a parabolic equation; Laplace equation $u_{x x}+u_{y y}=0$ is a elliptic equation.

In this chapter we introduce linear models of the parabolic PDE.

### 1.2 Linear models of the parabolic PDE

### 1.2.1 Heat and mass transfer

We consider the temperature $u(x, y, z, t)$ in a slab of material covering a threedimensional domain D bounded by a closed surface S . The material at the point $(x, y, z$, ) has the property that the temperature $u$ is attained by storing the energy in the form of random molecular motion. The total heat context of the solid is given by

$$
Q(t)=\iiint_{D} c u \rho d V,
$$

where $d V$ is the volume element; for instance, $d V=d x d y d z$ in Cartesian variables; the
constant of proportionality $c$ is the specific heat in $\left(\mathrm{cal} / \mathrm{g}^{\circ}{ }^{\circ}\right)$ and $\rho$ is density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$.For an incompressible material, $\rho$ is constant.

By Fourier's law, the rate of flow is proportional to the gradient of the temperature, ie.

$$
\vec{v}=-k \operatorname{grad} u,
$$

where the constant $k$ is the thermal conductivity. The net inflow of heat through boundary S is

$$
R(t)=\iint_{S} k \operatorname{gradu} \cdot \vec{n} d A
$$

Therefore the integral conservation law of heat energy, the rate of change of energy in D must be equal to the flux of energy, so

$$
\begin{equation*}
\frac{d}{d t} \iiint_{D} c \rho u d V=\iint_{S} k \operatorname{gradu} \cdot \vec{n} d A \tag{1.1}
\end{equation*}
$$

where $c, \rho$ and $k$ may depend on position....
For a medium where $c, \rho$ and $k$ are smooth, we apply Gauss' theorem (Divergence theorem) to express the right-hand side of $(1,1)$, then we have

$$
R(t)=\iiint_{D} d i v(k \operatorname{gradu}) d V
$$

Since the boundaries of D are fixed in space, we may rewrite the left-hand side of (1.1) as (we suppose that $u$ is continuous in D )

$$
\frac{d Q}{d t}=\iiint_{D} c \rho u_{t} d V
$$

Thus, this gives

$$
\iiint_{D}\left[c \rho u_{t}-\operatorname{div}(\mathrm{k} \operatorname{grad} \mathrm{u})\right] d V=0
$$

We suppose that the integrand is continuous, and it must be zero. That is,

$$
c \rho u_{t}-\operatorname{div}(\mathrm{k} \operatorname{grad} \mathrm{u})=0
$$

For constant $k$, this reduces to

$$
u_{t}-K \nabla^{2} u=0
$$

where $K=\frac{k}{c \rho}$ is called the thermal diffusivity of material and $\nabla^{2}=\operatorname{div}$ grad is the Laplacian given by $\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}$ in Cartesian coordinates. This is known as the heat equation.

A more interesting example is that of molecular diffusion, in which two substances co-exist at each point and their relative properties vary in space and time. In the simplest case one of the substances, called matrix, is fixed and the other diffuses through it with a concentration (amount per unit volume) given by $c(x, t)$. Examples are a dye in a liquid, and smoke in the atmosphere; further examples are any mixture of substances such as a solute dissolved in a liquid or gas.

Then Fick's law relates the flux is proportional to the gradient of $c$ by $\vec{q}=-D \nabla c$, where D is called diffusity. Conservation of mass implies that

$$
\frac{\partial c}{\partial t}=-\nabla \cdot \vec{q}=D \nabla^{2} c
$$

for constant diffusivity. If, however, the medium is moving with velocity $v$ there is also mass transfer by convection. The total mass flux is

$$
\vec{q}=c \vec{v}-D \nabla c,
$$

so that $c$ satisfies the convection-diffusion equation

$$
\frac{\partial c}{\partial t}=D \nabla^{2} c-\nabla \cdot(c \vec{v})=D \nabla^{2} c-[\vec{v} \cdot \nabla c+c(\nabla \cdot \vec{v})]
$$

for an incompressible liquid this reduces to

$$
\frac{\partial c}{\partial t}=D \nabla^{2} c-\vec{v} \cdot \nabla c .
$$

This can be rewritten as

$$
\left(\frac{\partial}{\partial t}+\vec{v} \cdot \nabla\right) c=D \nabla^{2} c .
$$

Remark:
The form

$$
\frac{\partial u}{\partial t}+\vec{v} \cdot \nabla u=D \nabla^{2} u+f
$$

is also called a convection-diffusion or reaction-diffusion equations depending whether $f=0$ or $\vec{v}=0$ respectively.

### 1.2.2 Finance

Suppose we consider an option, which is contract giving its holder the right (but not the obligation) to buy (or sell) some asset, such as a number of stock-market shares, at some specified time, say T, when the exercise price, a previously agreed sum of money E , is paid for the asset. Suppose the asset is a share which is expected to gain in value in $0<t<T$, but whose price is subject to unpredictable factor. If we hold an options, we can set up a "portfolio" of the option to protect ourselves against unpredictability. To do this we need to assess the value $V(s, t)$ of the option to buy a share at time T as a function of current time t and the asset value S . We suppose we have a cash balance M , and we hold a number $\Delta$, which may vary in time, of the assets. Thus, the portfolio value is $P=M+S \Delta+V$. The cash balance accrues interest at a rate $r$; it also changes when we buy or sell assets, in a short time $d t$, we receive $r M d t$ in interest and spend $-S d \Delta$ on assets. In the same time, $t$ he asset price changes by $d S$ and the option value by $d V$, so the overall change is

$$
d P=r M d t-S d \Delta+S d \Delta+\Delta d S+d V=r M d t+\Delta d S+d V
$$

Now we suppose the instantaneous "rate-of-return" on the asset varies randomly.

$$
\begin{equation*}
\frac{d S}{S}=\mu d t+\sigma d x \tag{1.2}
\end{equation*}
$$

where $\mu$ is a deterministic "growth rate" for the asset; $d x$ is a small normal random variable of mean zero and variance $d t$, and $\sigma$ is a parameter which measures how "volatile" the share price is.

By Taylor' Expansion series for $d V$,

$$
d V=\frac{\partial V}{\partial t} d t+\frac{\partial V}{\partial S} d S+\frac{1}{2} \frac{\partial^{2} V}{\partial S^{2}}(d S)^{2}+\ldots
$$

Let $d t \rightarrow 0, d S$ is given by $\sigma^{2} S^{2} d x^{2}$ and then replace $d x^{2}$ by $d t$ since $d x$ has zero mean and variance $d t$.

$$
d V=\left(\frac{\partial V}{\partial t}+\frac{\partial V}{\partial S}+\frac{1}{2} \frac{\partial^{2} V}{\partial S^{2}}\right) d t+\frac{\partial V}{\partial S} \sigma S d x
$$

Thus,

$$
d P=r M d t+\Delta \mu S d t+\Delta \sigma S d x+\frac{\partial V}{\partial t} d t+\frac{\partial V}{\partial S} \mu S d t+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}} d t+\frac{\partial V}{\partial S} \sigma S d x
$$

By observing, we can choose $\Delta$ to be $-\frac{\partial V}{\partial S}$ and we have

$$
d P=r M d t+\frac{\partial V}{\partial t} d t+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}} d t
$$

The final step is to use the idea of no arbitrage, it means that it is impossible to earn more than the risk-free interest rate $r$ for a risk-free portfolio, so

$$
d P=r P d t
$$

and

$$
\begin{aligned}
r M d t+\frac{\partial V}{\partial t} d t+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}} d t & =r(M+\Delta S+V) d t \\
& =r M d t+r V d t-r \frac{\partial V}{\partial S} S d t
\end{aligned}
$$

Hence, we derive the Black-Scholes equation

$$
\frac{\partial V}{\partial t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}=r\left(V-S \frac{\partial V}{\partial S}\right)
$$

## I. Methods of solving the linear parabolic PDE

In this chapter we introduce six methods to solve the heat conduction problem.

### 2.1 Separation of Variables

We first consider the heat conduction problem

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=0, & 0<x<\pi, t>0 \\
u(0, t)=u(\pi, t)=0, & t \geq 0  \tag{2.1}\\
u(x, 0)=f(x) . & 0 \leq x \leq \pi
\end{array}
$$

We look for a specific type of solution; namely, a product of a function of $x$ only and a function of $t$ only

$$
u(x, t)=X(x) T(t) .
$$

We substitute the function $u$ into the differential equation, and divide $u$. This gives
or


The left-hand side of this equation depends only upon $t$. The right-hand side is independent of $t$. We say that heat equation (in $0<x<1$ ) is separable.

If we take the partial derivative with respect to $t$ of both sides of the separated equation, we find that

$$
\frac{d}{d t}\left[\frac{T^{\prime}}{T}\right]=0
$$

It follows that

$$
\frac{T^{\prime}}{T}=-\lambda,
$$

where $\lambda$ is a constant. Then by (2.2) we have

$$
k \frac{X^{\prime \prime}}{X}=-\lambda .
$$

Thus $u(x, t)=X(x) T(t)$ is a solution of heat equation if and only if X and T satisfy the two
ordinary equations

$$
\begin{align*}
& k X^{\prime \prime}+\lambda X=0,  \tag{2.3}\\
& T^{\prime}+\lambda T=0,
\end{align*}
$$

for some constant $\lambda$.
We can solve the two ordinary differential equations (2.3) to obtain particular solutions of the partial differential equation (2.1). For each value of $\lambda$ the equation $k X^{\prime \prime}+\lambda X=0$ has two linearly independent solutions. The families of solutions of (2.1) are given by

$$
\begin{aligned}
e^{-\lambda t} \cos \sqrt{\frac{\lambda}{k}} x, e^{-\lambda t} \sin \sqrt{\frac{\lambda}{k}} x, & \text { for } \lambda>0 \\
1, x, & \text { for } \lambda=0 \\
e^{-\lambda t+\sqrt{\frac{-\lambda}{k}} x}, e^{-\lambda t-\sqrt{\frac{-\lambda}{k}} x}, & \text { for } \lambda<0
\end{aligned}
$$

Now, consider the boundary conditions. Since we wish to have $u=0$ for $x=0$ and $x=1$, we only consider those solutions of the first equation (2.3) which also satisfy these conditions. We must have


This homogeneous problem always has the trivial solution $X=0$, but we are interested in cases where this is not the only solution.

Case 1. $\lambda>0$,

$$
X(x)=a \sin \sqrt{\frac{\lambda}{k}} x+b \cos \sqrt{\frac{\lambda}{k}} x .
$$

$X(0)=0$ tells us that

$$
X(x)=a \sin \sqrt{\frac{\lambda}{k}} x,
$$

and $\mathrm{X}(\pi)=0$ gives

$$
a \sin \sqrt{\frac{\lambda}{k}} \pi=0 .
$$

Then X need not be identically zero if and only if

$$
\sin \sqrt{\frac{\lambda}{k}} \pi=0,
$$

ie.

$$
\sqrt{\frac{\lambda}{k}} \pi=n \pi, \quad \mathrm{n}=1,2,3 \ldots
$$

That is,

$$
\lambda_{n}=n^{2} k, \quad \mathrm{n}=1,2,3 \ldots
$$

These value $\lambda_{n}$ are called the eigenvalues of the problem, and the functions

$$
X_{n}(x)=\sin n x, \quad \mathrm{n}=1,2,3, \ldots
$$

are the corresponding eigenfunctions.
Case 2. $\lambda=0$,

$$
X(x)=a+b x,
$$

We know
and


This gives the trivial solution $\mathrm{X}=0$.
Case3. $\lambda<0$,

$$
X(x)=a e^{\sqrt{\frac{-\lambda}{k}} x}+b \mathrm{e}^{-\sqrt{\frac{-\lambda}{k}} x}
$$

We have

$$
X(0)=a * 1+b * 1=0,
$$

and

$$
X(\pi)=a e^{\sqrt{\frac{-\lambda}{k}} \pi}+b e^{-\sqrt{\frac{-\lambda}{k}} \pi}=0,
$$

but these can not find a or b .
We know

$$
\sinh \sqrt{\frac{-\lambda}{k}} x=\frac{e^{\sqrt{\frac{-\lambda}{k}} x}-e^{-\sqrt{\frac{-\lambda}{k}} x}}{2}, \quad \cosh \sqrt{\frac{-\lambda}{k}} x=\frac{e^{\sqrt{\frac{-}{k}} x}+e^{-\sqrt{\frac{-\lambda}{k}} x}}{2},
$$

so that a general solution

$$
X(x)=A \sinh \sqrt{\frac{-\lambda}{k}} x+B \cosh \sqrt{\frac{-\lambda}{k}} x .
$$

Therefore

$$
X(0)=A \sinh 0+B \cosh 0=A^{*} 0+B^{*} 1=0 \Rightarrow B=0 \Rightarrow X(x)=A \sinh \sqrt{\frac{-\lambda}{k}} x
$$

And

$$
X(\pi)=A \sinh \sqrt{\frac{-\lambda}{k}} \pi=0=A \frac{e^{\frac{\sqrt{\frac{-}{k}}}{k} \pi}-e^{-\sqrt{\frac{-\lambda}{k}} \pi}}{2}=0 \Rightarrow A=0 .
$$

This also gives the trivial solution $\mathrm{X}=0$.

Having found a sequence of values of $\lambda$, we can look at the corresponding functions $T(t)$.
These are easily seen to be multiples of $e^{-n^{2} k}$
We have constructed the particular solutions

$$
u_{n}(x, t)=\sin n x \mathrm{e}^{-n^{2} k t} .
$$

Which satisfy all the homogeneous conditions of the problem (2.1). The same is true of any finite linear combination. We attempt to represent the solution of (2.1) as an infinite series in the functions $u_{n}$ :

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty} a_{n} \sin n x e^{-n^{2} k t} . \tag{2.4}
\end{equation*}
$$

We need to determine the coefficients $a_{n}$ such that $u(x, t)$ satisfies the initial condition $u(x, 0)=f(x)$. Thus we require

$$
u(x, 0)=f(x)=\sum_{n=1}^{\infty} a_{n} \sin n x .
$$

But the right side is just the Fourier sine series of the function $f(x)$ on the interval $(0, l)$.

Therefore the coefficients $a_{n}$ are the Fourier coefficients given by

$$
\begin{equation*}
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x, \quad n=1,2, \ldots \tag{2.5}
\end{equation*}
$$

Therefore we have obtained a solution to (2.1) given by the infinite series (2.4) where the coefficients $a_{n}$ are given by (2.5).

Substituting the expression for the $a_{n}$ into the solution formula (2.4) allows us to write the solution as

$$
u(x, t)=\sum_{n=1}^{\infty}\left(\frac{2}{\pi} \int_{0}^{\pi} f(\xi) \sin n \xi d \xi\right) e^{-n^{2} k t} \sin n x
$$

$$
=\int_{0}^{\pi}\left(\frac{2}{\pi} \sum_{n=1}^{\infty} e^{-n^{2} k t} \sin n \xi \sin n x\right) f(\xi) d \xi
$$

$$
=\int_{0}^{\pi} K(\hat{x}, \xi, t) f(\xi) d \xi .
$$

## Remark:

If is defined and integrable on the interval $[-\pi, \pi]$, then its Fourier series of the form

$$
\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x+b_{n} \sin n x
$$

where

$$
\begin{aligned}
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x, \quad n=0,1,2, \cdots \\
& b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x, \quad n=1,2, \cdots
\end{aligned}
$$

## Example 2.1 :(Using Separation of Variables)

$$
\begin{array}{ll}
u_{t}-u_{x x}=0, & 0<x<\pi, t>0 \\
u(0, t)=u(\pi, t)=0, & t \geq 0 \\
u(x, 0)=x^{2}(\pi-x) . & 0 \leq x \leq \pi
\end{array}
$$

By equation (2.4) we can know

$$
u(x, t)=\sum_{n=1}^{\infty} b_{n} e^{-n^{2} t} \sin n x
$$

where

$$
\begin{aligned}
& b_{n}=\frac{2}{\pi} \int_{0}^{\pi} x^{2}(\pi-x) \sin n x d x \\
&=2\left[(-1)^{n+1} \frac{\pi^{2}}{n}+(-1)^{n} \frac{2}{n^{3}}-\frac{2}{n^{3}}\right]-\frac{2}{\pi}\left[(-1)^{n+1} \frac{\pi^{3}}{n}+(-1)^{n} \frac{6 \pi}{n^{3}}\right] \\
&=(-1)^{n} \frac{-8}{n^{3}}-\frac{4}{n^{3}}=-4\left[1+2(-1)^{n}\right] n^{-3} \\
& \text { ion is }
\end{aligned}
$$

Then the solution is

$$
u(x, t)=-4 \sum_{n=1}^{\infty}\left[1+2(-1)^{n}\right] n^{-3} e^{-n^{2} t} \sin n x .
$$

### 2.2 Finite Fourier Transformation and nonhomogeneous problem

Recall the heat conduction problem (2.6). The solution of the problem is given by

$$
u(x, t)=\sum_{n=1}^{\infty} b_{n} e^{-n^{2} t} \sin (n x),
$$

where

$$
b_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin (n x) d x, \quad \mathrm{n}=1,2, \ldots
$$

We shall now treat the corresponding nonhomogeneous problem

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=F(x), & 0<x<\pi, t>0 \\
u(0, t)=u(\pi, t)=0, & t \geq 0  \tag{2.7}\\
u(x, 0)=f(x) . & 0 \leq x \leq \pi
\end{array}
$$

by expanding the solution in a Fourier series in terms of the same set of functions.
To solve the above nonhomogeneous problem, we expand the solution in a Fourier sine series for each fixed $t$

$$
u(x, t) \sim \sum_{n=1}^{\infty} b_{n}(t) \sin (n x) .
$$

The set of sine coefficients

$$
b_{n}(t)=\frac{2}{\pi} \int_{0}^{\pi} u(x, t) \sin (n x) d x
$$

which is called undetermined coefficient and is also called the finite sine transform of $u(x, t)$.
If $u_{x x}$ is continuous, its finite sine transform is given by

$$
\begin{aligned}
\frac{2}{\pi} \int_{0}^{\pi} u_{x x}(x, t) \sin (n x) d x & =\frac{2}{\pi}\left[u_{x}(x, t) \sin (n x)-u(x, t) \cos (n x)\right]_{0}^{\pi}-n^{2} \frac{2}{\pi} \int_{0}^{\pi} u(x, t) \sin (n x) d x \\
& =-n^{2} b_{n}(t) .
\end{aligned}
$$

Because of $u(0, t)=u(\pi, t)=0$.
If $u_{t}$ is continuous, we can interchange integration and differentiation to show that

$$
\frac{2}{\pi} \int_{0}^{\pi} u_{t}(x, t) \sin (n x) d x=\frac{d}{d t} b_{n}(t) .
$$

Taking the finite sine transform of both sides of (2.7) leads to the equation

$$
\begin{equation*}
b_{n}{ }^{\prime}(t)+n^{2} b_{n}(t)=B_{n}(t), \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{n}(t)=\frac{2}{\pi} \int_{0}^{\pi} F(x, t) \sin (n x) d x \tag{2.9}
\end{equation*}
$$

The initial condition $u(x, 0)=0$ means that

$$
\begin{equation*}
b_{n}(0)=0 . \tag{2.10}
\end{equation*}
$$

Taking sine transform has reduced the partial differential problem (2.7) to the ordinary differential problem (2.8), (2.9). We now solve this problem

$$
\begin{aligned}
& b_{n}{ }^{\prime}(t)+n^{2} b_{n}(t)=B_{n}(t), \\
& b_{n}(0)=0 .
\end{aligned}
$$

We have

$$
b_{n}(t)=\int_{0}^{t} e^{-n^{2}(t-\tau)} B_{n}(\tau) d \tau
$$

If the problem (2.7) has a solution $u$ with $u_{t}$ and $u_{x x}$ continuous, it must have the Fourier sine series

$$
u(x, t) \sim \sum_{n=1}^{\infty}\left[\int_{0}^{t} e^{-n^{2}(t-\tau)} B_{n}(\tau) d \tau\right] \sin (n x)
$$

Recall the problem (2.6), the solution $u$ can be written as

$$
u(x, t)=\int_{0}^{\pi} K(\xi, x, t) f(\xi) d \xi
$$

where

$$
K(\xi, x, t)=\frac{2}{\pi} \sum_{n=1}^{\infty} e^{-n^{2} t} \sin (n \xi) \sin (n x) .
$$

For our nonhomogeneous problem, we would like a similar form as above. We use the definition (2.9) of $B_{n}(t)$, and formally interchange integration and summation. This gives

$$
\begin{aligned}
u(x, t) & =\sum_{n=1}^{\infty}\left[\int_{0}^{t} e^{-n^{2}(t-\tau)}\left(\frac{2}{\pi} \int_{0}^{\pi} F(\xi, \tau) \sin (n \xi) d \xi\right) d \tau\right] \sin (n x) \\
& =\int_{0}^{t} \int_{0}^{\pi}\left[\frac{2}{\pi} \sum_{n=1}^{\infty} e^{-n^{2}(t-\tau)} \sin (n \xi) \sin (n x)\right] F(\xi, \tau) d \xi d \tau \\
& =\int_{0}^{t} \int_{0}^{\pi} K(x, \xi, t-\tau) F(\xi, \tau) d \xi d \tau
\end{aligned}
$$

and only need $F$ and $F_{X}$ continuous.
If instead of the homogeneous initial condition $u(x, 0)=0$, we have $u(x, 0)=f(x)$ in
(2.7), we must simply replace (2.10) by

$$
b_{n}(0)=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x
$$

Then

$$
b_{n}(t)=\int_{0}^{t} e^{-n^{2}(t-\tau)} B_{n}(\tau) d \tau+b_{n}(0) e^{-n^{2} t},
$$

and

$$
\begin{aligned}
u(x, t) & =\sum_{n=1}^{\infty}\left[\int_{0}^{t} e^{-n^{2}(t-\tau)} B_{n}(\tau) d \tau\right] \sin (n x)+\sum_{n=1}^{\infty} b_{n}(0) e^{-n^{2} t} \sin n x \\
& =\int_{0}^{t} \int_{0}^{\pi} K(x, \xi, t-\tau) F(\xi, \tau) d \xi d \tau+\int_{0}^{\pi} K(\xi, x, t) f(\xi) d \xi .
\end{aligned}
$$

## Example 2.2 : ( Using Finite Fourier transformation)

$$
\begin{array}{ll}
u_{t}-u_{x x}=t \sin ^{3} x, & 0<x<\pi, t>0 \\
u(0, t)=u(\pi, t)=0,4 m m & t>0 \\
u(x, 0)=0 . & 0<x<\pi
\end{array}
$$

We can find that

$$
\begin{aligned}
B_{n}(\tau) & =\frac{2}{\pi} \int_{0}^{\pi} t \sin ^{3} x \sin n x d x=\frac{2 t}{\pi} \int_{0}^{\pi} \sin ^{3} x \sin n x d x \\
& =\frac{t}{4 \pi} \int_{0}^{\pi} 3 \cos (n-1) x-3 \cos (n+1) x-\cos (n-3) x+\cos (n+3) x d x \\
& =\left\{\begin{array}{lc}
\frac{3}{4}, & \mathrm{n}=1 \\
-\frac{1}{4} t, & n=3 \\
0, & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Then the solution is

$$
\begin{aligned}
u(x, t) & =\sum_{n=1}^{\infty}\left[\int_{0}^{t} e^{-n^{2}(t-\tau)} B_{n}(\tau) d \tau\right] \sin (n x) \\
& =\int_{0}^{t} \frac{3}{4} \tau e^{-(t-\tau)} \sin x d \tau-\int_{0}^{t} \frac{1}{4} \tau e^{-9(t-\tau)} \sin 3 x d \tau \\
& =\frac{3}{4} e^{-t} \sin x \int_{0}^{t} \tau e^{\tau} d \tau-\frac{1}{4} e^{-9 t} \sin 3 x \int_{0}^{t} \tau e^{9 \tau} d \tau \\
& =\frac{3}{4}\left(t-1+e^{-t}\right) \sin x-\frac{1}{36}\left(t-\frac{1}{9}+\frac{1}{9} e^{-9 t}\right) \sin 3 x .
\end{aligned}
$$

### 2.3 Fourier transforms

First let us begin with functions of one variable. The Fourier transform of a function $f(x), x \in R$, is defined by the equation

$$
F[f](w)=\bar{f}(w)=\int_{-\infty}^{\infty} f(x) e^{i w x} d x
$$

If f is absolutely integrable, ie. $\int_{-\infty}^{\infty} \mid f(x) d x<\infty$, then $f_{\text {en }}$ can be shown to exist. Nice property of the Fourier transform is the simple form of the inversion formula, or inverse transform. It is

$$
F^{-1}[\hat{f}](x) \equiv f(x)=\frac{1}{2 \pi} \lim _{L \rightarrow \infty} \int_{-L}^{L} \hat{f}(w) e^{-i w x} d w
$$

It dictates how to get back from the transform domain. Besides, we have some operational formulas for Fourier transform:

1. $F\left[f^{\prime}\right](w)=-i w F[f](w)$
2. $F[i x f(x)](w)=\frac{d}{d w} F[f](w)$
3. $F[f(a x-b)](w)=\frac{1}{|a|} e^{i \frac{b}{a}} \hat{f}\left(\frac{w}{a}\right)$
4. $F\left[e^{i c x} f(x)\right](w)=\bar{f}(w+c)$
5. $F[\cos c x f(x)](w)=\frac{1}{2}[\hat{f}(w+c)+\hat{f}(w-c)$
$F[\sin c x f(x)](w)=\frac{1}{2 i}[\hat{f}(w+c)-\hat{f}(w-c)$
The convolution theorem for Fourier transform
If $f(x)$ and $g(x)$ are both absolutely integrable and square integrable, then

$$
F[f * g(x)](w)=\hat{f}(w) \hat{g}(w) .
$$

Proof:

$$
\begin{aligned}
F[f * g(x)](w) & =F\left[\int_{-\infty}^{\infty} f(x-y) g(y) d y\right]=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} f(x-y) g(y) d y\right] e^{i w x} d x \\
& =\int_{-\infty}^{\infty} g(y) e^{i w y}\left[\int_{-\infty}^{\infty} f(x-y) e^{i w(x-y)} d x\right] d y=\hat{f}(w) \int_{-\infty}^{\infty} g(y) e^{i w y} d y \\
& =\hat{f}(w) \hat{g}(w) .
\end{aligned}
$$

Some Fourier transforms can be calculated directly; many require complex contour integration. In the following example we try to solve the infinite-slab heat conduction problem.

$$
\begin{aligned}
& \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=0, \\
& u(x, 0)=f(x) \text {, } \\
& u(x, t) \text { bounded. }
\end{aligned}
$$

We suppose that $f(x)$ is absolutely integrable. We make the hypothesis that $u, \frac{\partial u}{\partial t}$, $\frac{\partial u}{\partial x}$, and $\frac{\partial^{2} u}{\partial x^{2}}$ are continuous in x and t , and absolutely integrable in x , uniformly in t . Then $u$ and $\frac{\partial u}{\partial t}$ approach zero as $x \rightarrow \infty$.

If our hypotheses are valid, $u$ has a Fourier transform, for fixed t ,

$$
\widehat{u}(w, t)=\int_{-\infty}^{\infty} u(x, t) e^{i v x} d x,
$$

and

$$
\begin{aligned}
& F\left[u_{t}\right](w, t)=\int_{-\infty}^{\infty} u_{t}(x, t) e^{i w x} d x=\frac{d}{d t} \widehat{u}(w, t), \\
& F\left[u_{x x}\right](w, t)=\int_{-\infty}^{\infty} u_{x x}(x, t) e^{i w x} d x=-w^{2} \widehat{u}(w, t) .
\end{aligned}
$$

Taking Fourier transforms with respect to x in the problem, we obtain the initial value problem

$$
\begin{array}{ll}
\frac{d \hat{u}}{d t}+w^{2} \widehat{u}=0 & -\infty<w<\infty, t>0 \\
\hat{u}(w, 0)=\hat{f}(w) &
\end{array}
$$

Then we solve the ordinary differential problem

$$
\begin{gathered}
\frac{1}{\widehat{u}} d \hat{u}=-w^{2} d t, \\
\int_{0}^{t} \frac{1}{\widehat{u}} d \hat{u}=\int_{0}^{t}-w^{2} d \tau, \\
\ln \hat{u}(w, t)-\ln \hat{u}(w, 0)=-w^{2} t, \\
\hat{u}(w, t)=\hat{u}(w, 0) e^{-w^{2} t}=\hat{f}(w) e^{-w^{2} t}, \\
\\
\hat{u}(w, t)=f(w) e^{-w^{2} t} .
\end{gathered}
$$

whose solution is

Then the solution formula is

$$
\begin{equation*}
u(x, t)=\frac{1}{2 \pi} \lim _{L \rightarrow \infty} \int_{-L}^{L} e^{-i w x} \bar{f}(w) e^{-w^{2} t} d w . \tag{2.11}
\end{equation*}
$$

Example 2.3 : (Using Fourier transformation to solve the infinite-slab heat conduction problem)

$$
\begin{array}{ll}
u_{t}-u_{x x}=0, & -\infty<\mathrm{x}<\infty, \mathrm{t}>0 \\
u(x, 0)=e^{-x^{2}}, & \\
u(x, t) \text { bounded. }
\end{array}
$$

In this problem $f(x)=e^{-x^{2}}$, we can find

$$
\hat{f}(w)=\int_{-\infty}^{\infty} e^{-x^{2}} e^{i w x} d x=\sqrt{\pi} e^{-\frac{w^{2}}{4}}
$$

Then the solution is

$$
\begin{aligned}
u(x, t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \sqrt{\pi} e^{-\frac{w^{2}}{4}} e^{-w^{2} t} e^{i w x} d w \\
& =(1+4 t)^{-\frac{1}{2}} e^{\frac{-x^{2}}{1+4 t}}
\end{aligned}
$$

### 2.4 Sine and Cosine transforms

If $f(x)$ is given for $0<x<\infty$, its sine transform is defined as

$$
F_{s}(f) \equiv \int_{0}^{\infty} f(x) \sin w x d x
$$

If we extend $f(x)$ to $-\infty<x<\infty$ as an odd function, ie. $f(-x)=-f(x)$, we have

$$
\begin{aligned}
\hat{f}(w) & =\lim _{L \rightarrow \infty} \int_{-L}^{L} f(x) e^{L} d x=\lim _{L \rightarrow \infty} \int_{-L}^{L} f(x)(\cos w x+i \sin w x) d x \\
& =\lim _{L \rightarrow \infty} \int_{-L}^{L} f(x) \sin w x d x \\
& =2 i \lim _{L \rightarrow \infty} \int_{0}^{L} f(x) \sin w x d x .
\end{aligned}
$$

Hence, the inverse theorem becomes

$$
f(x)=\frac{1}{2 \pi} \lim _{L \rightarrow \infty} \int_{-L}^{L} e^{-i w x} 2 i F_{s}[f] d w .
$$

The sine transform is clearly an odd function of w. Hence the integral on the right becomes
$4 \int_{0}^{L} \sin w x F_{s}[f] d w$. Thus the inversion theorem is

$$
f(x)=\frac{2}{\pi} \int_{0}^{\infty} \sin w x F_{s}[f] d w,
$$

or

$$
f(x)=\frac{2}{\pi} F_{s}\left[F_{s}[f](w)\right](x),
$$

for a function $f(x)$ defined for $0<x<\infty$.
Similarly, we can define the cosine transform

$$
F_{c}[f] \equiv \int_{0}^{\infty} f(x) \cos w x d x
$$

for a function $f(x)$ defined for $0<x<\infty$.
If we extend $f(x)$ to $-\infty<x<\infty$ as an even function, ie. $f(-x)=f(x)$, we have

$$
\hat{f}(w)=2 F_{c}[f] .
$$

The function $F_{c}[f]$ is even in w. Hence the inversion theorem becomes
or

$$
f(x)=\frac{2}{\pi} \int_{0}^{\infty} \cos w x F_{c}[f] d w,
$$


for a function $f(x)$ defined for $0<x<\infty$
Sine and cosine transform are often useful in treating problems with boundary conditions only at $x=0$. And we can note that

$$
\begin{aligned}
& F_{s}\left[f^{\prime \prime}\right]=f(0) w-w^{2} F_{s}[f], \\
& F_{c}\left[f^{\prime \prime}\right]=-f^{\prime}(0)-w^{2} F_{c}[f],
\end{aligned}
$$

provided $f(x)$ and $f^{\prime}(x) \rightarrow 0$ as $x \rightarrow \infty$. Thus sine transform is particularly useful when $f(0)$ is given, while the cosine transform is useful when $f^{\prime}(0)$ is known.

Example 2.4 : (Using sine or cosine transformation to solve the heat conduction problem in a half-infinite slab)

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=0, \quad 0<x<\infty, t>0 \\
& u(0, t)=0  \tag{2.12}\\
& u(x, 0)=f(x), \\
& u(x, t) \text { bounded. }
\end{align*}
$$

We suppose that $f(x)$ is absolutely integrable, and that $u, \frac{\partial u}{\partial t}, \frac{\partial u}{\partial x}$, and $\frac{\partial^{2} u}{\partial x^{2}}$ are continuous and absolutely integrable in x for each fixed t . we have

$$
F_{s}[u](w, t)=\int_{0}^{\infty} u(x, t) \sin w x d x,
$$

and

$$
\begin{aligned}
& F_{s}\left[u_{t}\right](w, t)=\int_{0}^{\infty} u_{t}(x, t) \sin w x d x=\frac{d}{d t} F_{s}[u](w, t), \\
& F_{s}\left[u_{x x}\right](w, t)=\int_{0}^{\infty} u_{x x}(x, t) \sin w x d x=u(0, t) w-w^{2} F_{s}[u](w)=-w^{2} F_{s}[u](w, t) .
\end{aligned}
$$

Taking the sine transform with respect to $x$ in the problem, and putting $U(w, t)=F_{s}[u]$, we find

$$
\begin{aligned}
& \frac{d U}{d t}+w^{2} U=0, \quad 0<w<\infty, \mathrm{t}>0 \\
& U(w, 0)=F_{s}[f] .
\end{aligned}
$$

Thus

$$
U(w, t)=F_{s}[f] e^{-w^{2} t},
$$

and

$$
\begin{equation*}
u(x, t)=\frac{2}{\pi} \lim _{L \rightarrow \infty} \int_{0}^{L} F_{s}[f](w) e^{-w^{2} t} \sin w x d w . \tag{2.13}
\end{equation*}
$$

The problem coincides with the solution of the heat conduction in an infinite slab, provided we extend $f(x)$ to $-\infty<x<\infty$ as an odd function. The corresponding solution $u(x, t)$ of the problem (2.12) is then also odd at $\mathrm{x}=0$, and hence $u(0, t)=0$

### 2.5 Laplace transforms

We consider a function $f(x)$ which vanishes for negative values of x :

$$
f(x)=0 \quad \text { for } x<0 \text {. }
$$

Then if $e^{-s_{1} x} f(x)$ is absolutely integrable, so is $e^{-s x} f(x)$ for $s \geq s_{1}$. It follows that the Fourier transform $\hat{f}(\xi)$ is analytic in a half-plane $\ln \xi>s_{1}$.

We define the Laplace transform

$$
L[f](s) \equiv \int_{0}^{\infty} e^{-s x} f(x) d x
$$

or

$$
L[f](s) \equiv F[f](i s) .
$$

By integration by parts we find that

$$
\begin{aligned}
& L\left[f^{\prime}\right]=\int_{0}^{\infty} e^{-s x} f^{\prime}(x) d x=s L[f]-f(0), \\
& L\left[f^{\prime}\right]=s^{2} L[f]-s f(0)-f^{\prime}(0) .
\end{aligned}
$$

The convolution theorem

$$
L[f * g]=L[f] \cdot L[g]
$$

follows from that for the Fourier transform.
By inversion theorem for the Fourier transform, we can find that the inverse formula for the Laplace transform is

$$
f(x)=\frac{1}{2 \pi i} \lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} L[f](\sigma) e^{\sigma x} d \sigma
$$

where $s>s_{1}$ so that $L[f](\sigma)$ is analytic for $\operatorname{Re} \sigma \geq s_{1}$, and the path is vertical.
We consider the problem of heat conduction in an infinite slab, as mentioned in Section 2.3.
In Section 2.3 we use Fourier transform to solve it.

$$
\begin{aligned}
& \frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial x^{2}}=0 \quad-\infty<x<\infty, t>0 \\
& u(x, 0)=f(x) \\
& u(x, t) \text { bounded }
\end{aligned}
$$

Taking the Laplace transform with respect to $t$ in the problem
Let

$$
U(x, s)=\int_{0}^{\infty} e^{-t s} u(x, t) d t .
$$

Then

$$
\int_{0}^{\infty} e^{-t s} u_{t}(x, t) d t=s U(x, s)-f(x) .
$$

We suppose that $\frac{\partial u}{\partial x}$, and $\frac{\partial^{2} u}{\partial x^{2}}$ are bounded and continuous, so that we obtain

Thus, this gives

$$
\begin{align*}
& \int_{0}^{\infty} e^{-t s} u_{x x}(x, t) d t=\frac{\partial}{\partial x^{2}} U(x, s) .  \tag{2.14}\\
& c-\frac{\partial^{2} U(x, s)}{\partial x^{2}}=0, \quad-\infty<x<\infty, s>0
\end{align*}
$$

For each fixed s this is an ordinary differential equation for $U(x, s)$ considered as a function of $x$. We now solve the equation (2.14) by means of the Fourier transform.

Let

$$
\widehat{U}(w, s)=\int_{-\infty}^{\infty} U(x, s) e^{i w x} d x
$$

and

$$
F\left[U_{x x}\right](w, s)=\int_{-\infty}^{\infty} U_{x x}(x, s) e^{i n x} d x=-w^{2} \widehat{U}(w, s) .
$$

Thus we have

$$
\begin{equation*}
s \hat{U}(w, s)-\hat{f}(w)+w^{2} \hat{U}(w, s)=0, \quad-\infty<w<\infty, s>0 \tag{2.15}
\end{equation*}
$$

The solution of the problem (2.15) is

$$
\hat{U}(w, s)=\frac{\hat{f}(w)}{s+w^{2}}=\hat{f}(w) \cdot \frac{1}{(\sqrt{s})^{2}+w^{2}} .
$$

By the convolution theorem for the Fourier transform and

$$
F^{-1}\left[\frac{1}{(\sqrt{s})^{2}+w^{2}}\right](x, s)=\frac{1}{2 \sqrt{s}} e^{-\sqrt{s}|x|},
$$

the solution of the problem (2.14) is given by

$$
U(x, s)=\frac{1}{2 \sqrt{s}} \int_{-\infty}^{\infty} e^{-\sqrt{s}|x-y|} f(y) d y .
$$

The inverse Laplace transform of $\mathrm{U}(\mathrm{x}, \mathrm{s})$ is

$$
\begin{align*}
u(x, t) & =\frac{1}{2 \pi i} \lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L}\left(\frac{1}{2 \sqrt{\sigma}} \int_{-\infty}^{\infty} e^{-\sqrt{\sigma}|x-y|} f(y) d y\right) e^{\sigma t} d \sigma  \tag{2.16}\\
& =\frac{1}{2} \int_{-\infty}^{\infty}\left(\frac{1}{2 \pi i} \lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} \sqrt{\frac{s}{\sigma}} e^{-\sqrt{\sigma}|x-y|} e^{\sigma t} d \sigma\right) f(y) d y .
\end{align*}
$$

Therefore, to find $u(x, t)$, we need the inyerse Laplace transform of $\frac{1}{\sqrt{s}} e^{-\sqrt{s}|x-y|}$. The function

$$
g(\sigma)=\frac{1}{\sqrt{\sigma}} e^{-\sqrt{\sigma}|x-y|},
$$

is multiple-valued, and we want to choose a particular branch cut of it. We choose that branch cut of $\frac{1}{\sqrt{\sigma}}$ along the negative real axis: $-\pi \leq \arg \sigma<\pi$

Now we want to solve

$$
L^{-1}\left[\frac{e^{-\sqrt{s}|x-y|}}{\sqrt{s}}\right]=\frac{1}{2 \pi i} \lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} e^{\sigma} g(\sigma) d \sigma, \quad s>0
$$

We apply Cauchy's theorem to the integral of $e^{\sigma} g(\sigma)$ over the contour C , as shown in Figure (2.1)


Figure 2.1 Contour C

Since $g(\sigma)$ is analytic inside this contour,

$$
\oint_{C} e^{\sigma} g(\sigma)=\int_{s-i L}^{s+i L} e^{\sigma} g(\sigma) d \sigma+\sum_{n=2}^{6} \int_{C_{n}} e^{\sigma} g(\sigma) d \sigma=0 \text {. }
$$

We let $L \rightarrow \infty$ and $\varepsilon \rightarrow 0$, we can find that

## Contour $\mathrm{C}_{2}$ :

$$
\begin{aligned}
& \sigma=s+L e^{i \theta}, \theta \text { from } \frac{\pi}{2} \text { to } \pi, d \sigma=L i e^{i \theta} d \theta . \\
& \int_{C_{2}} e^{\sigma \pi} g(\sigma) d \sigma=\int_{\frac{\pi}{2}}^{\pi} e^{\left(s+L e^{i \theta}\right) t} g\left(s+L e^{i \theta}\right) L \cdot i \cdot e^{i \theta} d \theta
\end{aligned}
$$

Since

$$
\left|g\left(s+L e^{i \theta}\right)\right|=\left|\frac{1}{\sqrt{s+L e^{i \theta}}}\right|=\frac{1}{\left|\sqrt{s+L e^{i \theta}}\right|}=\frac{1}{\left|s+L e^{i \theta}\right|^{1 / 2}} \leq \frac{1}{\sqrt{s-L}}
$$

approach zero as $L \rightarrow \infty$. By Jordan's lemma the integrals over this contour $\mathrm{C}_{2}$ approach zero.

Similarly to contour $\mathrm{C}_{6}, \sigma=s+L e^{i \theta}, \theta$ from $\pi$ to $\frac{3 \pi}{2}, d \sigma=L i e^{i \theta} d \theta$, the integrals over the contour $\mathrm{C}_{6}$ approach zero.

## Contour $\mathrm{C}_{4}$ :

$$
\begin{aligned}
& \sigma=\varepsilon e^{i \theta}, \theta \text { from }-\pi \text { to } \pi, d \sigma=\varepsilon i e^{i \theta} d \theta \\
& \int_{C_{4}} e^{\sigma t} g(\sigma) d \sigma=\int_{-\pi}^{\pi} e^{\varepsilon e^{i \theta} t} g\left(\varepsilon e^{i \theta}\right) \varepsilon \cdot i \cdot e^{i \theta} d \theta
\end{aligned}
$$

Since

$$
\left|g\left(\varepsilon e^{i \theta}\right)\right|=\left|\frac{1}{\sqrt{\varepsilon e^{i \theta}}}\right|=\frac{1}{\left|\sqrt{\varepsilon e^{i \theta}}\right|}=\frac{1}{\left|\varepsilon e^{i \theta}\right|^{1 / 2}} \leq \frac{1}{\sqrt{\varepsilon}},
$$

and
thus

$$
\begin{gathered}
\left|e^{\varepsilon e^{i \theta} t}\right|=\left|e^{\varepsilon(\cos \theta+i \sin \theta) t}\right|=\left|e^{\varepsilon \cos \theta \cdot t} \cdot e^{i \varepsilon \sin \theta \cdot t}\right|=\left|e^{\varepsilon \cdot \cos \theta}\right| \leq e^{\varepsilon t}, \\
\\
\left|\int_{C_{4}} e^{\sigma} g(\sigma) d \sigma\right| \leq 2 \pi \varepsilon e^{\sigma} \varepsilon \cdot \frac{1 / 2}{}=2 \pi e^{\sigma t} \varepsilon^{1 / 2}
\end{gathered}
$$

approach zero as $\varepsilon \rightarrow 0$

Contour $\mathrm{C}_{3}$ and $\mathrm{C}_{5}$ :
Recall

$$
g(\sigma)=\frac{1}{\sqrt{\sigma}} e^{-\sqrt{\sigma}|x-y|}=|\sigma|^{1 / 2} e^{-i \frac{\arg \sigma}{2}} \cdot e^{-|x-y||\sigma|^{1 / 2} e^{\frac{\arg \sigma}{2}}} .
$$

Then putting $\sigma=-\mu^{2}$, we have

$$
\begin{array}{ll}
g(\sigma)=\frac{1}{i \mu} e^{-i \mu|x-y|}, & \text { for } \arg \sigma=\pi \\
g(\sigma)=\frac{1}{-i \mu} e^{i \mu|x-y|}, & \text { for } \arg \sigma=-\pi
\end{array}
$$

$$
\begin{aligned}
\int_{C_{3}} e^{\sigma} g(\sigma) d \sigma+\int_{C_{5}} e^{\sigma} g(\sigma) d \sigma & =\int_{\infty}^{0} \frac{e^{-\mu^{2} t-i \mu|x-y|}}{i \mu}(-2 \mu d \mu)+\int_{0}^{\infty} \frac{e^{-\mu^{2} t+i \mu|x-y|}}{-i \mu}(-2 \mu) d \mu \\
& =\frac{4}{i} \int_{0}^{\infty} e^{-\mu^{2} t} \cos \mu(x-y) d \mu
\end{aligned}
$$

Thus we find

$$
\lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} e^{\sigma} g(\sigma) d \sigma=\frac{-4}{i} \int_{0}^{\infty} e^{-\mu^{2} t} \cos \mu(x-y) d \mu .
$$

Hence by the inversion formula

$$
L^{-1}\left[\frac{e^{-\sqrt{s}|x-y|}}{\sqrt{s}}\right]=\frac{2}{\pi} \int_{0}^{\infty} e^{-\mu^{2} t} \cos \mu(x-y) d \mu .
$$

Recalling the Fourier transform of $e^{-a x^{2}}$ is $\sqrt{\frac{\pi}{a}} e^{-w^{2} / 4 a}$, we see that

$$
\begin{aligned}
\frac{2}{\pi} \int_{0}^{\infty} e^{-\mu^{2} t} \cos \mu(x-y) d \mu & =\frac{1}{\pi} \int_{-\infty}^{\infty} e^{-\mu^{2} t} \cos \mu(x-y) d \mu \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} e^{-\mu^{2} t+i \mu|x-y|} d \mu=\frac{1}{\pi} \sqrt{\frac{\pi}{t}} e^{-(x-y)^{2} / 4 t} \\
& =\frac{1}{\sqrt{\pi t}} e^{-(x-y)^{2} / 4 t} .
\end{aligned}
$$

We return to (2.16), we find the solution formula

$$
\begin{equation*}
u(x, t)=\frac{1}{2 \sqrt{\pi t}} \int_{-\infty}^{\infty} e^{-(x-y)^{2} / 4 t} f(y) d y \tag{2.17}
\end{equation*}
$$

### 2.6 Finite Difference method

Suppose that $u=u(x, t)$ is a function of two independent variables. The first partial derivatives of $u$ are defined as limits of difference quotients.

$$
u_{x}=\frac{\partial u}{\partial x}(x, t)=\lim _{h \rightarrow 0} \frac{u(x+h, t)-u(x, t)}{h},
$$

and

$$
u_{t}=\frac{\partial u}{\partial t}(x, t)=\lim _{k \rightarrow 0} \frac{u(x, t+k)-u(x, t)}{k} .
$$

We can use the respective difference quotients to approximate these partial derivatives,

$$
\begin{align*}
& u_{x}(x, t) \cong \frac{u(x+h, t)-u(x, t)}{h},  \tag{2.18}\\
& u_{t}(x, t) \cong \frac{u(x, t+k)-u(x, t)}{k} . \tag{2.19}
\end{align*}
$$

To analyze the truncation errors (TE) associated with the approximation (2.18) and (2.19), we require Taylor's theorem in two variables.

Assume that $u$ is twice continuously differentiable and that h is positive. From Taylor's theorem, we have

$$
u(x+h, t)=u(x, t)+u_{x}(x, t) h+u_{x x}(\xi, t) \frac{h^{2}}{2} \quad x<\xi<x+h
$$

which can be rearranged to read

$$
\begin{equation*}
u_{x}(x, t)=\frac{u(x+h, t)-u(x, t)}{h}-\frac{h}{2} u_{x x}(\xi, t) . \tag{2.20}
\end{equation*}
$$

In (2.20) we find the partial derivative $\hat{u}_{x}(x, t)$ expressed as a difference quotient, plus a truncation error, $-\frac{h}{2} u_{x x}(\xi, t)$. If $u$ is twice continuously differentiable, so that $u_{x x}(x, t)$ is bounded on the interval $[x, x+h]$, then the truncation error can be made small by choosing h small.

We also require finite-difference formulas for the higher order derivatives of $u$. To obtain a difference formula for $u_{x x}$, we use Taylor's theorem to write

$$
\begin{equation*}
u(x+h, t)=u(x, t)+u_{x}(x, t) h+\frac{\partial^{2} u}{\partial x^{2}}(x, t) \frac{h^{2}}{2}+\frac{\partial^{3} u}{\partial x^{3}}(x, t) \frac{h^{3}}{6}+\frac{\partial^{4} u}{\partial x^{4}}(\xi, t) \frac{h^{4}}{24} . \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x-h, t)=u(x, t)-u_{x}(x, t) h+\frac{\partial^{2} u}{\partial x^{2}}(x, t) \frac{h^{2}}{2}-\frac{\partial^{3} u}{\partial x^{3}}(x, t) \frac{h^{3}}{6}+\frac{\partial^{4} u}{\partial x^{4}}(\xi, t) \frac{h^{4}}{24} . \tag{2.22}
\end{equation*}
$$

where $x<\xi_{1}<x+h$ and $x-h<\xi_{2}<x$. Adding equations (2.21) and (2.22) and then solving for $u_{x x}$ gives a centered difference formula for $u_{x x}(x, t)$ :

$$
\begin{align*}
u_{x x}(x, t) & =\frac{u(x-h, t)-2 u(x, t)+u(x+h, t)}{h^{2}}+T E,  \tag{2.23}\\
T E & =-\frac{h^{2}}{24}\left[\frac{\partial^{4} u}{\partial x^{4}}\left(\xi_{1}, t\right)+\frac{\partial^{4} u}{\partial x^{4}}\left(\xi_{2}, t\right)\right]=-\frac{h^{2}}{12} \frac{\partial^{4} u}{\partial x^{4}}(\xi, t), \quad x-h<\xi<x+h .
\end{align*}
$$

where TE be simplified by the intermediate-value theorem.
Example 2.5 : (Use Finite Difference method)

$$
\begin{aligned}
& u_{t}-u_{x x}+(\sin x t) u=0, \quad \text { for } 0<x<1, t>0 \\
& u(0, t)=u(1, t)=0 \\
& u(x, 0)=f(x) .
\end{aligned}
$$

Let $h=\frac{1}{N}$ for some integer N. Denote $x=0, h, 2 h, \cdots, N h=1$ and $t=0, k, 2 k, \cdots$. From (2.20) and (2.23),

$$
\begin{align*}
\Lambda_{h}[u] & \equiv \frac{u(x, t+k)-u(x, t)}{k}-\frac{u(x+h, t)-2 u(x, t)+u(x-h, t)}{h^{2}}+(\sin x t) u(x, t) \\
& =\frac{k}{2} u_{t t}\left(x, t+\theta_{1} k\right)-\frac{h^{2}}{12} u_{x x x}\left(x+\theta_{2} h, t\right), \tag{2.24}
\end{align*}
$$

where $0<\theta_{1}<1$ and $-1<\theta_{2}<1$. The right hand side is certainly small if $h$ and $k$ are small.
Let $v(n h, m k)$ be a function defined only at these points $x=n h, t=m k$. Let it satisfy the equation
at those points where $0<n h<1$.


We replace the boundary conditions and the initial conditions by

$$
\begin{aligned}
& v(0, m k)=v(1, m k)=0, \\
& v(n h, 0)=f(n h) .
\end{aligned}
$$

We can solve the difference equation (2.25) for $v(n h, m k)$ in terms of the values of $v$ at the time $m k$,

$$
\begin{align*}
v(n h, m k)= & \frac{k}{h^{2}}[v((n+1) h, m k)+v((n-1) h, m k)]  \tag{2.26}\\
& +\left[1-\frac{2 k}{h^{2}}-k \sin n h m k\right] v(n h, m k) .
\end{align*}
$$

Thus we can compute $v(n h, k)$ by the given initial values, $v$ at time $2 k$ in terms of its values at $k$, and so on. It gives $v(n h, m k)$ for any $n$ and $m$.

We hope that $v(n h, m k)$ is a good approximation to $u(n h, m k)$. Define the error $w$ be

$$
w(n h, m k)=u(n h, m k)-v(n h, m k) .
$$

By (2.24) and (2.25),

$$
\Lambda_{h}[w]=\frac{k}{2} u_{t t}\left(n h, m k+\theta_{1} k\right)-\frac{h^{2}}{12} u_{x x x}\left(n h+\theta_{2} h, m k\right)
$$

If the constants A and B are bounds for $\frac{1}{12}\left|u_{x x x}\right|$ and $\frac{1}{2}\left|u_{t t}\right|$, respectively. We see that

$$
\begin{equation*}
\left|\Lambda_{h}[w]\right| \leq A h^{2}+B k, \tag{2.27}
\end{equation*}
$$

and we have

$$
\begin{aligned}
& w(0, m k)=w(1, m k)=0, \\
& w(n h, 0)=0 .
\end{aligned}
$$

The inequality (2.27) can be written

$$
\begin{array}{r}
\left\lvert\, w(n h,(m+1) k)-\left\{\left.\frac{k}{h^{2}}\left[w((n+1) h, m k)+w((n-1) h, m k)+\left[1-\frac{2 k}{h^{2}}-k \sin n h m k\right] w(n h, m k)\right\} \right\rvert\,\right.\right. \\
\leq\left(A h^{2}+B k\right) k .
\end{array}
$$

or each time $t=m k$ we define

We suppose that

$$
M_{m}=\max _{0<n<N}|w(n h, m k)| .
$$

$$
\begin{equation*}
=1 . k \leq \frac{h^{2}}{2+h^{2}}, \tag{2.28}
\end{equation*}
$$

so that the coefficient of $v(n h, m k)$ in (2.26) is nonnegative. The inequality becomes

$$
\begin{aligned}
|w(n h,(m+1) k)| & \leq \frac{2 k}{h^{2}} M_{m}+\left[1-\frac{2 k}{h^{2}}-k \sin n h m k\right] M_{m}+\left(A h^{2}+B k\right) k \\
& =[1-k \sin n h m k] M_{m}+\left(A h^{2}+B k\right) k .
\end{aligned}
$$

Therefore

$$
M_{m+1} \leq(1+k) M_{m}+\left(A h^{2}+B k\right) k
$$

We multiply the inequality by $(1+k)^{-(m+1)}$ and transpose:

$$
(1+k)^{-(m+1)} M_{m+1}-(1+k)^{-m} M_{m} \leq\left(A h^{2}+B k\right) k(1+k)^{-(m+1)} .
$$

We sum both from $m=0$ to $\frac{T}{k}-1$ (we suppose $\frac{T}{k}$ is an integer.)

$$
(1+k)^{-T / k} M_{T / k}-M_{0} \leq\left(A h^{2}+B k\right) k \frac{(1+k)^{-1}-(1+k)^{-T / k^{-1}}}{1-(1+k)^{-1}} .
$$

Since $w(n h, 0)=0$, we see that $M_{0}=0$. Hence

$$
|w(n h, T)| \leq\left(A h^{2}+B k\right)\left[(1+k)^{T / k}-1\right] \leq e^{T}\left(A h^{2}+B k\right) .
$$

Thus for a fixed $\mathrm{T}|u(n h, T)-V(n h, T)| \rightarrow 0$ uniformly in x as $h \rightarrow 0$ and $k \rightarrow 0$, provided that the inequality (2.28) is satisfied. The inequality of the type (2.28) is called a stability condition for the problem.

## Example 2.6 : (Use Finite Difference method)

$$
\begin{array}{ll}
u_{t}-u_{x x}=0, & 0<x<1, t>0 \\
u(0, t)=u(1, t)=0, & t>0 \\
u(x, 0)=100 \sin \pi x . & 0<x<1
\end{array}
$$

Using separation of variables as in Section 2.1, the exact solution is

$$
u(x, t)=100^{-\pi^{2} t} \sin \pi x .
$$

By equation (2.20) and (2.23)

$$
u_{t}-u_{x x} \cong \frac{u(x, t+k)-u(x, t)}{k}=\frac{u(x-h, t)-2 u(x, t)+u(x+h, t)}{h^{2}}=0 .
$$

Let $h=\frac{1}{N}$ for some integer N . Denote $x=0, h, 2 h, \cdots, N h=1$ and $t=0, k, 2 k, \cdots$.
Then we have that

$$
u(n h,(m+1) k)=\frac{k}{h^{2}}[u((n+1) h, m k)+u((n-1) h, m k)]+\left[1-\frac{2 k}{h^{2}}\right] u(n h, m k) .
$$

In this problem we must suppose that

$$
1-\frac{2 k}{h^{2}} \geq 0 .
$$

Let $r=\frac{k}{h^{2}}$. In general the solution is stable if and only if $r \leq \frac{1}{2}$.
(1) $r=\frac{1}{2}$ Choosing $k=0.005, h=0.1, N=10$ gives the numerical solution shown in

Table 2.1.

| $\mathrm{T}=0.5$ | Numerical | Exact |
| :---: | :---: | :---: |
| $\mathrm{x}=0.0$ | 0.000000 | 0.000000 |
| $\mathrm{x}=0.1$ | 0.204463 | 0.222241 |
| $\mathrm{x}=0.2$ | 0.388912 | 0.422728 |
| $\mathrm{x}=0.3$ | 0.535291 | 0.581836 |
| $\mathrm{x}=0.4$ | 0.629273 | 0.683989 |
| $\mathrm{x}=0.5$ | 0.661656 | 0.719188 |
| $\mathrm{x}=0.6$ | 0.629273 | 0.683989 |
| $\mathrm{x}=0.7$ | 0.535291 | 0.581836 |
| $\mathrm{x}=0.8$ | 0.388912 | 0.4227528 |
| $\mathrm{x}=0.9$ | 0.204463 | 0.222241 |
| $\mathrm{x}=1.0$ | 0.000000 | 0.000000 |
| Ta |  |  |

Table 2.1 Comparison of the numerical solution and exact solution $\mathrm{k}=0.005, \mathrm{~h}=0.1$
(2) $r=\frac{1}{6}$ Choosing $k=0.001667, h=0.1, N=10$ gives the numerical solution shown in

Table 2.2.

| $\mathrm{T}=0.5$ | Numerical | Exact |
| :---: | :---: | :---: |
| $\mathrm{x}=0.0$ | 0.000000 | 0.000000 |
| $\mathrm{x}=0.1$ | 0.222040 | 0.222241 |
| $\mathrm{x}=0.2$ | 0.422346 | 0.422728 |
| $\mathrm{x}=0.3$ | 0.581309 | 0.581836 |
| $\mathrm{x}=0.4$ | 0.683370 | 0.683989 |
| $\mathrm{x}=0.5$ | 0.718538 | 0.719188 |
| $\mathrm{x}=0.6$ | 0.682270 | 0.683989 |
| $\mathrm{x}=0.7$ | 0.581309 | 0.581836 |
| $\mathrm{x}=0.8$ | 0.422346 | 0.4227528 |
| $\mathrm{x}=0.9$ | 0.222040 | 0.222241 |
| $\mathrm{x}=1.0$ | 0.000000 | 0.000000 |

Table 2.1 Comparison of the numerical solution and exact solution $\mathrm{k}=0.001667, \mathrm{~h}=0.1$

## II. Comparison with various solving methods

### 3.1 The limit of Separation of variables

In chapter 2 we introduce the Separation of variables to solve the problem. But in the processes of solving the problem we can find the limit of Separation of variables.

1. The differential operator $L$ must be separable.

Example:

$$
\begin{align*}
& u_{t t}+2 u_{x t}+u_{x x}=0, \quad 0<x<\pi, t>0 \\
& u(0, t)=u(\pi, t)=0,  \tag{3.1}\\
& u(x, 0)=f(x) .
\end{align*}
$$

We can not use the Separation of variables to solve the problem (3.1). Because if

$$
u(x, t)=X(x) T(t) .
$$

We substitute $u$ into the differential equation, and divide $u$, this gives

$$
\begin{equation*}
\frac{T^{\prime \prime}}{T}+2 \frac{X^{\prime} T^{\prime}}{T T}+\frac{X^{\prime \prime}}{X}=0 . \tag{3.2}
\end{equation*}
$$

By (3.2) we can know the equation in (3.1) is not sepsrable.
Then if the differential equation contains $u_{x t}$, then the problem can not be solved by Separation of variables.
2. All boundary conditions must be on lines $x=$ constant. That is, the range of $x$ must be bounded.
3. The linear operators defining the boundary conditions at $x=$ constant must involve no partial derivatives of $u$ with respect to $t$, and their coefficients must be independent of $t$.

### 3.2 Sine- and cosine-transform v.s Fourier transform

In general we use sine- or cosine- transform to solve the half-infinite slab heat conduction problem. But we can also use Fourier transform to solve this problem if we extend $f(x)$ to $-\infty<x<\infty$ as an odd or even function. Recalling the problem (2.12), we extend $f(x)$ to
$-\infty<x<\infty$ as an odd function, then the problem becomes

$$
\begin{align*}
& u_{t}-u_{x x}=0, \quad-\infty<\mathrm{x}<\infty \\
& u(x, 0)=f(x),  \tag{3.3}\\
& f(x) \text { is an odd function. }
\end{align*}
$$

Because $f(x)$ is odd at $\mathrm{x}=0$, we have

$$
\hat{f}(w)=2 i F_{s}[f](w)
$$

By the solution (2.11) and (3.3)

$$
\begin{aligned}
u(x, t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{f}(w) e^{-w^{2} t} e^{i w x} d w \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} i F_{s}[f](w) e^{-w^{2} t}(\cos w x-i \sin w x) d w .
\end{aligned}
$$

Since $F_{s}[f](w)$ and $\sin w x$ are an odd function of w and $\cos w x$ is an even function of w , then

$$
u(x, t)=\frac{2}{\pi} \int_{-\infty}^{\infty} F_{s}[f](w) e^{-w^{2} t} \sin w x d w
$$

is the same as the solution (2.13).

### 3.3 Fourier Transform and Laplace Transform

In chapter 2, we use the Fourier transform and Laplace transform to solve the infinite-slab heat conduction problem and we gain two solutions (2.11) and (2.17). We must identify that tow solutions are the same.

With the Fourier transform

$$
u(x, t)=\frac{1}{2 \pi} \lim _{L \rightarrow \infty} \int_{-L}^{L} e^{-i w x} \bar{f}(w) e^{-w^{2} t} d w
$$

where

$$
\hat{f}(w)=\int_{-\infty}^{\infty} f(x) e^{i w x} d x
$$

Then we have

$$
\begin{aligned}
u(x, t) & =\frac{1}{2 \pi} \lim _{L \rightarrow \infty} \int_{-L}^{L} e^{-i w x} e^{-w^{2} t}\left(\int_{-\infty}^{\infty} f(y) e^{i w y} d y\right) d w \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} f(y)\left[\lim _{L \rightarrow \infty} \int_{-L}^{L} e^{-w^{2} t} e^{i w(y-x)} d w\right] d y .
\end{aligned}
$$

Recalling the Fourier transform of $e^{-a x^{2}}$ is $\sqrt{\frac{\pi}{a}} e^{-w^{2} / 4 a}$.

$$
\begin{aligned}
u(x, t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} f(y) \sqrt{\frac{\pi}{t}} e^{-(x-y)^{2} / 4 t} d y \\
& =\frac{1}{2 \sqrt{\pi}} \int_{-\infty}^{\infty} f(y) e^{-(x-y)^{2} / 4 t} d y,
\end{aligned}
$$

is the same as the solution (2.17)
For Fourier transform we need to integrate the function from $-\infty$ to $\infty$, then we usually take Fourier transform into PDE with respect to x for fixed t because of $x \in R$.

Similar to Laplace transform we need to integrate the function from 0 to $\infty$, then we take Laplace transform into PDE with respect to 1 for fixed x because of $t>0$.

# III. Develop the function $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ to solve linear 

## parabolic PDE

We know that there are some differential equations whose solution space is in the Riemann surface. In this chapter, we want to compute the integrals $\int_{\gamma} \frac{1}{f(z)} d z$, where $\gamma$ is in the Riemann surface of algebraic curve $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$. We will develop an algorithm such that we can compute the integrals $\int_{\gamma} \frac{1}{\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}} d z$ by Mathematica $® 5$.

Before computing integrals, it is necessary to discuss the Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$.

### 4.1. Fundamental introduction

For simplicity, we take $f(z)=\sqrt{z}$ to define a single-value and analytic function on the Riemann surface.

Now we let $z \in C$, and use polar form for z . That is,

$$
\begin{align*}
z & =r e^{i \theta}  \tag{4.1}\\
& =r e^{i(\theta+2 \pi)} . \tag{4.2}
\end{align*}
$$

Then by (4.1)

$$
\sqrt{z}=r^{\frac{1}{2}} e^{i \frac{\theta}{2}},
$$

and by (4.2)

$$
\sqrt{z}=r^{\frac{1}{2}} e^{i\left(\frac{\theta+2 \pi}{2}\right)}=r^{\frac{1}{2}} e^{i\left(\frac{\theta}{2}+\pi\right)}=-r^{\frac{1}{2}} e^{i \frac{\theta}{2}} .
$$

Therefore $f(z)=\sqrt{z}$ is a multi-valued function at each $z \in C$ and is not analytic on $C$.

How to make $f(z)=\sqrt{z}$ to be a single-valued and analytic at every point on $C$ ?
Consider two cuts from 0 to $-\infty$ (i.e.the negative real axis) and
Let

$$
P_{1}=\left\{C \backslash(-\infty, 0] \mid \theta_{1}=\arg z \in\left[-\pi^{+}, \pi^{-}\right)\right\}
$$

and

$$
P_{2}=\left\{C \backslash(-\infty, 0] \mid \theta_{2}=\arg z \in\left[\pi^{+}, 3 \pi^{-}\right)\right\}
$$

as Fig. 4-1 shows.


Fig. 4-1 P1, P2 plane

Define

$$
\begin{aligned}
& f_{1}(z)=\sqrt{z}, \quad z \in P_{1} . \\
& f_{2}(z)=\sqrt{z}, \quad z \in P_{2} .
\end{aligned}
$$

Then
$f_{1}(z)=\sqrt{z}=|z|^{\frac{1}{2}} e^{i \frac{\theta_{1}}{2}}$ is single-valued at each $z \in P_{1}$ and analytic on $P_{1}$,
$f_{2}(z)=\sqrt{z}=|z|^{\frac{1}{2}} e^{i \frac{\theta_{2}}{2}}=|z|^{\frac{1}{2}} e^{i \frac{\theta_{1}+2 \pi}{2}}=|z|^{\frac{1}{2}} e^{i \frac{\theta_{1}}{2}} e^{i \pi}=-|z|^{\frac{1}{2}} e^{i \frac{\theta_{1}}{2}}=-f_{1}(z)$ is also single-valued at each $z \in P_{2}$ and analytic on $P_{2}$.

Let

$$
D_{1}=\{\quad(-\infty, 0] \mid \arg z=\pi\},
$$

as shown in Fig. 4-2.


Fig. 4-2 $D_{1}=\{(-\infty, 0] \mid \arg z=\pi\}$

If $z \in P_{1}$ and $\arg z$ tends to $\pi^{-}$, then $\sqrt{z}=|z|^{\frac{1}{2}} e^{\frac{\arg z}{2}} \approx|z|^{\frac{1}{2}} e^{i \frac{\pi}{2}}=i|z|^{\frac{1}{2}}$,
If $z \in P_{2}$ and $\arg z$ tends to $\pi^{+}$, then $\sqrt{z=\left.|z| z\right|^{\frac{1}{2}} e^{\frac{\arg z}{5^{2}}} \approx|z|^{\frac{1}{2}} e^{i \frac{\pi}{2}}=i|z|^{\frac{1}{2}} \text {, }, \text {, } \sqrt{z} \text { innmer }}$
So $\sqrt{z}$ is continuous cross the cut $(-\infty, 0]$ for $z \in D_{1}$.
We define

$$
f_{3}(z)=\sqrt{z}, \quad z \in D_{1},
$$

then

$$
f_{3}(z)=\sqrt{z}=|z|^{\frac{1}{2}} e^{\frac{\pi}{2}}=i|z|^{\frac{1}{2}} \text { for } z \in D_{1} \text { and analytic on } D_{1} .
$$

Let

$$
D_{2}=\{(-\infty, 0] \mid \arg z=3 \pi\},
$$

as shown in Fig. 4-3.
$\arg z=3 \pi$

$$
-\pi^{+}
$$

$$
\text { Fig. 4-3 } \quad D_{2}=\{(-\infty, 0] \mid \arg z=3 \pi\}
$$

If $z \in P_{2}$ and $\arg z$ tends to $3 \pi^{-}$, then $\sqrt{z}=|z|^{\frac{1}{2}} e^{i \frac{\arg z}{2}} \approx|z|^{\frac{1}{2}} e^{i \frac{3 \pi}{2}}=-i|z|^{\frac{1}{2}}$, If $z \in P_{1}$ and $\arg z$ tends to $-\pi^{+}$, then $\sqrt{z}=|z|^{\frac{1}{2}} e^{i \frac{\arg z}{2}} \approx|z|^{\frac{1}{2}} e^{i\left(-\frac{\pi}{2}\right)}=-i|z|^{\frac{1}{2}}$,

So $\sqrt{z}$ is continuous cross the cut $(-\infty, 0]$ for $z \in D_{2}$.

We define
then

$$
f_{4}(z)=\sqrt{z}, \quad z \in D_{2}
$$

$$
f_{4}(z)=-i|z|^{\frac{1}{2}}=-f_{3}(z) \text { for } z \in D_{2} \text { and analytic on } D_{2}
$$

According the discuss above, we can construct a single-valued function for $\sqrt{z}$.
We have the conclusion as the following:
Let $R_{2}=P_{1} \cup P_{2} \cup(-\infty, 0]$ and a function $F: R_{2} \rightarrow C$, define

$$
F(z)=\left\{\begin{array}{lll}
f_{1}(z) & , \quad z \in P_{1} \\
f_{2}(z) & , \quad z \in P_{2} \\
f_{3}(z), & z \in D_{1} \\
f_{4}(z), & z \in D_{2}
\end{array}\right.
$$

then $F(z)$ is single-valued and analytic at every point $z \in R_{2}$.
Note that $f_{1}(z)=-f_{2}(z)$ and $f_{3}(z)=-f_{4}(z)$.
Moreover, $F(z)$ is defined on a Riemann surface $R_{2}$ which is a generalization of the complex plane to a surface of more than one sheet such that a multi-valued function has only one value corresponding to each point on the surface.
4.2. Riemann surface of the algebraic curve $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ with $z_{j} \in R$

Consider $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)} \quad, z_{j} \in R$ and $z_{1}>z_{2}>z_{3}>\ldots>z_{n}$ with $n$ distance branch points.

### 4.2.1 The cut structure of $f(z)$

Since $f(z)$ is a two-valued function, we need branch cuts to define a single-valued and analytic function. But how can we construct branch cuts?

In this paper we by face the left direction to do cut explained. For convenience, let $n=2$ and $n=3$ to see what is going on?

First we check if there is any cut, for $n=2$ and $z_{2}=1, z_{1}=2$, as shown in Fig. 4-4.


Fig. 4-4 The branch points are $z_{2}=1$ and $z_{1}=2$

Consider $-1 \in(-\infty, 1)$, then we have

$$
\begin{align*}
& \arg (-1-1)=\arg (-2)=\left\{\begin{array}{c}
-\pi \\
\pi
\end{array} .\right. \\
& \arg (-1-2)=\arg (-3)=\left\{\begin{array}{c}
-\pi \\
\pi
\end{array} .\right. \tag{4.3}
\end{align*}
$$

Taking $-\pi: \sqrt{-2} \cdot \sqrt{-3}=|2|^{\frac{1}{2}}|3|^{\frac{1}{2}} e^{i\left(\frac{-2 \pi}{2}\right)}=-|6|^{\frac{1}{2}}$.
Taking $\pi: \sqrt{-2} \cdot \sqrt{-3}=|2|^{\frac{1}{2}}|3|^{\frac{1}{2}} e^{i\left(\frac{2 \pi}{2}\right)}=-|6|^{\frac{1}{2}}$.
Since $(4.3)=(4.4)$, there is no cut in $(-\infty, 1)$

Consider $\frac{3}{2} \in(1,2)$, then we have

$$
\begin{aligned}
& \arg \left(\frac{3}{2}-1\right)=\arg \left(\frac{1}{2}\right)=0, \\
& \arg \left(\frac{3}{2}-2\right)=\arg \left(-\frac{1}{2}\right)=\left\{\begin{array}{c}
-\pi \\
\pi
\end{array} .\right.
\end{aligned}
$$

Taking $-\pi: \sqrt{\frac{1}{2}} \cdot \sqrt{-\frac{1}{2}}=\left|\frac{1}{2}\right|^{\frac{1}{2}}\left|\frac{1}{2}\right|^{\frac{1}{2}} e^{i\left(\frac{-\pi}{2}\right)}=i\left|\frac{1}{4}\right|^{\frac{1}{2}}$.
Taking $\pi: \sqrt{\frac{1}{2}} \cdot \sqrt{-\frac{1}{2}}=\left|\frac{1}{2}\right|^{\frac{1}{2}}\left|\frac{1}{2}\right|^{\frac{1}{2}} e^{i\left(\frac{\pi}{2}\right)}=-i\left|\frac{1}{4}\right|^{\frac{1}{2}}$.
Since $(4.5) \neq(4.6)$, there is a cut in $(1,2)$
Hence we have the branch cut in [1,2], as shown in Fig. 4-5.


Fig. 4-5 The cut structure for $n=2$ branch points in horizontal

But we can use the simpler way to get branch cut. Recall Fig. 4-4. When crossing the cut even times in each line section, it will not change sign. When crossing the cut odd times in each line section will change sign, this implies the line section will form a branch cut. Hence we have the branch cut in $\left[z_{2}, z_{1}\right]$. The cut structure is shown in Fig.4-6.


Fig.4-6 The cut structure for four branch points in horizontal

Now given $n$ branch points, If $n$ is even, then the branch cuts are $\left[z_{n}, z_{n-1}\right]$,
$\left[z_{n-2}, z_{n-3}\right] \ldots \ldots$ and $\left[z_{2}, z_{1}\right]$. If $n$ is odd, then the branch cuts are $\left(-\infty, z_{n}\right]$, $\left[z_{n-1}, z_{n-2}\right] \ldots \ldots$ and $\left[z_{2}, z_{1}\right]$. Show as Fig.4-7.

with $n \in$ even

with $n \in$ odd

Fig.4-7 branch cuts with $n \in$ even and $n \in$ odd

### 4.2.2 The algebraic and geometric structure for Riemann surface of horizontal cut

For simplicity, we use $n=3$ to discuss the structure for Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{3}\left(z-z_{j}\right)}$ in horizontal cut
( I ) Algebraic structure
As Fig.4-8 shows, $\left(-\infty, z_{3}\right], ~\left[z_{2}, z_{1}\right]$ represent the cuts in this Riemann surface and " + ", " - " are defined as following(the initial edge with + , the terminal edge with - ):


Fig.4-8 The algebraic structure for three branch points in horizontal

Case 1: If $z \in I^{+}(+$edge of sheet I )
As the Fig.4-8 shows, $\quad z \in\left[z_{2}, z_{1}\right]$
Since $z-z_{j}>0 \Rightarrow \arg \left(z-z_{j}\right)=0$ for $j=2,3$.

$$
z-z_{j}<0 \Rightarrow \arg \left(z-z_{j}\right)=-\pi \text { for } j=1
$$

Then

$$
\begin{aligned}
& f(z)=\sqrt{\prod_{j=1}^{3}\left(z-z_{j}\right)}=\prod_{j=1}^{3} \sqrt{z-z_{j}} \\
& \quad=\left|z-z_{1}\right|^{\frac{1}{2}} e^{i\left(-\frac{\pi}{2}\right)} \cdot \prod_{j=2}^{3}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \cdot 0} \\
& \quad=e^{i\left(-\frac{\pi}{2}\right)} \cdot \prod_{j=1}^{3}\left|z-z_{j}\right|^{\frac{1}{2}}=(-i) \cdot \prod_{j=1}^{3}\left|z-z_{j}\right|^{\frac{1}{2}} .
\end{aligned}
$$

Case 2: If $z \in I^{-}$(- edge of sheet I$)$
As the Fig.4-11 shows,
Since $z-z_{j}>0 \Rightarrow \arg \left(z-z_{j}^{\prime}\right)=0$, for $j=2,3$.

$$
z-z_{j}<0 \Rightarrow \arg \left(z-z_{j}\right)=\pi \text { for } j=1
$$

Then

$$
\begin{aligned}
f(z) & =\sqrt{\prod_{j=1}^{3}\left(z-z_{j}\right)}=\prod_{j=1}^{3} \sqrt{z-z_{j}} \\
& =\left|z-z_{1}\right|^{\frac{1}{2}} e^{i\left(\frac{\pi}{2}\right)} \cdot \prod_{j=2}^{3}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \cdot 0} \\
& =e^{i\left(\frac{\pi}{2}\right)} \cdot \prod_{j=1}^{3}\left|z-z_{j}\right|^{\frac{1}{2}}=(i) \cdot \prod_{j=1}^{3}\left|z-z_{j}\right|^{\frac{1}{2}} .
\end{aligned}
$$

Note that $\left.f(z)\right|_{I^{-}}=-\left.f(z)\right|_{I^{+}}$, this result is the same with what we discuss before.

$$
\left.\Rightarrow f(z)\right|_{I I}=-\left.f(z)\right|_{I}
$$

( II ) Geometric structure
After knowing the algebraic structure, we will discuss about how to construct a geometric structure for Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$. According to algebraic structure for Riemann surface, we know that if $n$ is even, then the branch cuts are $\left[z_{n}, z_{n-1}\right]$, $\left[z_{n-2}, z_{n-3}\right] \ldots .$. and $\left[z_{2}, z_{1}\right]$. It implies we have $\frac{n}{2}-1$ holes. If $n$ is odd, then the branch cuts are $\left(-\infty, z_{n}\right],\left[z_{n-1}, z_{n-2}\right] \ldots \ldots$ and $\left[z_{2}, z_{1}\right]$. It implies we have $\frac{n-1}{2}$ holes. And we obtain one sheet with two edges in each cut by taken of counterclockwise which labeled the edge of lower- cut with + and the edge of upper- cut with - . Since there are two surface, one is, say sheet I with $\arg f(z) \in[-\pi, \pi)$; another is, say sheet $\Pi$ with $\arg f(z) \in[\pi, 3 \pi)$.

By definition, the - edge of sheet $I$ is joined to the + edge of sheet $\Pi$, and the + edge of sheet $I$ is joined to the - edge of sheet $\Pi$ Whenever crossing the cut, we pass from one sheet to the other sheet and the value is continuous which from our construction.

Note that $\left.f(z)\right|_{I I}=-\left.f(z)\right|_{I}$ and for $f(z)$, supra-half-ball represents sheet I , and infra-half-ball represents sheet $\Pi$.

We take $n=3$ to discuss the geometric structure for Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ in horizontal cuts, as shown in Fig.4-9.


Fig.4-9 The geometric structure for Riemann surface with $n=3$ in horizontal cut
(III) Algebraic structure v.s Geometric structure

We also use $n=3$ to discuss. Before talking about the relation between algebraic structure and geometric structure, we need to denote something as the following :
(a) If the curve is drawn by solid line :

In algebraic structure, it means the curve is in sheet I ;
In geometric structure, it means the curve is in the overhead Riemann surface.
(b) If the curve is drawn by dash line :

In algebraic structure, it means the curve is in sheet $\Pi$;
In geometric structure, it means the curve is in the ventral Riemann surface.
We give some example to show that the curve in algebraic structure and its corresponding in geometric structure in Fig.4-10 to Fig.4-12.


Fig.4-10 The rule in algebraic structure and geometric structure


Fig.4-11 The rule in algebraic structure and geometric structure


Fig.4-12 The rule in algebraic structure and geometric structure

### 4.3. Riemann surface of the algebraic curve $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ with $z_{j} \in C$

In this section, we discuss the vertical cut structure. We define that $(z, f(z))$ belong to sheet I if and only if $\arg \prod_{j=1}^{n}\left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2}, \frac{\pi}{2}\right)$, i.e. $\arg \left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2}, \frac{\pi}{2}\right)$ for each j . And $\left.f(z)\right|_{I I}=-\left.f(z)\right|_{I}$.

### 4.3.1 The vertical cut structure

We consider $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$
 up direction to do cut explained. The method of analyzing the vertical cut structure is the same as horizontal cut structure.

Then we can use the simpler way to get branch cut. We take $n=4$ with $z_{1}=i, ~ z_{2}=2 i$, $z_{3}=3 i$ and $z_{4}=4 i$, that is, $z_{1}<z_{2}<z_{3}<\ldots<z_{n}$, as shown in Fig.4-13.


Fig.4-13 The cut appears at $z<z_{j}$ for each $z_{j}$

When crossing the cut even times in each line section, it will not change sign. When crossing the cut odd times in each line section will change sign, this implies the line section will form a branch cut. Hence we have the branch cuts in $\left[z_{4}, z_{3}\right]$ and $\left[z_{2}, z_{1}\right]$. The cut structure is showed in Fig.4-14.


Fig.4-14 The cut structure for four branch points in vertical

### 4.3.2 The algebraic and geometric structure for Riemann surface of vertical cut

For simplicity, we use $n=4$ to discuss the structure for Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{4}\left(z-z_{j}\right)}$ in vertical cut. In the cut structure, we still depend on the countclockwise to take " + " , " - " sign. The definition of solid-line and dash-line are the same as horizontal cut case.

(a)

(b)

Fig.4-15 The algebraic structure for four branch points in vertical
( I ) Algebraic structure
As Fig.4-15 shows, $\left[z_{4}, z_{3}\right]$ and $\left[z_{2}, z_{1}\right]$ represent the cuts in Riemann surface.
Case 1: If $z \in I^{+}(+$edge of sheet I )
As the Fig.4-18 (a) shows, $\quad z \in\left[z_{2}, z_{1}\right]$
Since $\arg \left(z-z_{1}\right)=-\frac{\pi}{2}$ and $\arg \left(z-z_{2}\right)=-\frac{3 \pi}{2} \cdot \arg \left(z-z_{j}\right) \in\left(-\pi, \frac{\pi}{2}\right)$ for $j=3,4$.
Then

$$
\begin{aligned}
f(z) & =\sqrt{\prod_{j=1}^{4}\left(z-z_{j}\right)}=\prod_{j=1}^{4} \sqrt{z-z_{j}} \\
& =\left|z-z_{2}\right|^{\frac{1}{2}} e^{i\left(-\frac{3 \pi}{4}\right)} \cdot \prod_{j=1,3,4}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \frac{\arg \left(z-z_{j}\right)}{2}} \\
& =\left(-\frac{\sqrt{2}}{2} i\right)\left|z-z_{2}\right|^{\frac{1}{2}} \prod_{j=1,3,4}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \frac{\arg \left(z-z_{j}\right)}{2}} .
\end{aligned}
$$

Case 2: If $z \in I^{-}$(- edge of sheet As the Fig.4-18 (a) shows, $\quad z \in\left[z_{2}, z_{1}\right]$.

Since $\arg \left(z-z_{1}\right)=-\frac{\pi}{2}$ and $\arg \left(z-z_{2}\right)=\frac{\pi}{2} \cdot \arg \left(z-z_{j}\right) \in\left(-\pi, \frac{\pi}{2}\right)$ for $j=3,4$.
Then

$$
\begin{aligned}
f(z) & =\sqrt{\prod_{j=1}^{4}\left(z-z_{j}\right)}=\prod_{j=1}^{4} \sqrt{z-z_{j}} \\
& =\left|z-z_{2}\right|^{\frac{1}{2}} e^{i\left(\frac{\pi}{4}\right)} \cdot \prod_{j=1,3,4}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \frac{\arg \left(z-z_{j}\right)}{2}} \\
& =\left(\frac{\sqrt{2}}{2} i\right)\left|z-z_{2}\right|^{\frac{1}{2}} \cdot \prod_{j=1,3,4}\left|z-z_{j}\right|^{\frac{1}{2}} e^{i \frac{\arg \left(z-z_{j}\right)}{2}} .
\end{aligned}
$$

Note that $\left.f(z)\right|_{I^{-}}=-\left.f(z)\right|_{I^{+}}$, this result is the same with what we discuss before.

$$
\left.\Rightarrow f(z)\right|_{I I}=-\left.f(z)\right|_{I} .
$$

( II ) Geometric structure
The construct a geometric structure for Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ is the same as horizontal cuts.

By above example and illustration, we discusses the geometric structure for Riemann surface in vertical cuts. Show as Fig.4-16 (page 52).

### 4.4. The integrals over $a, b \underline{b}$ cycles

We want to evaluate $\oint_{a} \frac{1}{f(z)} d z$ and $\oint_{b} \frac{1}{f(z)} d z$ for $n$ branch points where $a, b$ represent the $a, b$ cycles over the Riemann surface of $f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ with $z_{j} \in C$, and develop an algorithm such that the integrals can be easily computed.

### 4.4.1 The $\underline{a}, \underline{b} \underline{\text { cycles over the Riemann surface of }} f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$

(A) In horizontal cut :

Let $z_{1}, z_{2}, \cdots, z_{n}$ be the $n$ branch points in $x$-axis with $z_{j} \in C$, then
$f(z)=\sqrt{\prod_{j=1}^{n}\left(z-z_{j}\right)}$ forms a $N$-holes Riemann surface where $N \in Z^{+} \cup\{0\}$ and

$$
\left\{\begin{array}{llll}
N=\frac{n-1}{2} & \text { for } & n & \text { odd } \\
N=\frac{n-2}{2} & \text { foe } & n \text { even }
\end{array}\right.
$$



Fig.4-16 The geometric structure for Riemann surface with $n=4$ in vertical cuts

So there are $N a, b$ cycles. The Fig.4-17 represents the $a, b$ cycles in the Riemann surface for $n$ is even and the Fig.4-18 is the case for $n$ is odd.


Fig.4-17 $a, b$ cycles for horizontal cuts of even branch points


Fig.4-18 $a, b$ cycles for horizontal cuts of odd branch points
(B) In vertical cut :

Let $z_{1}, z_{2}, \cdots, z_{n} \in C$ be the $n$ branch points where $n$ is even and $z_{2 k}=\bar{z}_{2 k-1}$, $k=1,2, \cdots, \frac{n}{2}$. There are $\frac{n-2}{2} a, b$ cycles in the Riemann surface showed in Fig.4-19. For $a_{k}$ cycle, it encloses the cut $\overline{z_{2 k-1} z_{2 k}}, b_{k}$ cycle is passed through the cut $\overline{z_{2 k-1} z_{2 k}}$ from one sheet to the other.


Fig.4-19 $a, b$ cycles for vertical cuts

Let $z_{1}, z_{2}, \cdots, z_{n} \in C$ be the $n$ branch points where $n$ is even and $z_{2 k}=\bar{z}_{2 k-1}$, $k=1,2, \cdots, \frac{n}{2}$. There are $\frac{n-2}{2} a, b$ cycles in the Riemann surface shown in Fig.4-20.


Fig.4-20 $a, b$ cycles for vertical cuts

### 4.4.2 About "Mathematica" and how to modify

All programs in this paper are run by Mathematica $® 5$. But we can not compute directly, before computing we need to give some adjustments. Since Mathematica $® 5$ reads argument of any complex number in $(-\pi, \pi]$ only, then it just gives right answer in sheet I in horizontal cuts ( expect at the argument $-\pi$ ).

Consider the branch points $z_{j}, j=1,2, \ldots, n$. In horizontal cut structure we define $\arg \left(z-z_{j}\right) \in[-\pi, \pi)$, for $z \in C$. In vertical cut structure we define $\arg \left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2}, \frac{\pi}{2}\right)$, for $z \in C$. But in Mathematica $® 5$, it defines $\arg \left(z-z_{j}\right) \in(-\pi, \pi]$, for $z \in C$. Then before computing the integral we must modify the function so that we can get the correct value.

In horizontal cut structure the value of $\sqrt{z-z_{j}}$ in our Theory and in Mathematica ${ }^{\circledR} 5$ are different at a point z with $\arg \left(z-z_{j}\right)=-\pi$, so we must modify the function $\sqrt{z-z_{j}}$ at $\arg \left(z-z_{j}\right)=-\pi$. But if point z with $\arg \left(z-z_{j}\right)=-\pi$ is only a point on the contour r , then it can not influence the value of $\int_{r} \sqrt{z-z_{j}} d z$ so that we need not modify the function $\sqrt{z-z_{j}}$.

In vertical cut structure the value of $\sqrt{z-z_{j}}$ in our Theory and in Mathematica $® 5$ are different at some points z with $\arg \left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2},-\pi\right)$ so that we must modify the function $\sqrt{z-z_{j}}$ at $\arg \left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2},-\pi\right)$.

Besides, the askew cut structure is the same as horizontal cut and vertical cut structure. So we define $\arg \left(z-z_{j}\right) \in\left[\frac{\pi}{4}, \frac{9 \pi}{4}\right)$, for $z \in C$. It implies that we must modify the function $\sqrt{z-z_{j}}$ at $\arg \left(z-z_{j}\right) \in\left(\pi, \frac{9 \pi}{4}\right)$.
4.4.3 Evaluation of $\oint_{a} \frac{1}{f(z)} d z \underline{\text { and }} \oint_{b} \frac{1}{f(z)} d z$

In this section we give three examples about the horizontal cut, vertical cut and askew cut. In the three examples we try to modify the function $f(z)$.

## Example 4.1 :

Let $n=6$, and $z_{1}=4, ~ z_{2}=3, ~ z_{3}=2, ~ z_{4}=1, ~ z_{5}=-1$ and $z_{6}=-2$ are six branch points, as shown in Fig.4-21.

If $f(z)=\prod_{j=1}^{6}\left(z-z_{j}\right)^{\frac{1}{2}}$, then $\oint_{r} \frac{1}{f(z)} d z=$ ? where $r=a, b$ cycles.

We use Mathematica $® 5$ to compute the integral.


Fig.4-21 $a, b$ cycles for six branch points in horizontal cut

## (i) For a cycle :



Fig.4-22 $a, a^{*}$ cycles for six branch points in horizontal cut

We know that $\oint_{a} f(z) d z=\int_{a^{*}} f(z) d z$, we only compute the integral along $a^{*}$ path.
For the equivalent path $a^{*}$ :

Since $\arg \left(z-z_{j}\right)=-\pi$ is not the valid range in Mathematica ${ }^{\circledR} 5$, we must modify $f(z)$, as shown in Table 4.1. ( $M$ means the value of $f(z)$ in Mathematica $® 5$.)

| Branch points | Value of $f(z)$ |  |
| :---: | :---: | :---: |
|  | $(1,0)$ to $(2,0)$ | $(2,0)$ to $(1,0)$ |
| $z_{1}$ | $-M$ | + M |
| $z_{2}$ | $-M$ | +M |
| $z_{3}$ | $-M$ | + M |
| $z_{4}$ | +M | + M |
| $z_{5}$ | $+M$ | +M |
| $z_{6}$ | $\begin{array}{r} -M \\ +M \\ \hline \end{array}$ | +M |
| Sheet I or sheet III | $\text { (Sheet I) }+N$ | ( Sheet I) + M |
| Total | $-M$ | +M |

Table 4.1 we must modify the valve of $f(z)$ for $a^{*}$ cycle in Mathematica $® 5$.

By Mathematica ${ }^{\circledR} 5$,

$$
-\int_{1}^{2} \frac{1}{f(z)} d z+\int_{2}^{1} \frac{1}{f(z)} d z=-2 \int_{1}^{2} \frac{1}{f(z)} d z=3.3819 \times 10^{-49}-1.13022 i .
$$

Therefore the integral over $a_{1}$ cycle is

$$
\oint_{a} \frac{1}{f(z)} d z=\int_{a^{*}} \frac{1}{f(z)} d z=3.3819 \times 10^{-49}-1.13022 i
$$

## (ii) For b cycle :



Fig.4-23 $b, b^{*}$ cycles for six branch points in horizontal cut

## For the equivalent path $b^{*}$ :

Since the interval $(-1,1)$ and $(2,3)$ have no cut, so solid line in sheet I implies + sign and dash line in sheet $\Pi$ implies - sign since $\arg \left(z-z_{j}\right)=-\pi$ is not the valid range in Mathematica ${ }^{\circledR} 5$, we get the Table 4.2.

| Branch points | Value of $f(z)$ |  |
| :---: | :---: | :---: |
|  | $(1,0)$ to $(2,0)$ | $(2,0)$ to $(1,0)$ |
| $z_{1}$ | $-M$ | $+M$ |
| $z_{2}$ | $-M$ | $+M$ |
| $z_{3}$ | $-M$ | $+M$ |
| $z_{4}$ | $+M$ | $+M$ |
| $z_{5}$ | $+M$ | $+M$ |
| $z_{6}$ | $+M$ | $($ Sheet $I I)-M$ |
| Sheet $I$ or sheet $I I$ | $($ Sheet $I)+M$ | $-M$ |
| Total | $-M$ | $+M$ |

Table 4.2 we must modify the valve of $f(z)$ for $b^{*}$ cycle in Mathematica ${ }(5$.

By Mathematica ${ }^{\circledR} 5$,

$$
\begin{aligned}
& \int_{-1}^{1} \frac{1}{f(z)} d z+\int_{2}^{3} \frac{1}{f(z)} d z-\int_{1}^{-1} \frac{1}{f(z)} d z-\int_{3}^{2} \frac{1}{f(z)} d z-\int_{1}^{2} \frac{1}{f(z)} d z-\int_{2}^{1} \frac{1}{f(z)} d z \\
& =-0.0760776+3.77621 \times 10^{-49} i
\end{aligned}
$$

Therefore the integral over bcycle is

$$
\oint_{b} \frac{1}{f(z)} d z=\int_{b^{*}} \frac{1}{f(z)} d z=-0.0760776+3.77621 \times 10^{-49} i .
$$

## Example 4.2 :

Let $n=6$, and $z_{1}=1+2 i, ~ z_{2}=1, ~ z_{3}=3 i, ~ z_{4}=i, ~ z_{5}=-1+3 i$ and $z_{6}=-1+i$ are six branch points, as shown in Fig.4.24

If $f(z)=\prod_{j=1}^{6}\left(z-z_{j}\right)^{\frac{1}{2}}$, then $\oint_{r} \frac{1}{f(z)} d z=$ ? where $r=a, b$ cycles.


Fig.4.24 $a, b$ cycles for six branch points in vertical cut

We use Mathematica $\circledR 5$ to compute the integral. Note that in vertical cut structure we must modify the function $\sqrt{z-z_{j}}$ at $\arg \left(z-z_{j}\right) \in\left[-\frac{3 \pi}{2},-\pi\right)$.

## (i) For a cycle:

For the equivalent path $a^{*}$ : shown in Fig. 4.25


Fig.4.25 a* cycle for example 4.2

We can get the Table 4.4. For example, $\arg \left(z-z_{1}\right) \in\left[-\frac{3 \pi}{2},-\pi\right)$ for z along the path $(0,3 \mathrm{i})$ to (0.2i) so that we must to modify $\sqrt{z-z_{1}}$.

| Branch points | Value of $f(z)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $(0,3 i)$ to $(0,2 i)$ | $(0,2 i)$ to $(0, i)$ | $(0,2 i)$ to $(0,3 i)$ | $(0, i)$ to $(0,2 i)$ |
| $z_{1}$ | $-M$ | $+M$ | $-M$ | $+M$ |
| $z_{2}$ | $-M$ |  | $-M$ | $-M$ |$]-M$

Table 4.4 we must modify the valve of $f(z)$ for $a^{*}$ cycle in Mathematica ${ }^{\circledR} 5$.

By Mathematica ${ }^{\circledR} 5$,

$$
\begin{aligned}
\int_{a^{*}} \frac{1}{f(z)} d z & =-\int_{3 i}^{2 i} \frac{1}{f(z)} d z+\int_{2 i}^{i} \frac{1}{f(z)} d z-\int_{i}^{2 i} \frac{1}{f(z)} d z+\int_{2 i}^{3 i} \frac{1}{f(z)} d z \\
& =1.38321-2.33762 i
\end{aligned}
$$

Therefore the integral over a cycle is

$$
\oint_{a} \frac{1}{f(z)} d z=\int_{a^{*}} \frac{1}{f(z)} d z=1.38321-2.33762 i .
$$

## (ii) For b cycle:

## For the equivalent path $b^{*}$ :as shown in Fig.4.26



Fig.4.26 $b^{*}$ cycle for example 4.2
We get the Table 4.6. For example, $\arg \left(z-z_{1}\right) \in\left[-\frac{3 \pi}{2},-\pi\right)$ for $z$ along $-1+$ í to 1 so that we must to modify $\sqrt{z-z_{1}}$.

| Branch points | , \%urulue Value of $f(z)$ |  |
| :---: | :---: | :---: |
|  | $-1+i t o$ | 1 to $-1+i$ |
| $z_{1}$ | $3+1$ | + M |
| $z_{2}$ | $\xrightarrow{*}$ | $-M$ |
| $z_{3}$ | + M | + M |
| $z_{4}$ | + M | + M |
| $z_{5}$ | + M | + M |
| $z_{6}$ | + M | +M |
| Sheet I or sheet II | + M | $-M$ |
| Total | $-M$ | + M |

Table 4.6 we must modify the valve of $f(z)$ for $b^{*}$ cycle in Mathematica®5.

By Mathematica ${ }^{\circledR} 5$,

$$
\int_{b^{*}} \frac{1}{f(z)} d z=-\int_{-1+i}^{1} \frac{1}{f(z)} d z+\int_{1}^{-1+i} \frac{1}{f(z)} d z=2 \int_{1}^{-1+i} \frac{1}{f(z)} d z=0.590344-1.16143 i .
$$

Therefore the integral over $b$ cycle is

$$
\oint_{b} \frac{1}{f(z)} d z=\int_{b^{*}} \frac{1}{f(z)} d z=0.590344-1.16143 i
$$

## Example 3 :

Let $n=4, z_{1}=1, ~ z_{2}=i, ~ z_{3}=-i$ and $z_{4}=-1$ are four branch points form a askew cut as shown in Fig.4.27.

If $f(z)=\prod_{j=1}^{4}\left(z-z_{j}\right)^{\frac{1}{2}}$, then $\oint_{r} \frac{1}{f(z)} d z=$ ? where $r=a, b$ cycles
Note that in askew cut structure we must modify the function $\sqrt{z-z_{j}}$ at $\arg \left(z-z_{j}\right) \in\left(\pi, \frac{9 \pi}{4}\right)$.


Fig.4.27 $a, b$ cycles for four branch points in askew cut
(i) For $a$ cycle :

For the equivalent path $a^{*}$ : as shown in Fig.4.28


Fig.4.28 $a^{*}$ cycle for example 4.3

We get the Table 4.8. For example, $\arg \left(z-z_{1}\right) \notin\left(\pi, \frac{9 \pi}{4}\right)$ for z along -1 to i and ito -1 so that we must not modify $\sqrt{z-z_{1}}$.

| Branch points | Value of $f(z)$ |  |
| :---: | :---: | :---: |
|  | -1 to $i$ | i to -1 |
| $z_{1}=1$ | $+M$ | $+M$ |
| $z_{2}=i$ | $-M$ | $-M$ |
| $z_{3}=-i$ | $+M$ | $+M$ |
| $z_{4}=-1$ | $-M$ | $+M$ |
| Sheet I or sheet II | $+M$ | $+M$ |
| Toatl | $+M$ | $-M$ |

Table 4.8 we must modify the valve of $f(z)$ for $a^{*}$ cycle in Mathematica $® 5$.

By Mathematica ${ }^{\circledR} 5$,

$$
\oint_{a^{*}} \frac{1}{f(z)} d z=\int_{-1}^{i} \frac{1}{f(z)} d z-\int_{i}^{-1} \frac{1}{f(z)} d z=2 \int_{-1}^{i} \frac{1}{f(z)} d z=2.62206-2.62206 i .
$$

Therefore the integral over $a$ cycle is

$$
\oint_{a} \frac{1}{f(z)} d z=\int_{a^{*}} \frac{1}{f(z)} d z=2.62206-2.62206 i
$$

## (ii) For $b$ cycle :

For the equivalent path $b^{*}$ : as shown in Fig. 4.29


Fig.4.29 $b^{*}$ cycle for example 4.3

We get the Table 4.10. For example, $\arg \left(z-z_{1}\right) \in\left(\pi, \frac{9 \pi}{4}\right)$ for z along the path -1 to 1 so that we must modify $\sqrt{z-z_{1}}$.

| Branch points | Value of $f(z)$ |  |
| :---: | :---: | :---: |
|  | -1 to 1 | l to -1 |
| $z_{1}=1$ | $-M$ | $+M$ |
| $z_{2}=i$ | $-M$ | $-M$ |
| $z_{3}=-i$ | $+M$ | $+M$ |
| $z_{4}=-1$ | $-M$ | $-M$ |
| Sheet $I$ or sheet II | $+M$ | $-M$ |
| Toatl | $-M$ | $-M$ |

Table 4.10 we must modify the valve of $f(z)$ for $b^{*}$ cycle in Mathematica ${ }^{\circledR} 5$.

By Mathematica ${ }^{\circledR} 5$,

$$
\oint_{b^{*}} \frac{1}{f(z)} d z=-\int_{-1}^{1} \frac{1}{f(z)} d z-\int_{1}^{-1} \frac{1}{f(z)} d z=0
$$

Therefore the integral over $b$ cycle is

$$
\oint_{b} \frac{1}{f(z)} d z=\oint_{b^{*}} \frac{1}{f(z)} d z=0
$$

### 4.5 Application for Riemann integral

Recalling the heat conduction problem in section 2.5 we use Laplace and Fourier transformation to solve it. But we want to solve the integral

$$
u(x, t)=\frac{1}{4 \pi i} \int_{-\infty}^{\infty}\left(\lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} \frac{1}{\sqrt{\sigma}} e^{-\sqrt{\sigma}|x-y|} e^{\sigma t} d \sigma\right) f(y) d y .
$$

Since the path is from $s$-il to $s+i l$, we must not modify the integrate in Mathematica $® 5$. Let $f(y)=y^{2}$, and by Mathematica $® 5$ we can get

$$
\begin{equation*}
u(x, 1)=\frac{1}{4 \pi i} \int_{-\infty}^{\infty}\left(\lim _{L \rightarrow \infty} \int_{s-i L}^{s+i L} \frac{1}{\sqrt{\sigma}} e^{-\sqrt{\sigma}|x-y|} e^{\sigma} d \sigma\right) y d y=x \tag{4.11}
\end{equation*}
$$

We also compute the integrate in (2.17), and we can get that

$$
u(x, 1)=\frac{1}{2 \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-(x-y)^{2} / 4} y d y=x
$$

is the same as (4.11). As shown in Table. 4.11, $u$ is the value of $u$ which is computed by Mathematica ${ }^{\circledR} 5$.

| $\boldsymbol{t}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{u}$ | $2+x^{2}$ | $4+x^{2}$ | $6+x^{2}$ | $8+x^{2}$ | $10+x^{2}$ | $12+x^{2}$ | $14+x^{2}$ | $16+x^{2}$ | $18+x^{2}$ | $20+x^{2}$ |
| $u$ | $2+x^{2}$ | $4+x^{2}$ | $6+x^{2}$ | $8+x^{2}$ | $10+x^{2}$ | $12+x^{2}$ | $14+x^{2}$ | $16+x^{2}$ | $18+x^{2}$ | $20+x^{2}$ |

Table 4.11 compare $u$ with $\tilde{u}$
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