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Abstract

We propose simple finite difference schemes with fast and stable computations for the
Allen-Cahn equation with solving tri-diagonal matrices. We also deal this with the
Cahn-Hilliard equation in a similar way. We introduce a special splitting method for
the Allen-Cahn equation in advantage of applying fast Fourier transform.
Mass-conservation modification for the Allen-Cahn equation is provided. And we
apply these methods to compute the mixture problem of two incompressible fluids.



R IS FHQW%EWﬁ*ﬁ¥W¥ﬁ@WH%%§O¢¥Wﬁ¢”Iviyaﬁjﬂ%
N et jfﬂyﬁ R SR RIS T d[g"i&*g&“’fﬁﬂhﬁﬁj[ﬂ SN AU
I IR SR LA R B R R ;fgnﬂ U 5
5 R A S R - BR D RELE O RISE iR PR MPAGES T bRED -
@"E—H’T‘%[E[ TFHT}& Allen-Cahn ~ Cahn-Hilliard A1 Navier-Stokes HHHf U%'Frﬁpgﬁﬁ;%
AR S e b wwwgﬁjpwdmﬁ@%gﬁﬁﬁﬂgyﬁwF&$iﬁl

FRITEEHAEY - B PSR RO ST BB oY
FURLGY A BT [T - R R RGBT pag - SR BB s ﬂrﬂ‘ﬁﬁ?ﬂJyj e

ﬁf¢%W%puTWv%W%gP““@iW$EW?*¢W9ﬂ lyfﬁﬁﬁw
EI

*ﬁwU*JF SIS R T IR s b B
TEIEL IEI “Fu HI] EI JD;‘L IfF = g ﬂ\% S o

P S TR A R AR e
Fofifi= 5790 BT ORI DI B PG R > LB e
RIS E AR T T AR T A A

B BRRSIOF 1T PRI SRR SRR - W
PR R RS TSE — R RS D BT



P> ;IX—%_Q ........................................................................ i

E < ;IF,{!E,Q ........................................................................ i

;%;;j» ........................................................................ i

B 5— ........................................................................ v

-~ INTTOAUCTION  wrrvrrvrrrerrrrrrreensensesseneneereeerneseeneenns 1

Z Numerical Methods of the Allen-Cahn Equations --- 2

2.1 Gradient Stable Crank-Nicolson Adams-Bashforth 3
SCHEME  +vv+vvrrrrrrrremrenreeseneeieeeeteateitetereereasenaenenns

2.9 Mass CONSErvAtion  +reereereerersersarserenreieeeanenaenenn. 3

2.3 Gilbert-Strang Splitting Scheme «::eceeeereeeeeeeeeeee: 4

=~ Numerical Methods of the Cahn-Hilliard 6
EQUATIONS  rrerrrrrrrmsrrmsrensennii e,

3.1 Gradient Stable Crank-Nicolson Adams-Bashforth 7
Scheme ............................................................

T NUMETIiCAl RESULLS — rrreeerererneesmnemnemnennineneeneienen 8

41 SHIOOth Inltlal Data ....................................... 8

4- 2 Square BlOCk Iﬂltlal Data .............................. 14

I Application of thetAllen-Cahn and Cahn-Hilliard 18
EQUATIONS  +rerreombens s tmrtannnnnscenomen et

5.1 Mixture of Two Incompressible Fluids eeeeeeeeeeee-: 18

5.2 Numerical Scheme for'Coupled System — «ceoeeeeeeeeees 18

5.3 Computing Mixture Problems Using Phase Field 21
MOdGlS ............................................................

2 CONCLUSION  +rrrrerrrrrerrearenseneeneeseeseiseieeneesennenaenenns 29

REFEIEICE  +ovrevrerrersrasentensrutrusrusrasrasrasrassmersssassaosasssssassssanns 29



1 Introduction

In this paper, we consider the interface problems in mixture of two incompressible
fluids. Instead of taking into account the position of interface, we adapt the phase func-
tions to describe the distribution of different fluids. We will provide fast, stably numerical
schemes to treat these problems. And we also present the application of phase field model
on mixture of fluids with our numerical methods.

The method of phase function is originally proposed by Cahn and Hilliard [3] in 1950’s.
In order to prevent calculating complex geometry of the interface, they use the phase func-
tion to describe the distribution of different alloys derived from the interfacial free energy
in a nonuniform system. The Cahn-Hilliard equation for the phase function can be derived
by the relation between interface velocity and the Laplacian of variational derivative of
the interfacial free energy. In computation of Cahn-Hilliard equation, Elliot, et el. [5, 6]
propose a second order finite element Galerkin method in the late 1980’s. Furihata [8, 9]
introduce a stable finite different scheme in 2001 and 2003.

In 1970’s, Allen and Cahn [1] used siniplified phase field models for describing Fe-Al
alloys system. The Laplacian of:variational derivative of the interfacial free energy is
substituted by variational derivative itself. The Allen-Cahn equation is easier to compute
but lack of mass conservation. Carr and-Pegof4]-proved the metastability for Allen-Cahn
equation in 1989. Ward, et el. [15,416] provide an asymptotic approximation solution for
the Allen Cahn equation in 1990’s.

For the stability of numerical schemes, Eyre [7] propose gradient stable discretization
for numerical methods, and Vollmayr-Lee and Rutenberg [14] provide unconditional sta-
ble scheme derived from Eyre’s work.

To deal with mixture of two incompressible fluids, Authors of [2, 10, 17] couple the
Navier-Stokes equation with Allen-Cahn and Cahn-Hilliard equations. They use finite
element / multigrid schemes to compute the dynamics of interface problems.

In the rest of this paper, numerical schemes for the Allen-Cahn equation will propose
in Section 2, while methods to the Cahn-Hilliard equation will be introduced in Section 3.
Some numerical results will be shown in Section 4. The application of phase field models
will be presented in section 5 before we conclude with a summary in Section 6.



2 Numerical Methods of the Allen-Cahn Equation

We consider the Allen-Cahn equation in a well-behaved domain 2 x [0,00). The
governing equation is written as following :

2@ = EAD + () (1)
ot

Here ®(x,t) is the phase function of two kinds of liquid. For ®(zy,¢;) = 1, it means
that at the time ¢;, the position z; is filled only one kind of liquid; for ®(z4,ty) = —1, it
means that at the time ¢9, the position x5 is filled only the other kind of liquid. Hence
®(z,t) € [—1,1]. The € here is a small positive constant, which is related to the width of
the interface of two kinds of liquid. For ¢ = 0, we shall give the initial data ®(z,0) = ®g(x).

The term e2A® represents the diffusion of the liquid, and the term f(®) is the
kinetic potential of the liquid. Here, for example, we use the double-well potential
f(®) = ®(1 — &%), which means that ® tends to be 1 or -1 by simple equilibrium analysis
of differential equations.

Since the spatial boundary is of no flux, we may consider the Neumann boundary
condition at the boundary 012, i.e.

g—i(x,t) =.0.for € 00 (2)

In order to calculate the solution‘near the -boundary easily, we use a stagger grid on the
domain €2, which means that the solution of ®7is computed on the cell center.

The Allen-Cahn equation has the following properties :

Property 1. No mass conservation
The mass function of the Allen-Cahn equation is defined as

M(@)(t) = mll( o /Q B(z, t)dx (3)

The Allen-Cahn equation does not obey mass conservation. i.e.

d
SM(®@) £0 (4)

Property 2. Energy decreasing
The energy function of the Allen-Cahn equation is defined as

R e e S 5)

The energy function of Allen-Cahn equation is decreasing as time ¢ increases. i.e.

%G(@) <0 (6)



Note that the Allen-Cahn equation is derived from energy. By using the technique of
calculus of variations, we can obtain the terms e?A® + f(®) from the Euler-Lagrange

equation of 0G/0®.

Property 3. Phase Separation
When the time ¢ is large enough, the graph of ®(z,ty) will show the combination of in-
tervals of ®(x,ty) = 1 and ®(z,ty) = —1 at the time t = .

Property 4. The ”"Metastable” phenomenon
In the time evolution of the Allen-Cahn equation, the graph of ®(z,¢) will has some ”sta-
ble state” in short period and transform to another state dramatically.

2.1 Gradient Stable Crank-Nicolson Adams-Bashforth Scheme

First, we introduce the Crank-Nicolson Adams-Bashforth scheme for 1-D case. We
W to approximate ®; on the tirgle t = (n+1/2)At. Then we apply the Crank-
Nicolson scheme to the diffusion term 62%@ to approximate on the time t = (n+1/2)At.
Finally, we want to approximate f(®) in a similar manner. To avoid solving a nonlinear
equation, we adapt Adams-Bashforth, schemésto extrapolate the nonlinear term f(®).

The scheme is written as below:
(I)nJrl — P 62
At 2

+ (_2@n+1 = Die 3(3@11 . (q)n)?)) _ (3(1)7171 - ((anl)?)))

use

(ACI)“+1 - 4 A(I)n)

N | —

To increase the stability of the scheme, we put the additional ®"~! ®" ®"*! into our
scheme. This idea comes from the gradient stability, see Eyre’s [7].

During calculating the Allen-Cahn equation by this method, we need to solve a lin-
ear system with a constant tri-diagonal matrix in one dimension, or a constant block
tri-diagonal matrix in higher dimensions. With explicitly computing the nonlinear term,
these procedures are cheap. This method is numerically stable under the condition that
At < 0.1 and Az <0.2.

2.2 Mass Conservation

Since the Allen-Cahn equation does not satisfy mass-conservation property, we may
insert an additional equation for mass-conservation into the original Allen-Cahn equation:

9% — ena + f(®) (7)
ot
with the boundary conditions, initial conditions
0P
-9
on (8)

O(2,0) = Do(x)

3



and the mass-conserved condition

%ﬁ/ﬁ@(x,t)dm:OVt (9)

Hence we may consider the modified Allen-Cahn equation:

Op— o ®+ f(®) —o(t) (10)
—O =¢"— -0
ot Ox?
with the same boundary and initial conditions. In this case, ¢ is a function for mass
modification, analog to the Lagrange multiplier.

2.3 Gilbert Strang Splitting Scheme

For this problem, we introduce the Gilbert Strang splitting scheme.
The idea of applying this method comes from [11]. We rewrite the Allen-Cahn equation
as below 5

SO LU O 11
p + (11)

where L and F' are operators of ®.In theories of oerdinary differential equations, if we can
write L and F' as matrices, we have

D = exp((L£)1) D, (12)

If L and F are commutative, then we have.® =lexp((L + F)t)®y = exp(Lt)(exp(Ft)Py).
From this idea, we use exp(F't/2)(exp(Lt)(exp(F't/2))) to approximate exp((L + F)t),
and this leads to the Gilbert Strang splitting scheme.

The whole procedures are stated as following :
Step 1. We need to solve the nonlinear term %@ = f(®) at each grid point z; by half
time step. In our case, since f(®) = ®(1 — ®?), the ordinary differential equation above
can be solved analytically. By multiple 2® at both sides and letting ¥ = ®2, we obtain

d
SU=20(1-1) (13)

By separation of variables, we have

/Q(é R /t: 2 (14)

After integration, we obtain

1 =2t+C 15
n(g ) =2+ (15)
And the solution of ¥ can be written in the form:
1 U,
\I[ :E,t = — 16
)= @) — 1 o= (o~ Dexp(—20) (16)



where Uy = U(x, ).

Hence for ®, we have

d v

-0 = P(1 - %) =d(1 - V) = d(1 - N P~y

)

By using variables separation, we have

o [t v, [ (Yo Dexp(=27)
/QE B /to<1 Uy — (Vg — 1) exp(—27) Jdr = /to Uy — (Vp—1) eXp(—ZT)d

After integrate both sides, we obtain

In(®) _ln(\llo — (T —2 1) exp(—27)) e

And the solution of ® is written in the form:
O
\/‘1’0 - (\IJO - 1) exp(—?t)

O(x,t) =

where &y = ®(z, tp).

Therefore, we obtain our numetical scheme as following
@’n
V@ A= ((B)2 - 1) exp(—At)

for half time step at each grid point.

o =

Step 2. We need to apply the mass-conservation condition for the solution obtained
by previous step ®*. Due to the property of phase separation, instead of using projections,
we adapt using add /minus the weight difference to keep mass-conservation. Since the mass
of the modified equation is equal to the mass of initial data, we define the function p as

_ Jo ®(z, t)dx Y, (17)

olt) vol(£2)

Jq ®(2,0)dx
vol(Q)
solution ®*, we adapt the following numerical approximation

> &(x, t*)dx

p(t") = QCEQVW—M

where M is the mass of initial data, i.e. M = . For calculating p(tx) for the

Hence the modified solution ®** can be obtained by



Step 3. We need to solve a diffusion equation

0
—& =AD 18

52 =€ (18)
Since we have the Neumann boundary conditions, we can adapt the Fast Cosine Trans-
form to solve this problem. By the skills of solving ordinary differential equations, we
have — —

O = exp(—€*k2At) D3 (19)
where Z};,’ff is the k-th Fourier mode of previous step, and ®; is the k-th Fourier mode of
the solution to be computed. And then use the Inverse Fast Cosine Transform to get
the solution ®*.

Step 4. Repeat Step 1. and 2. for the other half time step.

The advantage of this scheme is that we can analytically solve the nonlinear term and
use the FCT/IFCT (Fast Cosine Transform/Inverse Fast Fourier Transform) to solve the
diffusion term, hence No need to solve any matrix systems.

Since the spatial part reaches spectral accuracy, the order of accuracy depends on the
splitting error. In our case, this scheme is second-order accuracy since the splitting error
comes from time. In numerical, the time, steps At can be up to 0.5.

Remark. We may modified thetCN-AB scheme in the same manner. Just apply

step 2 after original CN-AB schenge in each iteration:

3 Numerical Method of the Cahn-Hilliard Equation

We consider the Cahn-Hilliard equation in a well-behaved domain © x [0, 00). The
governing equation is written as following :

9 )
5@ = A(=EAD — f(9)) (20)

Here ®(z,t) and € are the same as we defined in Allen-Cahn equation.

Since the spatial boundary is of no flux, we may consider the Neumann boundary
condition at 012, i.e.

0 0
a—ﬂ@(:p,t) = %q)(x,t) =0 for z € 00 (21)

But note that the Cahn-Hilliard equation contains 4th spatial derivatives since it is bi-
harmonic. We need more constraint on the boundary. Let y = ¢2A® + f(®), and we may
rewrite the Cahn-Hilliard equation as

0

5,2 = A-n) (22)

Hence we need Neumann boundary condition for pu:

0 0
a—nu(x,t) = a—nu(x,t) =0 for x € 00 (23)

6



The Cahn-Hilliard equation has the same properties as the Allen-Cahn equation, ex-
cept which obeys the mass conservation

d

—M(®) =0 24
CM(®) (24
which derived in [8] and [9]. This implies that our numerical results must obey the phys-
ical view of mass conservation.

3.1 Gradient stable Crank-Nicolson Adams-Bashforth Scheme

We present our Crank-Nicolson Adams-Bashforth scheme for the Cahn-Hilliard equation
in 1-D. First, we define D = A®, then the Cahn-Hilliard equation can be written in the
form 5

52 = A(—€*D — f(®)) (25)
We use @ni;@n to approximate ®; onithe tithe t = (n + 1/2)At. Then we apply the
Crank-Nicolson scheme to the diffusion termA (=D — f(®)) to approximate on the time
t = (n+ 1/2)At. Here , we need another ¢entral différence scheme to approximate D"
implicitly. Similarly, to avoid solving a nonlinéar equation, we adapt Adams-Bashforth
scheme to extrapolate the nonlinear term f(®).-The full scheme is written as below:

(I)n+1 — " 1
——xy— =~ (OD"™ + ADR s @D 12D +3 A" — Ay

where D" = A®
and " = (®")° — 30"

Again, to increase the stability of the scheme, we put the additional " into our scheme.
This idea comes from the gradient stability, see Eyre’s [7].

During calculating the Cahn-Hilliard equation by this method, we need to solve a
linear system with a constant block-tri-diagonal matrix, with explicitly computing the
nonlinear terms. This scheme is numerically stable under the condition that At < 0.05
and Az < 0.5.



4 Numerical Results

4.1 Example : Smooth Initial Data

We use a modified example from Chapter 13 of [12]. We compute the evolution the
Allen-Cahn / Cahn-Hilliard equations on different parameter € with fixed mesh grid size
Az = 0.02 and time step size At = 0.02. Our calculation domain is [—1,1] x [0, 00). The
initial condition is given by

O(2,0) = Og(x) = 0.53x 4 0.47sin(—1.57x) (26)

and the boundary conditions are Neumann type, i.e.,

0 0
—d(—1,t) = —P(1,¢t) = 2
ZB(~1,1) = = (1,1) = 0 (27)
for Allen-Cahn equation and
0 0 03 03
atb(—l,t) = £(I>(1,t) = %tb(—l,t) = %q)(l,t) =0 (28)

for Cahn-Hilliard equation.

Example 4.1.1 We choose a largé parameter €% = 0.3. In order to keep the same dy-
namics, we choose a larger parameter 2= 0.768:for the Gilbert Strang splitting scheme.
The Allen-Cahn equation has different speed oftime-evolution when comparing with that
in the Cahn-Hilliard equations The evolution of phase function are shown in Fig.(1) and
(2), which the time increases front right tedeft=—Fig.(3) and (4) are the evolution of mass
and energy, respectively, with the titne increasing from left to right. In this case, since € is
large, the diffusion is more powerful than kinetic potential. Therefore, we can obtain that
the phase function is flat, and there is no phase separation during the evolution. Also,
since the initial data has mass almost zero, the mass of phase function is still near zero
during the computation. Decreasing of energy is obviously shown in figures. The phase
function tends to a stable state in a short period.

Example 4.1.2 We choose a smaller parameter €2 = 0.03 with that in GS method
given by €2 = 0.0768. The evolution of phase function are shown in Fig.(5,6), which the
time increases from right to left. Fig.(7,8) are the evolution of mass and energy, respec-
tively, with the time increasing from left to right. Since the diffusion is weaker, kinetic
potential has larger effects on the phase function. The phenomenon of phase separation
is easy to verify. Metastability is not obvious, we still can observe that the phase function
lies in a state in a short period of time during early calculations. The evolution of energy
shows the relation between the decreasing of energy and the change of state of the phase
function.

Example 4.1.3 Again, we choose a smaller parameter €2 = 0.01 with that in GS
method set by €2 = 0.0256. The evolution of phase function are shown in Fig.(9,10),
which the time increases from right to left. Fig.(11) is the evolution of mass, while
Fig.(12,13) are the evolution of energy. The time increases from left to right in the figures
of mass and energy. The phase transition shows the metastable phenomenon clearly. The
state of phase function is reflected on the evolution of energy. The total time from initial



data to the obvious phase separation behavior is increasing as the parameter € is getting
smaller.

Example 4.1.4 We choose a smallest ever parameter €2 = 0.006 with that in GS
method chosen by €2 = 0.01536. The evolution of phase function are shown in Fig.(14,15),
which the time increases from right to left. Fig.(16) is the evolution of mass, while
Fig.(17,18) are the evolution of energy. The time increases from left to right in the figures
of mass and energy. The evolution of phase function shows that the temporal state of
phase, or metastable state, lies in a long period of time after computation initiated. The
Cahn-Hilliard equation has more complex behavior during the time of phase transition.

Figure 1: The evolution of phase function 6ffAllen-Cahn (left, CN-AB method, t=0 to 2)
and Cahn-Hilliard (right, CN-ABimethod, 1=0.to'4) equations, €2 = 0.3

Figure 2: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 2 and
right, GS method with mass-conservation, t=0 to 2) equation, ¢ = 0.768



Figure 3: The evolution of mass of Allen-Cahn (left, CN-AB method, t=0 to 2, mid-
right, GS method, t=0 to 2, and right, GS method with mass-conservation, t=0 to 2) and
Cahn-Hilliard (mid-left, CN-AB method, t=0 to 4) equations, scale from -0.001 to 0.001

Figure 4: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 2, mid-
right, GS method, t=0 to 2, and right, GS method with mass-conservation, t=0 to 2) and
Cahn-Hilliard (mid-left, CN-AB method, t=0 to 4) equations

Figure 5: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to 8)
and Cahn-Hilliard (right, CN-AB method, t=0 to 4) equations, ¢* = 0.03

Figure 6: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 8 and
right, GS method with mass-conservation, t=0 to 8) equation, ¢ = 0.0768
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Figure 7: The evolution of mass of Allen-Cahn (left, CN-AB method, t=0 to 8, mid-
right, GS method, t=0 to 8, and right, GS method with mass-conservation, t=0 to 8) and
Cahn-Hilliard (mid-left, CN-AB method, t=0 to 4) equations, scale from -0.001 to 0.001
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Figure 8: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 8, mid-
right, GS method, t=0 to 8, and right, GS method with mass-conservation, t=0 to 8) and
Cahn-Hilliard (mid-left, CN-AB method, t=0 to 4) equations
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Figure 9: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to
80) and Cahn-Hilliard (right, CN-AB method, t=0 to 20) equations, €2 = 0.01
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Figure 10: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 80
and right, GS method with mass-conservation, t=0 to 80) equation, €* = 0.0256



Figure 11:

The evolution of mass of Allen-Cahn (left, CN-AB method, t=0 to 80, mid-

right, GS method, t=0 to 80, and right, GS method with mass-conservation, t=0 to 80)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 20) equations, scale from -0.001 to

0.001
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The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 80, mid-

right, GS method, t=0 to 80, and right, GS method with mass-conservation, t=0 to 80)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 20) equations

Figure 13:

The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 80, mid-

right, GS method, t=0 to 80, and right, GS method with mass-conservation, t=0 to 80)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 20) equations, log-plot
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Figure 14: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to
1000) and Cahn-Hilliard (right, CN-AB method, t=0 to 150) equations, ¢ = 0.006

12



i
: 'l‘gm',',",‘"mm; i

it
lllﬂlfﬂ il
By b
. "J’lfﬂlflllﬂlfr",',""‘,llfil%'ilj
ity

)

i
Uit i
il

Mg ‘”’l%ﬂ?l']‘;?’fﬂ?r’ﬂ%‘,’,‘,mll 4

U g

i

il
li

i

i

digiipi
ittt |
gt

i
o “"mmlﬂﬂlﬂllﬂ
/i hi il gy
)

prl;ifirrm ot
il

iy
it
it

i
it
f!'tllrr';';'f,{

irgtil
W
i

Figure 15: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 1000
and right, GS method with mass-conservation, t=0 to 150) equation, ¢ = 0.01536

Figure 16:
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The evolution of mass of AllensQCahn_(left, CN-AB method, t=0 to 1000, mid-
right, GS method, t=0 to 1000, and right, GS meéthod with mass-conservation, t=0 to
1000) and Cahn-Hilliard (mid-left; CN-AB method;.t=0 to 150) equations, scale from
-0.001 to 0.001

!

e

Figure 17: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 1000,
mid-right, GS method, t=0 to 1000, and right, GS method with mass-conservation, t=0
to 1000) and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 150) equations

Figure 18: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 1000,
mid-right, GS method, t=0 to 1000, and right, GS method with mass-conservation, t=0
to 1000) and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 150) equations, log-plot
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4.2 Example : Square Block Initial Data

We use a square wave initial data to test our schemes. We compute the evolution the
Allen-Cahn equation on fixed parameter € = 0.03 with fixed mesh grid size Az = 0.02
and time step size At = 0.02. Our calculation domain is [—1,1] x [0,00). The initial
condition is given by a piecewise constant function with value a on wave crest and value
b on wave trough. Again, the boundary conditions are Neumann type, see (27,28).

Example 4.2.1 We choose wave crest a = 0.8 and wave trough b = —0.2 such that
the total mass of initial data is positive. The evolution of phase function are shown in
Fig.(19,20), which the time increases from right to left. Fig.(21,22) are the evolution of
mass and energy, respectively, with the time increasing from left to right. Since the Allen-
Cahn equation does not obey the conservation of mass, We can easily identify that phase
function tends to 1.0 as we mentioned in the second section. With mass preserved, the
modified Allen-Cahn equation has the same state after long time computation, but less
complex behavior during the phase transition between initiation and final state. Since the
Cahn-Hilliard equation contains double Laplacian at the right hand side, the interface of
phase in Allen-Cahn equation is sharper than one in Cahn-Hilliard equation.

Example 4.2.2 We choose wave creat a = 0.5 and wave trough b = —0.5 such that
the total mass of initial data is almost zero, The evolution of phase function are shown in
Fig.(23,24), which the time increasegsfrom right to left. Fig.(25,26) are the evolution of
mass and energy, respectively, witli*the timéinéreasing from left to right. Note that the
initial mass is almost zero, the evolution of‘the Allen-Cahn equation still keeps the phase
separation after long time calculation. But the variation of mass is still large.

Example 4.2.3 We choose wave crest a = 0.2 and wave trough b = —0.8 such that
the total mass of initial data is negative.. The€volution of phase function are shown in
Fig.(27,28), which the time increases from right to left. Fig.(29,30) are the evolution of
mass and energy, respectively, with the time increasing from left to right. Again, we note
that the mass does not preserved in the Allen-Cahn equation. The phase function tends
to —1.0 after a short period of time.

Figure 19: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to
12) and Cahn-Hilliard (right, CN-AB method, t=0 to 12) equations, max 0.8, min -0.2
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Figure 20: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 12
and right, GS method with mass-conservation, t=0 to 12) equation
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Figure 21: The evolution of mass of Allen-Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS metliod with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB methiod; t=0 to: 12) equations, initial mass 0.3

Figure 22: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS method with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 12) equations, log-plot
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Figure 23: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to
12) and Cahn-Hilliard (right, CN-AB method, t=0 to 8) equations, max 0.5, min -0.5

15



: it e 0

e

= ilmm,,r',ﬂlm,,,'Hluu,,’,‘,',g
i

iy

Figure 24: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 12
and right, GS method with mass-conservation, t=0 to 12) equation

Figure 25: The evolution of mass of Allen-Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS metliod with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB method; t=0 to:8) equations, initial mass 0.0

Figure 26: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS method with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 8) equations, log-plot

Figure 27: The evolution of phase function of Allen-Cahn (left, CN-AB method, t=0 to
12) and Cahn-Hilliard (right, CN-AB method, t=0 to 8) equations, max 0.5, min -0.5
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Figure 28: The evolution of phase function of Allen-Cahn (left, GS method, t=0 to 12
and right, GS method with mass-conservation, t=0 to 12) equation

e

Figure 29: The evolution of mass of Allen=Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS methed with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB method. t=0 t0'8) equations, initial mass 0.0

Figure 30: The evolution of energy of Allen-Cahn (left, CN-AB method, t=0 to 12, mid-
right, GS method, t=0 to 12, and right, GS method with mass-conservation, t=0 to 12)
and Cahn-Hilliard (mid-left, CN-AB method, t=0 to 8) equations, log-plot
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5 Applications of the Allen-Cahn and Cahn-Hilliard
equations

5.1 Mixture of Two Incompressible Fluids

In computation of mixture of two incompressible fluids, instead of taking the interface
into consideration, we adapt our phase field model into the Navier-Stokes equation.
From works of Jie Shen et el. [17] and [10], we derive the full model as below. the equation
of momentum can be written as following :

plu; + (u-V)u) = - p+v-o+f (29)

where p is the density, u is the velocity, p is the pressure, f is the buoyancy force, and o
is the stress tensor, including viscosity and induced elasticity. By taking into account the
competition between the kinetic energy and the elastic energy, we have

V-oo=v-p(vu+t(vu)) -y e (30)

where v is the dynamic viscosity coefficient, and p <7 ¢ is the induced elastic stress due
to the mixing energy, with p written as

1 BB (9) (31)

And X corresponds to the ration between the kinetie energy and the elastic energy. In
this case, it is related to the surface tension coefficients. Suppose two fluids have different
density p; and ps, with relatively small differeénce between them. By imposing the classical
Boussinesq approximation, we have

p(u; + (u-v)u) + vp — v - p(Tus(ww))] + M€ Ao+ f(¢) vo=f

B (32)

with the the buoyancy force f defined by

f=—[(1+0)(p1—po) + (L —9)(p2— po)lgo (33)

where pg = (p1 + p2)/2, go is the gravity force.
And the phase field part is written as

V)¢ = Do+ f(9) +o(t)
/(bdm—() (34)

where ~ represents the elastic relaxation time.

5.2 Numerical Scheme for Coupled System

The first part is to compute the Navier-stokes equation. We use a three-step scheme,
from Tseng’s work [13].
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Figure 31: The computational domain- €2 using staggered Grid with mesh size h, phase
function ¢ is defined at the same position jof préssure p

Step 1. Prediction step. We solveiu®-explicit where
u* —u”
At

And u"*! by a fast Poisson solver

(0 VU VPR S SAU — NLG+ (0) Ve +E(35)

ﬁn—l—l —u*

v
At 2

Aamt! (36)

Note that the advection term (u - V)u’”% is approximated by the extrapolation

3 1

§(U'V)u"— §(U'V)u

We shall explain this in detail. In the first component of the vector field, we have these
terms of the space discretization

u@u N U@u 23 o Uitqj — Uiqj 4o Ui g1 — i1
or Oy 2\ 2Ax a9 20y
n—1 n—1 n—1 n—1
Wiy T iy n pr—1 gt — i
o | Yid 2IAx stag 2Ay ’
1 1
1 n—z n—z
n—1 2 2
op""2 Pipiy —DPij
ox Ax ’
n n n n n n
Ay’ — Wit1,; — 2“1’,]' T Uy Ui — 2“i,j U
Ax? Ay? 7
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and the interpolation

1
Ustag = 7 (Vi +Vij—1 + Vig1j + Vig1-1)

from v-grid to u-grid. The second component is similar.

Step 2. Projection step. We correct the velocity u to satisfy the divergence free
condition. and we also update the pressure p. According to the Helmholtz-Hodge decom-
position, we obtain

ﬁ’n+1 — un+1 T At v w

37
V.un+1:0 ( )

n+1

for some function . This means that we want to project """ to the divergence free one,

u"™!. Taking divergence on both sides, we have

. ﬁn—i—l
St

o
on

Note that we need to compute the divergent term 7-u""! on the p-grid, solve the Laplace
equation of v, and then obtain u™*!.

= (0 where z € 91

Step 3. Correction step. Since

v Syp A - VTN VAR,
We obtain
Pt =pr Y - g vt
It can be obtained by substituting (37) into the summation of (35) and (36).

The second part is the phase field models. We modified the CN-AB scheme for Allen-
Cahn equation as below:

Tn+1 n ) 2 _ _
P et = Sad + ad

At
%( 2~ 26 1 336" — (87)°) — (30 — ("))
with a correction step for mass conservation:
DU i
pln+1) = ZVOW—M(@ =¢"" —p(n+1)

Since the velocity u™*! is computed in the first part, we use the extrapolation

un+1 . (§ \V4 ¢n - 1 \V4 ¢n—1)

to the term (u- )¢”+2 in a similar way in computation of advection term in Navier-Stokes
equation.
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5.3 Computing Mixture Problems Using Phase Field Models

Here we present an example of computing mixture problems using phase field models.
This is a modified case from Yang, et el. [17]. Consider the retraction of a rectangular
filament of width 0.2 and height 2.0 placed at center of the calculation domain [—1, 1] x
0, 6], filled with another ambient fluid. Suppose both fluids have the same density and
viscosity. Set ¢ = 1 inside the filament and ¢ = —1 in the ambient fluid. The parameters
are given as following:

~v=1.0,e=0.02,A=05v=1.0,90=0,p; = po = 1.0 (38)

with number of grid point 128 x 128, §t = 0.01. During computation, pressure p and
phase function ¢ is defined on cell center, while the velocity u = (u,v) is calculated on
cell interface. We use the CN-AB method with mass-conservation to compute the
phase field models.

Figure 32:

Figure 34: The contour profile of phase function when t=200, 250, 300, from left to right
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We can observe that, with initial velocity set to be zero and pressure assigned con-
stant, the surface tension produces the movement of the interface. The filament contracts
and forms a single droplet slowly in a long-time period.

6 Conclusion

We propose simple finite difference schemes with fast and stable computations for
the Allen-Cahn equation with solving tri-diagonal matrices. We also deal this with the
Cahn-Hilliard equation in a similar way. We introduce a special splitting method for the
Allen-Cahn equation in advantage of applying fast Fourier transform. Mass-conservation
modification for the Allen-Cahn equation is provided. And we apply these methods to
compute the mixture problem of two incompressible fluids.

References

[1] Allen, S.M., Cahn, J.W. (1976). Mechanisms of phase transformations within the
miscibility gap of Fe-Rich Fe-Al alloys. Acta Meta., 24, 425-437

[2] Badalassi, V.E., Ceniceros, H.D., Banerjee; S. (2003). Computation of multiphase
systems with phase field modéls. J. Comp. Phys., 190, 371-397

[3] Cahn, J.W., Hilliard, J.E. (1958). Free energy of & nonuniform system. I. Interfacial
free energy. J. chem. phys., 28; 258-267.

[4] Carr, J., Pego, R.L. (1989). Metastable Patterns in solutions of U; = €*U,, — f(U).
Comm. Pure Appl. Math., 42, 523-576

[5] Elliot, C.M., French, D.A. (1987). Numerical studies of the Cahn-Hilliard equation
for phase separation. IMA J. Appl. Math., 38, 97-128.

[6] Elliot, C.M., French, D.A., Milner, F.A. (1989). A second order splitting method for
the Cahn-Hilliard equation. Numer. Math., 54, 575-590

[7] Eyre, D.J. (1998). An unconditionally stable one-step scheme for gradient systems.
Preprint.

[8] Furihata, D. (2001). A stable and conservative finite difference scheme for the Cahn-
Hilliard equation. Numer. Math., 87, 675-699.

[9] Furihata, D. (2003). A stable, convergent, conservative and linear finite difference
scheme for the Cahn-Hilliard equation. Japan J. Indust. Appl. Math., 20, 65-85

[10] Liu, C., Shen, J. (2003). A phase field model for the mixture of two incompressible
fluids and its approximation by a Fourier-spectral method. Phys. D, 179, 211-228

[11] Nie, Q., Zhang, Y., Zhao, R. (2005). Efficient semi-implicit schemes for stiff systems.
J. Comp. Phys., 214, 521-537

[12] Trefethen, L.N. (2000). Spectral methods in MATLAB, pp.137-141. STAM.

22



[13] Tseng, H. (2006). Numerical methods and applications for immersed interface prob-
lems. Master Thesis.

[14] Vollmayr-Lee, B.P., Rutenberg, A.D. (2003). Fast and accurate coarsening simulation
with an unconditionally stable time step. Phys. Rev. E; 68, 066703

[15] Ward, M.J. (1996). Metastable bubble solutions for the Allen-Cahn equation with
mass conservation. SIAM J. Appl. Math., 56, 1247-1279.

[16] Ward, M.J., Stafford, D. (1999). Metastable dynamics and spatially inhomogeneous
equilibria in dumbbell-shaped domains. Stud. Appl. Math., 103, 51-73

[17] Yang, X., Feng, J.J., Liu, C., Shen, J. (2006). Numerical simulations of jet pinching-
off and drop formation using an energetic variational phase-field method. J. Comp.
Phys., 218, 417428

23



	f1.doc
	f2.doc
	f3.doc
	f3-1.doc
	f4.doc
	f5.doc
	master.pdf

