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Optimal All-to-All Personalized Exchange
in General Shuffle-Exchange Networks

Student: Richard B. Chen Advisor: Chiuyuan Chen

Department of Applied Mathematics
National Chiao Tung University

Abstract

All-to-all personalized exchange communication has been widely applied in many
parallel and distribuged processing applications. In [14]; by the Latin square method,
Yang and Wang preposed an optimalrallste=all:personalized exé¢hange algorithm for
the unique-pathjself-routable multistage interconnection networks (MINs). All the
networks considered in [14], including the famous shuffle;exchange networks, satisfy
N = 271 inwhich N is the number of inputs (outputs)iand i +1 is the number
of stages of the network: Do notice that Yang and Wang’sialgorithm requires the
states of all the switches of a stage to be identical; i.e., the stage control technique is
used. In [9], Padmanabham proposed the general shuffle-exchange network (GSEN)
with 2" < N“< 27!, Since a GSEN is.not necessarily a unique-path MIN, Yang
and Wang’s algorithm may:.not apply: The purpose of this paper is to propose two
optimal all-to-all personalized exchange algorithms for GSENs. .Unlike Yang and
Wang’s algorithm, we abandon'the Latin sguare.method and the requirement on
the unique-path property. Thefirst algorithm uses the stage eontrol technique and
works for arbitrary /N. We will prove it is optimal when.the stage control technique
is assumed for 2"~! 42" < N.< 271, On the contrary, the second algorithm does
not use the stage control technique and-weorks only for N = 2" + 2. We will prove
that it is optimal.

Keywords: multistage interconnection network, parallel and distributed com-

puting, all-to-all communication, all-to-all personalized exchange.
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1 Introduction

Processors in a parallel and distributed processing system often need to communicate
with other processors. The communication among these processors could be one-to-one,
one-to-many, or all-to-all. In particular, all-to-all communication can be further classified
into all-to-all broadcast and all-to-all personalized exchange. In all-to-all broadcast, each
processor sends the same message to all other processors; while in all-to-all personalized
exchange, each processor sends a specific message to every other processor. This paper
focuses on all-to-all personalized exchange.

All-to-all personalized exchange oceurs in many important applications (for exam-
ple, matrix transpositionsand fast Fourier transform (FFT))dn parallel and distributed
computing. Since a_processor|can-send only one message in each time unit, the time to
complete all-to-all personalized exchange is Q(IV), where N is the number of processors
in the given network. The all-to-all personalized exchange problem has been extensively
studied for hypercubes, meshes, and tori; see [8, 14] for details. As was mentioned in [14],
although the algorithm for a hypércube-achieves=optimal time jcomplexity, a hypercube
suffers from unbounded nede degrees and therefore has poor scalability. On the other
hand, although a mesh or torus has a constant node.degree and better scalability, its
algorithm has a higher time complexity [14]. An MIN (defined later) is considered to
be a better choice for implementing all-to-all personalized exchange due to its shorter
communication delay and better scalability.

Given N processors Py, Py, -+, Py_1, an N x N multistage interconnection network
(MIN) can be used for communication among these processors as shown in Figure 1, where
N x N means N inputs and N outputs. Figure 2 shows an example of a 10 x 10 MIN.
A column in an MIN is called a stage and the nodes in an MIN are called switches (or
switching elements or crossbars). Throughout this paper, an MIN means an N x N MINs

and each switch of an MIN is assumed to be of size 2 X 2 (hence N is even); see also



[1, 2, 3, 5, 7] for switches of other sizes. It is well known that a 2 x 2 switch has only two

possible states: straight or cross, as shown in Figure 3.

Nx N
MIN

Figure 1: Communications among processors using an MIN.

Figure 2: "A 10 X 40 MIN which is alse a 10.x 10 GSEN.

Obviously, it is meaningless to consider a network that does not have a path between
an arbitrary pair of input and output. An MIN is unique-path if there is a unique path
between each pair of input and output. An MIN is self-routable if the routing decision at
a switch depends only on the addresses of the source and the destination. In [14], Yang
and Wang proposed an optimal all-to-all personalized exchange algorithm for a class of
unique-path, self-routable MINs.

Yang and Wang’s algorithm [14] uses stage control (see [10]), which is a commonly used

technique to reduce the cost of the network setting for all-to-all personalized exchange
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straight Cross

Figure 3: The states of a 2 x 2 swtich.

communication. Stage control means that the states of all the switches of a stage have
to be identical. With stage control, a single control bit (0 for straight and 1 for cross),
or in other words, one electronic driver circuit, can be used to control all the switches of
a stage. Thus the number of expensive electronic driver gircuits needed is significantly
lower than that of indiyidual switch control.

Throughout this. paper, N denotes the number of processors.in a given MIN and
n + 1 is the number of stages in a given MIN.:Since;cach switch is of size 2 x 2, N is an
even integer. All the networks considered in [14]-including the famous shuffle-exchange
networks, satisfy N.= 2" Shuffle-exchange networks have been proposed as a popular
architecture for MINs; see [4,/5,76, 97 117 Ta[9]; Padmanabhan proposed the general
shuffle-exchange network (GSEN)fwith 2" < N < 2" The N terminals in an N x N
GSEN are numbered 0, 1,5+ ./, N — 1 and the shuffle-exchange operation on N terminals

is the permutation 7 defined by
. . 2 )
ﬂ(@):(Qz—i—{NJ)modN, 0<i<N-—-1.

See Figure 2 for an example. In the remaining part of this paper, we will simply use a
GSEN to denote an N x N GSEN. Notice that in a shuffle-exchange network, N = 2"+1,
while in a GSEN, 2" < N < 27+,

Although Yang and Wang’s algorithm [14] is optimal, it works only for unique-path
MINs. Since a GSEN is not necessarily a unique-path MIN, Yang and Wang’s algorithm

may not apply. Besides, Yang and Wang’s algorithm requires constructing a Latin square



in advance and allocating memory for storing the Latin square. In [14], the time for
constructing the Latin square is not counted in the optimal O(/N) communication delay.
The purpose of this paper is to propose two optimal all-to-all personalized exchange
algorithms for GSENs. Unlike Yang and Wang’s algorithm, we abandon the Latin square
method and the requirement on the unique-path property. The first algorithm uses the
stage control technique and works for arbitrary N. We will prove it is optimal when the
stage control technique is assumed for 277! +2" < N < 21 On the contrary, the second
algorithm does not use the stage control technique and works only for N = 2™ + 2. We
will prove that it is optimal.

This paper is organized as follows: Section 2 gives some preliminaries. Section 3
is our first all-to-all personalized exchange algorithin.: Sec¢tion 4 is our second all-to-all

personalized exchange algorithm. Conecluding remarks -areigiven in the final section.

2 Some preliminaries

In a GSEN, the switches are dligned-inn==i=stages: stagei 0, stage 1, ---, stage n.
Each stage ¢ consist§ of N/2 switéhes denoted as sj, 57, - 73§V/2—1 and 5€i+1) mod N 18
considered to be the successive switch of st.

The network configuration ofian' MIN is defined by the states of its switches. Since a
GSEN has & x (n+ 1) switches, the network configuration of a GSEN can be represented
by an % X (n+ 1) matrix in which each entry is defined by the state of its corresponding
switch. And, when the stage control technique is used, the network configuration of a
GSEN can be represented by a number between 0 and 2"*! — 1. For example, the network
configuration of the GSEN in Figure 2 can be represented by the matrix in Figure 4 or
by the number 10, which is (1010)s.

A permutation of an MIN is one-to-one mapping between the inputs and outputs.

For an MIN;, if there is a permutation that maps input ¢ to output p(7), where p(i) €
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Figure 4: The network configuration of the GSEN in Figure 2.

{0,1,--- ,N =1} fori =0,1,--- , N — 1, then we will use

(o 570

or simply use

oure 2 maps input 0

to output 1, inpu I - R input'9 to output 8; this

Permutations realizable by as N a nissible permutations. Not all of the
N'! permutations are realizable by a " ample, the identity permutation is not
realizable by the MIN in Figure 2.

An N x N Latin squareis an N x N matrix A = (a;;) , 4,7 =0,1,--- , N —1, such that
entries a;; are in the set {0,1,--- , N — 1} and no two entries in a row or a column are
identical. In [14], Yang and Wang found that: to realize all-to-all personalized exchange
for a unique-path, self-routable MIN, one only needs to arrange N network configurations
so that their corresponding admissible permutations form an N x N Latin square. By using
this Latin square method, Yang and Wang [14] proposed an optimal all-to-all personalized

exchange algorithm for a class of unique-path, self-routable MINs; see also [7, 8,12, 13, 15].

5



In this paper, @ denotes the XOR operation. As a reference,

000=0,001=1,100=1, 1®1=0.

3 All-to-all personalized exchange in GSENs with
stage control

In a GSEN, the messages are transmitted in a pipelining pattern. In the following, a
round means a process to transmit all the messages of the current stage to the next stage.
Before proposing our first all-te-all ‘personalized exchange algorithm for GSENs, we will
prove that when 2" 4 271 < N < 27! and the stage control technique is used, at least
271 4 n rounds are required to complete all-to-all personalized exehange in a GSEN. The

following lemma plays an important-role in the temaining proofs.

Lemma 1. If the network configuration & mapssinput 0-to output.j, then the network
configuration (x +2%) mod 2" maps_ input N/2 to the same output j. Moreover, x and

(x + 2") mod 2" differ only ‘in the8etting of stage 0-

Proof. Since the shuffie pattern makes input 0 and input N/2 link to the same switch

of the stage 0, we have the lemma. ]

See Figure 2 for an illustration of this lemma. It is not difficult to see that the network
configuration 10 maps input 0 to output 1 and the network configuration (10+8) mod 16,
which equals 2, maps input 5 to the same output 1. Before going further, we introduce a
definition. Output j is called a unique-path output of input i if the path between them is

unique.

Lemma 2. If j is a unique-output of input 0, then j is also a unique-path output of input

N/2.



Proof. Suppose to the contrary that the path between input N/2 and output j is not

unique. Then by Lemma 1, the path between input 0 and output 7 will not be unique. n

Lemma 3. Input 0 has exactly 2N — 2" unique-path outputs; these unique-path outputs

are consecutive and they are 2" — N, 2" - N 4+ 1,... N —1.

Proof. Since the path between 0 and the switch s} is unique for 2" — % <i< % -1,

we have this lemma. ]
The following lemma is obvious

Lemma 4. Suppose j is en when the stage control

technique is used, the

Corollary 5. Suppo. when the stage control

technique is used, th wat to j actly (j + 2") mod

il

Proof. This corollary f g ; '-"‘ . a 2, and Lemma 4. ]
We now derive a loweribo quired to complete all-to-all

personalized exchange in a GS

Theorem 6. When 2" 4 2"~1 < N < 2"F! and the stage control technique is used, at

least 2" +n rounds are required to complete all-to-all personalized exchange in a GSEN.

Proof. ByLemma3, U = {2""'—N, 2" —N+1,... N—1} is the set of unique-path
outputs of input 0. When 274271 < N < 2"l we have S = {271, 2n7141,... 2nl4

2" — 1} C U. Note that |S| = 2". Let

Sl — {2n—1, 2n—1 + 1, . ,2n—1 + 2’rL o 1}



and

32:{2n—1+2n’ 2n—1+2n+1’ ’27’L+1_1’ 07 1’ ’2n—1_1}.

By Lemma 4, the 2" network configurations in Sy are required for input 0 to get to all the
outputs in S. By Corollary 5, the 2™ network configurations in Sy are required for input

N/2 to get to all the outputs in S. Since
S uUS, =10, 1,---, 2" — 1},

when the stage control technique is used, at least 2! network configurations are required
to complete all-to-all personalized exchange! Since at least 2"™! network configurations
are required and it takes n 41 rounds for a message to travel through a GSEN, we have

this theorem. n

We are now ready to propose our first all-torall personalized exchange algorithm for
GSENs. This algerithm uses the stage control technique and has two phases. The first
phase is the message preparing phase and in.this phase, personalizediimessages that need
to be sent out fromeeach processor-are inserted into the message queue of that processor.
The second phase is the message seniding phase and in this phase. personalized messages

are sent out from the message queue of each processor:

Algorithm GSEN-ATA-with-Stage-Control.

Phase 1: The message preparing phase.

e The (n+1)-digit binary representations x,,x,_1 - - - 1o of numbers 0,1,--- , 2"+ —1
are sequentially generated and the labels of every input of the GSEN (the label
of input 0 is 0, the label of input 1 is 1, etc) are equipped with the current

binary representation x,z, _1---xp.

e Before a label enters switch s/, s7 is set to straight if 2,_; = 0 and set to cross if

Tn—j = 1.



e When a label reaches an output, a personalized message is prepared; in particular,
if label s reaches output ¢, then a personalized message that processor s wants
to send to processor t is prepared and is inserted into the message queue of

processor s.

Phase 2: The message sending phase.

The (n+1)-digit binary representations z,z,_1 - - - ¥o of numbers 0,1, - ;271 —1
are sequentially generated and the personalized messages in the message queue
of every input of the GSEN ate equippéd with the current binary representation

TpTp_1 - To-

Before a message enters switch s7, §! is setaceording to the rules used in phase

1.

When a message reaches an output, that‘output receives a personalized message

for it.

End of the algorithm.

Theorem 7. AlgorithmsGSEN-ATA-with-Stage-Control-is correct and takes 2(2"' + n)

rounds.

Proof. To prove the correctness of this algorithm, it is sufficient to prove that for an
arbitrary pair of input ¢ and output j, 7 can get to j. Since the stage control technique is
used, there are only 2"*! possible network configurations. The network configuration for i
to get to j is therefore a number in 0,1, --- ,2""1 — 1. Since Algorithm GSEN-ATA-with-
Stage-Control uses every number in 0,1, --- , 2"t —1 as one of its network configurations,

i can get to j. It is obvious that the above algorithm takes 2(2""! + n) rounds. ]

Corollary 8. When 2" + 271 < N < 2"l and the stage control technique is used,

Algorithm GSEN-ATA-with-Stage-Control is optimal.



Proof. By Theorem 7, Algorithm GSEN-ATA-with-Stage-Control takes O(2""! + n)
rounds. By Theorem 6, when the stage control technique is used, the number of rounds
required to complete all-to-all personalized exchange in a GSEN is Q(2"™! + n). We now

have this corollary. ]

4 All-to-all personalized exchange in GSENs with
N=2"+2

In this section, we will propose our_second. all-to-all personalized exchange algorithm
for GSENs and we will assumé that the given GSEN has exactly N = 2" + 2 nodes. The
differences between our "two algorithms are: The first algorithm uses the stage control
technique and each phase of the algorithm requires 2°*! + n rounds (notice that 2" <
N < 27F1). On the contrary, each phase of the second algorithm requires only N + n
rounds and only the first 2 (note that NV = 2" +2) rounds use the stage control technique.
The following is the second algorithm; it-alse has two phases: the message preparing phase

and the message sending phase.

Algorithm GSEN-ATA=2.

Phase 1: The message preparing phase.

e The (n+ 1)-digit binary representations x,x,_; - - - o of numbers 0,1, --- 2" —1,
2" 4+ 2771 and 2" + 277! 4+ 1 are sequentially generated and the labels of every
input of the GSEN (the label of input 0 is 0, the label of input 1 is 1, etc) are
equipped with the current binary representation z,x,_1 - - - xg.

J

e Before a label enters switch s, s’

: is set according to the number z with which

the label is equipped.

10



If x is neither 2" + 277! nor 2" 4+ 2"~ 4 1, then:
s) is set to straight if z,,_; = 0 and set to cross if 2, _; = 1.

If xis 2" +2" ! or 2" + 271 4 1, then:
if j =0 or j =n, then sf is set to straight if x,_; = 0 and set to cross if
Tn—j = 1; otherwise, sg is set to straight if i © x,,_; = 0 and set to cross if

e When a label reaches an output, a personalized message is prepared; in particular,

if label s reaches output ¢, then a personalized message that processor s wants

to send to processo ted into the message queue of

ers 0,1,---,2" —1,
and the personalized

are equipped with

e Before a message ent is according to the rules used in

phase 1.

e When a message reaches an output, that output receives a personalized message

for it.

End of the algorithm.

Phase 2 of Algorithm GSEN-ATA-2 is similar to phase 1 of Algorithm GSEN-ATA-2
except that a personalized message (instead of the label 7) is sent from input ¢. So we
only give an example for phase 1; see Figures 5 and 6. In these two figures, each 0-1 string

is the binary representation of the number x with which a label is equipped. From these

11



two figures, the labels arriving at the outputs are as follows.

foroutput0: 0 4 8 5 7 6 1 3 2 9
foroutput1: 4 0 5 8 6 7 3 1 9 2
foroutput2: 8 3 0 2 1 5 7 9 6 4
foroutput3: 3 8 2 0 5 1 9 7 4 6
foroutput4: 7 2 6 3 0 9 4 5 1 8
foroutput5: 2 7 3 6 9 0 5 4 8 1
foroutput6: 6 1 7 9 4 8 0 2 5 3
foroutput 7: 1 6 9 7 8 4 2 0 3 5
foroutput8: 5 9 4 1 3 2 6 8 0 7
foroutput9: 9 5 1 4 2 3 8 6 7 0

It is not difficult to see that Algorithm GSEN-ATA-2 completes all-to-all personalized
exchange for a GSEN with N = 10 nodes.

In the remaining part ofgthis.section, we will prove that Algorithm GSEN-ATA-2 is
correct and optimal. Récall that the switches of stage ¢ are’sf, si,---, sf\, 21 and s§

is considered to be the successive switeh of s a1 The following, two observations are

based on the assumption that|the setting of every switch of stage 0 is straight:

Observation 1. At stage 1, only one switchsis teachable from input @ At stage 2, exactly
2 switches arereachable from input ¢ and these switches are consecutive. In general,
at stage ¢, 0 <€ < n, exactly 2-! switches are reachable from input i and these
switches are consecutive. At stage n (i.e., the last stage)exactly 27! switches are

reachable from input i'and these switches are eonsecutive.

Since the switches of stage ¢ that are reachable from input ¢ are consecutive, we only need

to know the first one; suppose s& , 1s this switch. Then we have the following observation.

Observation 2.

o — i mod N/2 itl=0,
CTL 2520+ [Z]) mod N/2 if 1< /< n.

We now use the above two observations to prove a lemma.
Lemma 9. [fi < N/2—1, then for each phase of Algorithm GSEN-ATA-2, after perform-

ing the first N +mn — 2 rounds, only one switch of stage n (the last stage) is not reachable

from input i. Moreover, if this unique switch is sy, then q; = (271 — 24) mod N/2.

12



Proof. When the stage control technique is used and the setting of every switch of stage
0 is straight, there are only 2" possible network configurations: 0, 1,---,2" — 1. For each
phase of Algorithm GSEN-ATA-2, its first 2" rounds use the stage control technique and
the switches are set according to the (n + 1)-digit binary representations z,x, 1 - - - g of
the numbers 0, 1,---,2" — 1. So by Observation 1, for each phase of Algorithm GSEN-
ATA-2, after performing the first 2" +n = N 4+ n — 2 rounds, the number of switches
of stage n that are reachable from input ¢ is 2"~!. Since each stage consists of 27! + 1
switches, only one switch of stage n is not reachable from i. By Observation 2, if this

unique switch is s, then ¢; = (G #2% 1) mod N/2, i.e., ¢; = (2*7' — 2i) mod N/2. »

The following corollary fellows directly from Lemma 9.
Corollary 10. ¢y =2" " and ¢i=Ag;—1 =2) mod N2 fori=1,2,.-- N/2—1.
The proof of the following lemma is similarto that of Lemma 9 and is omitted here.

Lemma 11. Ifi >:N/2, then for eachiphase of Algorithm GSEN-ATA-2, after performing
the first N +n — 2 rounds; only one Switch of stage:n (the last stage)'is not reachable from

input i. Moreover, if this unique switch is s, then q; = (271 < 9; — 1) mod N/2.
The following corollary follows directly from Lemma 11.

Corollary 12. gy = 2"t — 1 and ¢; = (¢;—1 — 2) mod N/2 fori = N/2+1,N/2 +

2,--+ ,N —1.

Let My (M), an § x (n + 1) 0-1 matrix, be the network configuration defined as
follows. For each 0 < ¢ < n, column ¢ of M; (Ms) contains the setting of switches of stage
¢ at round 2" 4+ ¢+ 1 (2" + £+ 2). When we do not want to specify which one of M; and
M, is used, we will simply use M to denote either My or Ms. From Algorithm GSEN-

ATA-2; M; and M, are defined by the (n + 1)-digit binary representations x,z,_1 - - - g

13



of 2"+ 1 and 2"+ 2, respectively. Since 2" +1 = (1100 ---00)3 and 2" +2 = (1100 - - 01)s,
the first n columns of M; and M, are identical and
(i) each entry in column 0 of M is 1,
(ii) 1 and 0 appear alternatively in column 1 of M,
(iii) 0 and 1 appear alternatively in column 2, column 3, - - -, column n — 1 of M,
(iv) each entry in column n of M; (My) is 0 (1).

See the following for an illustration.

1 100 0 040 1 100 0 01
1 011 l i 1,0 1 1 1 11
1 100 00 0 1 170 0 0 01
1 0 141 110 T L, | 1 11
M, = My = |
1 el 0 10 1 1 11
1 wna*0 0 ) 0 1
1 i L 1ot 1 Ly 1 1 11

For convenienceydenote the twe'subports on the left-hand (right=hand) side of a 2 x 2
switch ip and i; (0p and 0y); seevFigure 3. Ina'GSEN; the right-hand side of every stage
has exactly N ports: port 0, port 1, -+, port N — 1. For convenience, let p¢ denote the
label of the port on the right-hand side of stage £ that is reachable from input i. When
the network configuration M is used, the following two properties hold.

Property A.Ifi < N/2 —1and 1 < ¢ < n, then port p! is an og-subport.

Property B. If i > N/2 and 1 </ < n, then port p{ is an o;-subport.

The following two lemmas will be used to prove that input ¢ can reach switch s by

using the network configuration M.

Lemma 13. If i < N/2 — 1, then input © can reach switch Sq; by using the network
configuration M. Moreover, input i can get to outputs 2q; and 2q; + 1 (the two outputs

connecting to s7.) by using My and My, respectively.
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Proof. Let s? be the switch of stage n (the last stage) that is reachable from input i
when the network configuration M is used. First consider the case that ¢« = 0. Clearly,
input 0 reaches switch sY via ig-subport. Since input 0 reaches s via ig-subport and the
setting of s{ is cross, input 0 reaches switch s}, (i.e., s7) via ig-subport. Since input 0

reaches si via ig-subport and the setting of s; is straight, input 0 reaches switch s3.;_ (i.e.,

s2) via ig-subport. For £ =2,3,--- n — 1, since input 0 reaches sgz,l via ig-subport and
the setting of sf, , is straight, input 0 reaches switch s3; , Lo (e, stit) via dg-subport.

In particular, when £ = n—1, input 0 reaches switch si, ,, which is switch sp . So o = qo.
Next consider the case that 0.1 < N/2 — 1. By Corollary 10, to prove this lemma,

it remains to prove that
tid=(ti-1 =2)  modrN/2 fori= 1,2 - | N/22 1.
To prove the above statement, it-suffices to prove that

pi' = (pi5 — 2) mod Nifori=1,2,--: N/2-T

)

Again, to prove this statement, it suffices to prove that
(*) pf = (pf,l + 2“1) mod N for 1 <¥<m— 1.

We will prove (*) by induction on %It is not diffieult to. see that (*) holds when ¢ =1
or 2. Suppose £ > 3 and (*) holds for'¢ = 1.. Note that p{~' = (p!~} +2¢) mod N. Since

Property A holds, p! = 2p'™! mod N and p! ; = 2p!~! mod N. So
Pt =2p " mod N = 2(pi=] +2°) mod N = (pf_, +2) mod N
and (*) holds.
In the above discussion, we have proven that input ¢ can reach switch sy, by using M,
or My. Since the two outputs connecting to sy are 2g; and 2¢; + 1 and s is set to be

straight by M; and cross by Ms, input ¢ can get to outputs 2¢; and 2¢; + 1 by using M,

and M, respectively. [
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Lemma 14. Ifi > N/2, then input i can reach switch sy by using the network configura-
tion M. Moreover, input i can get to outputs 2q; and 2q; + 1 (the two outputs connecting

to sy) by using My and My, respectively.

Proof. The proof of this lemma is similar to that of the previous lemma except that

Property B is used instead of Property A; hence the proof is omitted here. [

Theorem 15. Algorithm GSEN-ATA-2 is correct and takes 2(N + n) rounds.

Proof. By Lemmas 9, 11, 13, and 14, each input ¢ reaches each output 5 and hence
Algorithm GSEN-ATA-2 is cortect. It is obvious that gach phase of Algorithm GSEN-

ATA-2 takes N + n andithe whole algorithm takes 2(/V + n) rounds. ]

Corollary 16. Algorithm GSEN-ATA-2 1s optimal.

Proof. By Theorem 15; Algorithm GSEN-ATA-2.takes O(NV) rounds. Since the number
of rounds required o complete all-to-all personalized exchange in a GSEN is Q(N), we

have this corollary: ]

5 Concludingiremarks

In [14], Yang and Wang proposed an optimal all-to-all personalized exchange algo-
rithm, called ATAPE, for a class of unique-path, self-routable multistage interconnection
networks (MINs). The MINs considered in [14] include the famous shuffie-exchange net-
works. Algorithm ATAPE works only for unique-path MINs and requires constructing a
Latin square in advance and allocating memory for storing the Latin square. Yang and
Wang thought that the Latin square construction needs to be run only once at the time a
network is built. Thus the Latin square associated with the network can be viewed as one
of the system parameters and the time for constructing the Latin square is not counted

in their communication delay analysis.
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In this paper, we consider the general shuffle-exchange networks (GSENs). A GSEN is
not necessarily a unique-path MIN and hence Algorithm ATAPE may not apply. We have
proposed two optimal all-to-all personalized exchange algorithms for GSENs. Each of the
two algorithms consists of two phases: the message preparing phase and the message
sending phase. Algorithm ATAPE also consists of two (main) steps: Steps 1 and 2, which
correspond to the message preparing phase and message sending phase of our algorithms,
respectively. Unlike Algorithm ATAPE, we abandon the Latin square method and the
requirement on the unique-path property.

Our first algorithm uses the stage control technique and works for arbitrary N. We
have proven that it is optimal when the stage control-technique is assumed for 2"~ +2" <
N < 2"l However, anoutput may redeive more than one (idéntical) message from the
same input when the algorithm is executed. These overhead can'be avoided and we do not
discuss on this topie in_this paper. Our second algorithm does not use the stage control

technique and works only for N = 2" + 2. We liave also proven that it is optimal.
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Figure 5: An example of phase 1 of Algorithm GSEN-ATA-2.
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Figure 6: An example of phase 1 of Algorithm GSEN-ATA-2 (continued).
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