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Abstract

We studied optical propertiesin finite ‘crystallize ZnO nanostructures with
Experimental and theoretical method. In experimental part, ZnO quantum dots were
successfully synthesized from 3.5 to 12 nm via a simple sol-gel method. The
average size of quantum dots can be tailored using well-controlled concentration of
zinc precursor. In the lattice dynamics, the measured Raman spectral shift and
asymmetry for the E2 (high) mode caused by localization of optical phonons agree
well with that calculated by using the modified spatial correlation model. From the
resonant Raman scattering, the coupling strength between electron and longitudinal

optical phonon, deduced from the ratio of the second- to the first-order Raman

v



scattering intensity, diminishes with reducing the ZnO QD diameter. The size
dependence of electron-phonon coupling is principally a result of the Frohlich
interaction. Size-dependent blue shifts of photoluminescence and absorption spectra
revealed  the  quantum  confinement  effect. Additionally,  the
exciton-longitudinal-optical-phonon (LO-phonon) interaction was observed to
decrease with reducing ZnO particle size to its exciton Bohr radius (ag). The
unapparent LO-phonon replicas of free exciton (FX) emission and the smaller FX
energy difference between 13 and 300 K reveal decreasing weighting of exciton-LO
phonon coupling strength. The diminished Frohlich interaction mainly results from
the reducing ag with size due-to the quantum confinement effect that makes the
exciton less polar. According”to. the above experiment data, the effective-mass
approximation apparently gives a good understanding of the blue shift of the optical
absorption threshold. However, this approach fails for the smallest crystallite sizes
because of the oversimplified description of the crystal potential as a spherical well of
infinite depth. A better description of the band structure can be obtained from a
tight-binding (TB) framework. Since the atomic structure is implicitly considered,
this method is more adequate for small crystallites. In our theoretical part, we used
sp° TB model to calculate the electronic structure and surface states in in ZnO finite

crystallize.



Firstly, calculating the electronic structure and the density of states in the
wurtzite structure of Zn;, Mg,O (ZMO) alloys using sp’ semi-empirical tight-binding
model, we observed increases of both band gap and electron effective mass that agree
with the experimental results as increasing Mg composition up to x = 0.3.  From the
calculated total density of states, the increasing electron effective mass is a result of
localized orbital overlap of cation sites due to extra density of modes coming from
Mg3s and Mg3p orbitals as introducing more Mg composition. Additionally,
reducing electronegative characteristic of oxygen was caused by the O2p was less
localized around the oxygen atom.  Finally, 'the electronic band structures and
surface states were investigated-fot ZnO finit€ wells or slabs grown along <0001> and
<1-100> directions using tight binding representation. The dangling bonds on two
end-surfaces caused surface bands for different directions grown slabs, of which the
wavefunctions tend to localize at the end surfaces. The increasing splitting of the
degenerate surface bands at the I" point was observed decreasing with the thickness of
the nonpolar [1-100] slab. And, we also found that the enhancing the band gap

along [0001] polar due to more effective carrier confinement in c-axis.
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Chapter 1 Introduction

1.1 Significance of the dissertation

The synthesis of semiconductor nanomaterials has aroused worldwide interest in the
last few years. Given their large surface area to volume ratios, size effects and possible
quantum confinement effects, nanomaterials are predicted to exhibit new and enhanced
properties relative to those of the corresponding bulk materials and offer routes to
fabricating novel nanodevices. The wide band gap (3.4 eV at 5K), large exciton binding
energy (60 meV), and radiation hardness of ZnO make it an excellent candidate UV
light-emitter [1,2] for use in lasers, light-emitting diodes (LEDs), and other UV
light-emitting devices. Under the right preparation conditions, pure excitonic emission
from ZnO can be achieved, and UV lasing in bulk and nanowire ZnO have been observed.
The size-tunable optical properti¢€s of quantum confined semiconductor nanocrystals have
motivated further investigations into the luminescence of ZnO nanocrystals (quantum
dots). The synthesis of other semiconductors as colloidal nanocrystals has opened up
possibilities for their uses in many new applications. For example, CdSe quantum dots
(QDs) have been prepared showing band-edge emission at a range of wavelengths in the
visible with high quantum yields, given proper surface passivation. Strongly emitting
CdSe QDs and related materials have been tested for use in biolabelings [50], in LEDs, or
as quantum dot lasers [51]. ZnO is particularly attractive for similar applications
because of the current interest in UV emitters, but the luminescence of colloidal ZnO
QDs is usually dominated by visible emission from a trap state [52]. High UV emission

quantum yields have not yet been observed in ZnO nanocrystals, limiting their potential



uses. In this dissertation, we fabricated high-quality ZnO QDs by a simple sol-gel
method to solve above problem and discussed the optical features of crystal structures
and lattice dynamics, Raman vibrational properties, and exciton-LO-phonon coupling in
order to completely apply in photonic devices. Furthermore, we theoretically studied
the influence of electronic behavior in ZnO finite structures using semi-empirical tight

binding (SETB).

1.2 Basic properties of ZnO and general review of ZnO nanostructures

1.2.1 Basic properties of ZnO

Zinc oxide (ZnO) is a material with great potential for a variety of practical
applications, such as piezoelectricttransducers. [53], optical waveguides [54], surface
acoustic wave devices [55], varistors{56], phosphors [57], transparent conductive oxides
[58], chemical and gas sensors [59], spinsfunctional dévices [60], and UV-light emitters
[1,2]. The interest in ZnO is fueled ‘and.fanned by its prospects in optoelectronics
applications owing to its direct wide band gap (£, ~ 3.3 eV at 300 K). Some
optoelectronic applications of ZnO overlap with that of GaN, another wide-gap
semiconductor, which is widely used for production of green, blue-ultraviolet, and white
light-emitting devices. However, ZnO has some advantages over GaN among which are
the availability of fairly high-quality ZnO bulk single crystals and a large exciton binding
energy (60 meV). ZnO also has much simpler crystal-growth technology, resulting in a
potentially lower cost for ZnO-based devices. The basic materials parameters of ZnO
were also shown in Table 1 [3]. To realize any type of device technology, these

parameters were important to have control over the concentration of intentionally



introduced impurities (dopants), which are responsible for the electrical properties of
ZnO. The dopants determine whether the current (and, ultimately, the information

processed by the device) is carried by electrons or holes.

Table 1 Properties of wurtzite ZnO.

roparty

Lattice parameters at 300 K:
ap 0.32495 nm

Co 0.52069 nm
ap/<o 1.602 (1.633 for ideal

hexagonal structure)
0.345

5.606 g/cm3
wurtzite
1975°C

0.6, 1-1.2

Density

Stable phase at 300 K
Melting point
Thermal conductivity

Linear expansion coefficient (/°C) ag: 6.5 x 105, cy: 3.0 x 106
8.656

2.008, 2.029

3.4 eV (direct)

<108 /em?3

60 meV

0.24

Static dielectric constant
Refractive index

Energy gap

Intrinsic carrier concentration
Exciton binding energy
Electron effective mass

Electron Hall mobility at 300 K for
low n-type conductivity 200 cm2/V'ss

0.59

Hole effective mass

Hole Hall mobility at 300 K for low
p-type conductivity 5-50 cm?/Ves

Wurtzite zinc oxide has a hexagonal structure (space group C6mc) with lattice

parameters @ = 0.3296 nm and ¢ = 0.52065 nm. The structure of ZnO can be simply
described as a number of alternating planes composed of tetrahedrally coordinated O

and Zn*" ions, stacked alternately along the c-axis as shown in Fig. 1-1, in which al, a2,

and c are the unit vectors in a unit cell, the open and closed circles show the cation and



anion atoms, respectively. The tetrahedral coordination in ZnO results in non-central

symmetric structure and consequently possesses piezoelectricity and pyroelectricity.
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Fig. 1-1 The wurtzite sttucture model 6f ZnO.

Another important characteristic:of “ZnO 1s containing polar surfaces. The most
common polar surface is the basal plane. The oppositely charged ions produce
positively charged Zn-[0001] and negatively charged O-[000-1] surfaces, resulting in a
normal dipole moment and spontaneous polarization along the c-axis as well as a
divergence in surface energy. To maintain a stable structure, the polar surfaces

generally have facets or exhibit massive surface reconstructions, but ZnO 2[0001] are

exceptions: They are atomically flat, stable and without reconstruction [4, 5]. Efforts

to understand the superior stability of the ZnO Z[0001] polar surfaces are at the forefront

of research in today’s surface physics [6-9]. The other two most commonly observed
facets for ZnO are [1120] and [1-100], which are non-polar surfaces and have lower

energy than the [0001] facets.



1.2.2 General review of ZnO nanostructures

Nanostructured ZnO materials have received broad attention due to their
distinguished performance in electronics, optics and photonics. From the 1960s,
synthesis of ZnO thin films has been an active field because of their applications as
sensors, transducers and catalysts [58]. In the last few decades, a variety of ZnO
nanostructure morphologies, such as nanowires [10-12], nanorods [13-16], tetrapods
[17-19], nanoribbons/belts [20-22], and nanoparticles [23, 24] have been reported. ZnO
nanostructures have been fabricated by various methods, such as thermal evaporation
[16-21], metal-organic vapor phase epitaxy (MOVPE) [15], laser ablation [16],
hydrothermal synthesis [13, 14], sol-gel method [23, 24] and template-based synthesis
[12].  Recently, novel morpholegies such “as, hierarchical nanostructures [25],
bridge-/nail-like nanostructures -[26], tubular. nanostructures [27], nanosheets [28],
nanopropeller arrays [29, 30], nanohelixes {29, 31], and nanorings [29, 31] have, amongst
others, been demonstrated. Some of the possible:ZnO nanostructure morphologies are
shown in Fig. 1.2. Several recent review articles have summarized progress in the

growth and applications of ZnO nanostructures [32—-34].
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There are two incompatible physical meas in modifying the energy band structure
of nanostructures, i.e., the quantum confinement effect (QCE) and surface states [38].
These two mechanisms compete with each other to influence PL spectra. For nanodots
or nanostructures in ZnO system with diameters less than 10 nm, the QCE plays a
dominant role as has been much reported [39, 40]. On the other hand, the
surface-to-volume ratio also brings much influence on the system’s Hamiltonian when
the material size is reduced to the nanometer scale [41, 42]. The predominance of
surface states is responsible for many novel physical features of nanomaterials [43, 44].
Recently, Guo et al. [45] exhibited significantly enhanced UV luminescence, diminished

visible luminescence and excellent third-order nonlinear optical response with poly (vinyl



pyrrolidone) (PVP) modified surface of ZnO nanoparticles. Norberg and Gamelin [46]
observed that changes in nanocrystal size, shape, and luminescence intensities have been
measured for nanocrystals capped by dodecylamine (DDA) and trioctylphosphine oxide
after different growth times. They explained the green trap emission intensities show a
direct correlation with surface hydroxide concentrations. Contrary to expectations, there
is no direct correlation between excitonic emission quenching and surface hydroxide
concentrations. The nearly pure excitonic emission observed after heating in DDA is
attributed to the removal of surface defects from the ZnO nanocrystal surfaces and to the
relatively high packing density of DDA on the ZnO surfaces. Furthermore, Shaish et al.
[47] showed that intensity relations of below-band-gap and band-edge luminescence in
ZnO nanowires depend on the wite radius. Thesweight of this surface luminescence
increases as the wire radius decreases ‘at the expense of the band-edge emission. Pan et
al. [48] also predicated a significant increase in the intensity ratio of the deep level to the
near band edge emission is observed with ever-inereasing nanorod surface-aspect ratio.
Thus, in quantum-size nanostructures, surface-recombination may entirely quench
band-to-band recombination, presenting an efficient sink for charge carriers that unless
deactivated may be detrimental for electronic devices. Although there were many
experiments to describe the influence of surface states and electronic behavior in ZnO
nanostructure, it is still lack of experimental and theoretical studies [61, 62] of the

influences of crystalline size on electronic structure and surface states in ZnO.



1.3 Motives

In this dissertation, we experimentally and theoretically study the influences of finite
crystallize on optical properties and electronic behavior of ZnO quantum structures. In
experiment, we first show how to grow high-quality ZnO QDs by a simple sol-gel
method. The average size of nanoparticles can be tailored by the appropriate
concentration of zinc precursor. For optical properties analysis, Raman scattering can
yield important information about the nature of the solid on a scale of the order of a few
lattice constants, it can be used to study the microscopic nature of structural and/or
topological disorder. Raman scattering thus has been widely used to study the influence
of phonon demeanor in finite size of ZnO crystalline. Furthermore, PL measurement is
a suitable tool to determine the crystalline quality and the presence of impurities in the
material as well as exciton fin¢ structures. It is-imperative to fully characterize the
excitons in ZnO since not only are exeitons-a-sensitive indicator of material quality but
also they play an important role in the stimulated emission and gain processes in real
device structures. Especially, the exciton-phonon interaction has significant influence
on the optical properties of nanostructure semiconductors. The influence of crystal
structure and morphology were studied in detail recently in ZnO nanostructure system,
but the effects on the optical properties of fabricated nanostructures are still unknown.
Since, we will investigate the interesting optical features of crystal structures and lattice
dynamics, Raman vibrational properties, and exciton-LO-phonon coupling in use of
Raman and PL spectroscopy.

In theoretical, we present the electronic band structure and total density of states

(DOS) of ZnO and ZMO compound crystallization using the nearest- and the



next-nearest-neighbor SETB approach sp3 model. We limit the number of nonzero
tight-binding parameters to one-center on-site integrals and the nearest neighbor
two-center integrals, as discussed by Slater and Koster [49]. We also used SETB
method to investigate the electronic stricture and surface states of ZnO finite well
structure considering non-relaxed and non-reconstructed surfaces with growth different

directions.

1.4 Organization of the dissertation

This dissertation is organized as follows. Chapter 2 presents a general concept of
crystal structures, lattice dynamics, fundamental optical transitions, and tight binding
method. In Chapter 3, we demonstrated;thessynthesis of the ZnO QDs and show the
brief illustrations of characterization techniques: In Chapter 4, the morphology, crystal
structures, and lattice dynamics were discussed with difference crystallize size of ZnO
QDs. Chapter 5 elucidates the increase of exciton binding energy may result from the
decrease of exciton Bohr radius making the exciton less polar thereby reducing the
coupling to LO phonons. Chapter 6 and Chapter 7 we calculated the electronic structure
and surface states in the wurtzite structure of ZnO from bulk to nanostructures using sp’
semi-empirical tight-binding model. Finally, in Chapter 8, we conclude the studies on

the ZnO finite structures and propose several topics of the future works.
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Chapter 2 Theoretical background

In this chapter, we will discuss in detail the crystal structures, lattice dynamics,
excitons-related emissions, quantum size effect and tight binding method. Lattice
dynamics corresponding to the selection rules, lattice vibrational properties, and
polar-optical phonon scattering mechanism are discussed. Optical transitions in ZnO
have been studied by a variety of experimental techniques such as optical absorption,
transmission, reflection, photoluminescence (PL), and cathodoluminescence
spectroscopies, etc. In Section 2.2, we reviewed some fundamental issues related to the
optical properties of ZnO single crystal-by--PL me€asurement. In Section 2.3, the

quantum effect was described in nanostractures using effective mass model. Finally, we

3
detail the SETB approach sp model of wurtzite semiconductors.

2.1 Crystal structures and Lattice dynamics
2.1.1 Crystal structures [1]

Most of the group II-VI binary compound semiconductors crystallize in either cubic
zinc-blende or hexagonal wurtzite structure in which each anion is surrounded by four

cations at the corners of a tetrahedron, and vice versa. This tetrahedral coordination is
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typical of sp® covalent bonding, but these materials also have a substantial ionic character.
ZnO is a [I-VI compound semiconductor whose ionicity resides at the borderline between
covalent and ionic semiconductor. The crystal structures shared by ZnO are wurtzite
(B4), zinc blende (B3), and rocksalt (B1), as schematically shown in Fig. 2-1. At
ambient conditions, the thermodynamically stable phase is wurtzite. The zinc-blende
ZnO structure can be stabilized only by growing on cubic substrates, and the rocksalt

structure may be obtained at relatively high pressures.

Rocksalt (B1) Zinc blende (B3) Wurtzite (B4)

Fig. 2-1 Stick and ball representation of ZnO crystal structures: (a) cubic rocksalt (B1), (b) cubic zinc

blende (B3), and (c) hexagonal wurtzite (B4). The shaded gray and black spheres denote Zn and O atoms,

respectively.
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The wurtzite structure has a hexagonal unit cell with two lattice parameters, a and c,

cla=.% =1633 c

in the ratio of and belongs to the space group of ~¢ or P6smc. A

schematic representation of the wurtzitic ZnO structure is shown in Fig. 2-2. The
structure is composed of two interpenetrating hexagonal-close-packed (hcp) sublattices,
each of which consists of one type of atom displaced with respect to each other along the
threefold c-axis by the amount of u = 3/8 = 0.375 in an ideal wurtzite structure. The
fractional coordinate, the u parameter, is defined as the length of the bond parallel to the ¢
axis in unit of ¢c.  Each sublattice includes ffour;atoms per unit cell and every atom of one
kind (group-II atom) is surrounded by four atoms.of the other kind (group VI), or vice

versa, which are coordinated at the edges of-a-tetrahedron.

[0001]

Fig. 2-2 Schematic representation of a wurtzitic ZnO structure having lattice constants « in the basal plane
and c in the basal direction; u parameter is expressed as the bond length or the nearest-neighbor distance

divided by ¢, and o and P are the bond angles.
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In a real ZnO crystal, the wurtzite structure deviates from the ideal arrangement, by
changing the c/a ratio or the u value. It should be pointed out that a strong correlation
exists between the c/a ratio and the u parameter when the c/a ratio decreases. The u
parameter increases in such a way that those four tetrahedral distances remain nearly
constant through a distortion of tetrahedral angles due to long-range polar interactions.
The lattice parameters of a semiconductor usually depend on the following factors: (i)
free-electron concentration acting via deformation potential of a conduction-band
minimum occupied by these electrons; (ii)concentration of foreign atoms and defects and
their difference of ionic radii with respect to the, substituted matrix ion; (iii) external
strains (for example, those induced by -substrate); ‘and (iv) temperature. The lattice
parameters of any crystalline material are’commonly and most accurately measured by
high resolution x-ray diffraction (HRXRD). For the wurtzite ZnO, the lattice constants
at room temperature determined by various experimental measurements and theoretical
calculations are in good agreement. The lattice constants mostly range from 3.2475 to
3.2501 A for the a parameter and from 5.2042 to 5.2075 A for the c parameter. The c/a
ratio and the U parameter vary in a slightly wider range, from 1.593 to 1.6035 and from
0.383 to 0.3856, respectively. The deviation from that of the ideal wurtzite crystal is

probably due to lattice stability and ionicity. It has been reported that free charge is the
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dominant factor responsible for expanding the lattice proportional to the deformation

potential of the conduction-band minimum and inversely proportional to the carrier

density and bulk modulus. The point defects such as zinc antisites, oxygen vacancies,

and extended defects, such as threading dislocations, also increase the lattice constant,

albeit to a lesser extent in the heteroepitaxial layers.

2.1.2 Symmetry properties and phonon modes of inelastic cross sections [2, 3]

The symmetry properties of the scattering cross sections are determined by the

symmetry properties of second-erder susceptibility for the excitation concerned. The

spatial symmetry properties of the scatteting-medium/lead to further connections between

the cross section measured in different experiments on the same sample. The Stokes

cross section for different polarization of the incident and scattered light are often related

by the spatial symmetry, and the cross section is sometimes required to vanish for certain

polarizations that depend on the nature of the excitation.

The spatial symmetry of the scattering medium is formally specified by its

symmetry group, the group of all spatial transformations that leave the medium invariant.

Individual atoms and molecules have spatial symmetries characterized by a point group

consisting of rotations and reflections that leave the atom or molecule invariant. The
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atomic arrangements in a regular crystal lattice are characterized by a space group that
contains translations in addition to rotations and reflections. The effects of the
translational invariance of a crystal are largely accounted for in the momentum
conservation conditions, and the residual effects of the spatial symmetry derive from the
crystal point group that remains on removal of translations from the space group. There
are 32 different crystal point groups. The effects of spatial symmetry are particularly
important for scattering by crystal samples, and the anisotropy of the cross section is
generally different for the different crystal:symmetries. We consider in the present
section the restrictions imposed on the cross section by the point symmetry of a crystal.
The spatial properties of the excitationsyof:the scatter are described by irreducible
representations of its symmetry group.'"Let I' y be the irreducible representation
appropriate to the excitation; we callI" ythe excitation symmetry. In the microscopic
theory with an initial state |z> of symmetry I'; and a final state | f > of symmetry "/,

the excitation symmetry is that of the operator | f ><z , which projects the initial state onto

the final state. Thus
Ly :F_fxri*a (2-1)
where the asterisk denotes complex conjugation. The transformation properties of the

incident and scattered light are described by the three-dimensional polar-vector
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representation [ py of the point group considered, since the quantities incident field (E)),
Stokes field (Es), and Stokes polarization (Ps), which characterize the light, are all polar
vectors.

The relation between Stokes polarization, excitation amplitude, and incident field
must be invariant under all the spatial transformations of the symmetry group of the
scattering. This invariance condition (for detailed discussion, see Nye 1957 [4]) is
common to all equations that relate properties of a system with given spatial symmetry.
It has two main consequences for light scattering,

The first consequence is the existence of selection rules. In group theoretical
language, only those I" yare allowed for which-the direct product I'y xI',, includes the
polar vector representation I’ py (or an ‘irreducible part of it) in its decomposition. An
equivalent statement is that those I ythat occur in the decomposition of T, xT,, are
the allowed excitation symmetries. The scattering of light by all excitations whose
symmetries do not satisfy this condition is a forbidden process.

The second consequence of the invariance condition is the imposition of restrictions
on the components of the second-order susceptibility for those excitation symmetries that
allowed in light scattering. For each allowed Iy, some of the Cartesian components, i

and j, are required to have related values. Nye (1957) gives details of similar
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determinations of the symmetry properties of a wide range of tensor quantities in various
crystal symmetries.

Poulet and Mathieu [5] give the fullest account of the calculation of selection rules
and symmetry properties of second-order susceptibilities for inelastic light scattering.
These calculations are not repeated here, but the main results for the 32 crystal point
groups are set out in Ref. 5, which were divided into three parts, for crystals with biaxial,
uniaxial, and isotropic dielectric properties. GaN-, AIN- and InN-based materials are
highly stable in the hexagonal wurtzite structure (uniaxial) although they can be grown in
the zinc blende phase and unintentional phase separation and coexistence may occur.
The wurtzite crystal structure belongs:to the space group Co. and group theory predicts
zone-center optical modes are A;, 2B;, E;"and 2E,. The A;and E; modes and the two E
modes are Raman active while the B modes are silent. The A and E modes are polar,
resulting in a splitting of the LO and TO modes (Hayes and Loudon, 1978 [6]). The

Raman tensors for the wurtzite structure are as follows:
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a 0 0
0 a O A (z) mode,
E; (x) mode,

0 0 ¢ E; (v) mode,

f 0 00 —-f 0

0O —f O{|-f 0 O E; mode.
Here x, y or z in brackets after an-irreducible representation indicates that the vibration is
also infra-red active and has the direetionyof-polarization indicated. Such vibrations
occur only in piezo-electric crystals (i.¢. erystals with no center of inversion symmetry).
In crystals which do have a center of inversion symmetry, only even-parity vibrations,
whose representations have a subscript g, can be Raman active and only odd-parity
(subscript u) vibrations can be infrared active. This fact leads to the important
complementary nature of infra-red absorption and Raman effects measurements.
Directly above each irreducible representation is a matrix, which gives the non-vanishing
components of the Raman tensor, i.e., of «, ,orR; . The different elements of the

matrices are the nine components of the tensor obtained by allowing both p and o to take

23



on the values x, y and z. Here x, y, and z are the crystal principal axes chosen to be

identical with the principal axes x;, x ;and x;defined for all the crystal classes by Nye.

The component x of the phonon polarization for the case of infrared-active vibrations is

the quantity given in brackets after the irreducible representation symbol.

600
4L00F

lE I

D

G 200} 200

E2
0 0
r T K M L I A A

Fig. 2-3 Phonon dispersion curves for ZnO crystal of wurtzite structure. (after Calleja et al. [7])

The vibrational modes in ZnO wurtzite structures are given in Figure 2-3. At the I’

point of the Brillouin zone, it can be seen that the existence of the following optic phonon

modes: A;+2B;+E;+2E>; A; and E; modes are both Raman and infrared active; and B,

(low) and B; (high) modes are silent. For the lattice vibrations with 4; and E,
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symmetries, the atoms move parallel and perpendicular to the ¢ axis, respectively. The

low-frequency E, mode is associated with the vibration of the heavy Zn sublattice, while

the high-frequency £, mode involves only the oxygen atoms. The displacement vectors

of the phonon normal modes are illustrated in Fig. 2-4. In the case of highly oriented

ZnO films, if the incident light is exactly normal to the surface, only 4, (LO) and E;

modes are observed, and the other modes are forbidden according to the Raman

selection rules. Table 2-1 gives a list of observed zonecenter optical-phonon wave

numbers along with those calculated for, wurtzite ZnO.

$
!

S
¢

E, E, (high)

!
b &

B, B2 A,

1

1
OZn O

Fig. 2-4 Displacement vectors of the phonon modes in ZnO wurtzite structure. (after Jephcoat et al. [8])
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Table 2-1 Phonon mode frequencies of wurtzite ZnO at the center of the Brillouin zone obtained from

infrared spectroscopic ellipsometry and Raman scattering measurements in comparison with theoretical

predictions [1].

Infrared Theor.
Symmetry Raman spectroscopy spectroscopy calc.
A,-TO 380(2),% 379(2), 3808 3821 386!
380.° 380, 378,
380"
E,-TO 409(2),410(2)., 409.1(0.9)." 3161 407°
4075 4137 408.2(0.3)."
409.5° 4128
A-LO 574 576.° 579, 574.5(0.3)," 548"
579 577.1(04),"
570%
E-LO 587(2).* 591(2)," 588.3(0.7)," 628"
583, 588.° 5914 592.1(0.2).°
5018
Es-low 102(1)." 102(1), 126," 98’
101.° 101,8 08¢
99
E,-high 438(1),7 437(1).° 335, 433
437° 444 9
4375, 438"
B-low 240
Bo-high 540

2.2 Excitons-related emissions

Optical properties of a variety of forms of ZnO, including ZnO nanostructures, have

been studied by PL spectroscopy. The majority of the reported luminescence spectra of

ZnO nanostructures have been measured at room temperature, although

variable-temperature PL studies have been performed on some of the samples.

Room-temperature PL spectra of ZnO typically consist of a UV emission and possibly
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one or more visible bands due to defects and/or impurities.

2.2.1 UV Emission [1, 29]

Low-temperature PL measurements of different nanostructures, such as

nanowire/nanowall systems, nanosheets, nanowalls, nanowires, nanorods, faceted

nanorods, nanoparticles, nanoblades and nanoflowers have been reported [9-13]. Low

temperature (4-10 K) PL spectra of ZnO typically exhibit several peaks (labeled Iy-11),

which correspond to bound excitons,{14]:7~An example of a low-temperature PL

spectrum of a ZnO sample exhibiting a number of bound-exciton peaks is shown in Fig.

2-5.

Weak denor
bound excitons

PL Intensity (arb. units)

Weak rotator statesT
IIlIIIllIlIIIIIIIIIIIIIIIII

3.350 3.360 3.370
Photon Energy (eV)

Fig. 2-5 Bound-excitonic region of the 10 K PL spectrum for the forming gas annealed ZnO substrate [15].
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The number of observed bound-exciton peaks in ZnO nanostructures is typically

lower than that in ZnO single crystals. An example of a low-temperature and their

capture cross sections, [15] variable-temperature P measurements can provide useful

information about the optical and structural properties of ZnO. However, the

assignment of the bound-exciton peaks in ZnO is, in general, controversial for all forms

of the samples, namely, ZnO single crystals, epitaxial films, and nanostructures. For

example, it was proposed that the emission lines Is to I;; in the lower part of the energy

spectrum can be attributed to excitons beund to neutral acceptors [16]. However, other

reports in the literature attributed-some of these lines to donor bound excitons [15, 17].

The chemical identity of the donors and-aceeptors:responsible for different bound-exciton

lines still remains unclear (for a complete ‘list of the bound-exciton peaks generally

observed in ZnO, and a summary of the possible identification of the donors and

acceptors, see Ref.l1 and Ref.15]). One of the commonly observed bound-exciton lines

in ZnO nanostructures is the I; line at near the 3.3628 ¢V [18]. This emission is

typically attributed to the donor bound exciton, and the donor has been identified as

hydrogen [14, 19]. Theoretical calculations predict hydrogen to be a shallow donor in

ZnO and it is reasonable to expect that an unintentional incorporation of hydrogen could

frequently happen in ZnO nanostructure synthesis. While in general there is a
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consensus in assigning the I4 line to hydrogen donors [14, 19], the chemical identity of

donors responsible for other donor bound-exciton lines remains unclear.

For the acceptor bound excitons, the most commonly reported peak is located at

3.3564 eV. This peak is commonly attributed to excitons bound to Na or Li acceptors

[1]. Alkali metals are predicted to produce shallow acceptors on the cation site, but the

experimental results demonstrate that doping with group [ ions produces complex

results [20].

However, other acceptor levels haveialso been proposed, such as an acceptor

complex involving a N impurity en an-O site:[21]. 'Seme authors attribute this line to a

donor bound exciton instead. Bound=exeiton-lnes Iq, I5, and Iy have been assigned to

excitons bound to Al, Ga, and In donors, respectively [14]. On the other hand, Thonke

et al. [18] proposed that the weak 3.357 eV line corresponds to the acceptor bound

exciton, while the I line at 3.3597 eV was found to be a donor bound-exciton line.

In addition to commonly observed acceptor bound-exciton lines, emission at 3.332

eV (labeled as I,) was recently observed in low-temperature PL spectra of ZnO epilayers

grown on CaFp(111) [22]. Since this peak occurs in the spectral region where

two-electron satellites (TES) of donor bound-exciton peaks are expected to occur [18],

careful examination of the peak position in respect to known bound-exciton positions and
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expected TES peaks (see Ref. [14] for the positions of TES lines for different

bound-exciton peaks) is necessary. In addition, the occurrence of peak near 3.333 eV

may indicate excitons bound to structural defects [14]. Therefore, further work is

needed for conclusive identification of the origin of different bound-exciton lines in ZnO.

The assignment of several bound-exciton lines, especially Io, is still controversial and

conclusive chemical identification of the majority of donors and acceptors has not been

accomplished.

At low temperatures, in addition ,ter bound-exciton peaks, TES transitions can be

observed in the spectral region 3.32 —~3.34 eV [15]. ~These transitions correspond to a

radiative recombination of donor.bound exeitons; which leaves the donor in an excited

state. Thus, they are located at energy lower by an amount equal to the difference

between the first excited and ground states of the donor, so that their position in respect to

the donor bound-exciton peaks can be used to estimate donor-binding energies. Finally,

low-temperature PL spectra can also contain donor-acceptor pair transitions and

longitudinal optical (LO) phonon replicas. The first-, second-, and third-order LO

phonon replicas can typically be observed. The LO phonon energy can be determined

from the separation between the exciton peaks and their LO phonon replicas, and for ZnO

it is 71-73 meV. Since donor-acceptor pair transitions and some of the LO phonon
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replicas occur in the same spectral region (3.218-3.223 eV), care needs to be taken in

assigning the peaks observed in this region.

With regard to the temperature dependence of the observed peaks, a red shift of the

free-exciton emission with increasing temperature occurs. The intensity of the

bound-exciton peaks and the LO phonon replicas decreases with increasing temperature,

and only free-exciton emission can be observed at room temperature. In ZnO epilayers,

free-exciton emission was found to dominate the spectra above ~80 K [23]. Similar

behavior, with the disappearance of bound-exciton peaks above 150 K, was also observed

in ZnO single-crystal samples. The beund-exciton line for ZnO nanoparticles embedded

in alkali halide crystals also disappeared-at-~125 K'[24]. The exact temperature at

which the bound-exciton line will disappear depends on the identity of the donors or

acceptors, since different donors/acceptors will be thermally ionized at different

temperatures. It should be noted that in the case of donor-acceptor pair transition,

disappearance of this peak with increasing temperature can be accompanied by the

appearance of acceptor bound-exciton peaks if the acceptors are thermally ionized at

higher temperature than the donors [25].

However, what all ZnO samples (single crystals, films, and nanostructures) have in

common is the disappearance of bound-exciton peaks at temperatures in the range 50-150
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K, while at room temperature only free-exciton emission is observed. The presence of

free-exciton emission at low temperatures, as well as a distinction between A and B

exciton peaks, is usually considered to indicate high quality in ZnO samples. It should

be noted that this criterion for sample quality is less arbitrary than the ratio between UV

and defect emission, which is sometimes used to estimate sample quality, and which is

dependent on excitation area and power. Additionally, biexciton emission was observed

at ~77 K in high-quality epitaxial ZnO films and nanopowder [23, 26]. The biexciton

binding energy was estimated to be l5mmeV., Clear observation of free-exciton and

biexciton lines at low temperatures is usually considered as an indication of very good

sample quality.

In room-temperature PL spectra, some'variation of the position of the PL peak can

be observed for different nanostructures. This is illustrated in Fig. 2-6, where different

UV peak positions (387 nm for tetrapods, 381 nm for needles, 397 nm for nanorods, 377

nm for shells, 379 nm for faceted rods, and 385.5 nm for ribbons/combs) can be observed.

These differences in the peak positions of individual nanostructures, which are

sufficiently large so that there could be no quantum confinement effects, indicate that

there is likely a different explanation for the variation in the band-edge emission in ZnO

nanostructures reported in different studies. Even though quantum confinement has
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been proposed as a cause of the blue shift of the band-edge emission with decreasing size,
any shift due to quantum confinement in nanocrystals with diameters of 57, 38, and 24

nm were not likely considering the fact that the Bohr radius of ZnO is 2.34 nm [27].
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064

PL Intensity (a.u.)
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365 370 375 380 385 390 395 400 405

Wavelength (nm)
Fig. 2-6 Room-temperature PL spectra of various nanestructures'inl the UV range [29]: 1) Tetrapods, 2)

needles, 3) nanorods, 4) shells, 5) highly faceted Tods, 6) ribbons/combs.

One possible reason for the variations in the position of the band-edge emission in
various ZnO nanostructures with relatively large dimension is different concentrations of
native defects. Since the defect density on the surface is higher than in the bulk, spectral
shifts due to different defect concentrations are expected to occur in nanostructures with
different sizes due to different surface-to-volume ratios [28]. The fact that the decay

times in time-resolved PL from ZnO nanorods are size dependent is in agreement with
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the assumption of different defect levels/concentrations for structures with different

surface-to-volume ratios. Thus, the defects could affect the position of the band-edge

emission as well as the shape of the luminescence spectrum. Although there have been

several reports with strong UV and weak defect emission in ZnO nanostructures, in some

cases only defect emission is observed or the UV emission is much weaker compared to

the defect emission. Therefore, clarifying the origins of different defect emissions is an

important issue. However, it should be noted that the ratio of the intensity of UV and

defect emission is dependent on the excitation density, as well as the excitation area.

Thus, the ratios of these two emissions-eannot be used as an absolute determining factor

of the crystalline quality of ZnO, altheugh-they-are'useful in comparing the quality of

different samples when the measurements are performed under identical excitation

conditions.

2.2.2 Defect Emission [29]

Room-temperature PL spectra from ZnO can exhibit a number of different peaks in

the visible spectral region, which have been attributed to the defect emission. Emission

lines at 405, 420, 446, 466, 485, 510, 544, 583, and 640 nm have been reported. Several

calculations of the native defect levels in ZnO have been reported [30, 31] as summarized
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in Fig. 2-7.  An example of defect emissions (normalized PL spectra) from different

ZnO nanostructures is shown in Fig. 2-8.

EC
0 DSb 0 05b—
b ’ alczno Voo
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3060 295
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Fig. 2-7 Tllustration of the calculated defect energy levels in ZnO [29].

Green emission is the most commonly observed defect emission in ZnO
nanostructures, similar to other forms of ZnO. The intensity of the blue-green defect
emission was found to be dependent on the nanowire diameter, [32, 33] but both
increased [32] and decreased [33] defect emission intensity with decreased wire diameter

were reported.
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Fig. 2-8 Room-temperature PL spectra of different nanostructures [29]: 1) Tetrapods, 2) needles, 3)

nanorods, 4) shells, 5) highly faceted rods, 6) ribbons/combs.

Several hypotheses have been propesed:——Green emission is often attributed to
singly ionized oxygen vacancies, although 'this assignment is highly controversial.
Other hypotheses include antisite oxygen, which was proposed by Lin et al. [31] based on
the band structure calculations. Green emission was also attributed to oxygen vacancies
and zinc interstitials [34]. Cu impurities have been proposed as origin of the green
emission in ZnO. Blue-green defect emission was also reported in Cu doped ZnO
nanowires [35]. Although Cu was identified as a possible cause of green emission in
ZnO0, this cannot explain the defect emission in all ZnO nanostructure samples, especially

those where defect emission exhibits strong dependence on annealing temperature and
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atmosphere which would be more consistent with an intrinsic defect rather than Cu
impurity. Other hypotheses include various transitions related to intrinsic defects, such
as donor-acceptor transitions, recombination at Vo' centers (where these centers are
generated by surface trapping of photogenerated holes, followed by recombination with
electron in an oxygen vacancy Vo* [36]), zinc vacancy [37], and surface defects [38].
Although the singly ionized oxygen vacancy is a commonly cited hypothesis, which is
supported by reports of the enhancement of the green defect by annealing at temperatures
above 600°C (attributed to out-diffusion jof /Q), this assignment has been questioned
recently. On the other hand, while the Zn-vacancy hypothesis is supported by the study
of the effect of O and Zn implantation {394f;-a-blue rather than green emission would be
expected based purely on the theoretically” predicted energy levels for Zn vacancy.
Therefore, the origin of the green emission is still an open and controversial question and
the identification of the exact origin of this emission requires further study. While the
type of defect responsible for the green emission has not yet been conclusively identified,
there is convincing evidence that it is located at the surface. It was shown that coating
ZnO nanostructures with a surfactant suppressed green emission. Polarized
luminescence experiments from aligned ZnO nanorods also indicated that green emission

originated from the surface of the nanorods [40]. The surface recombination layer
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responsible for visible emission in ZnO nanowires was estimated to be ~30 nm in

thickness.  Also, the possible presence of Zn(OH), at the surface, especially for

nanostructures prepared by solution methods, could affect the emission spectra from ZnO

nanostructures.

Yellow defect emission is also commonly reported in ZnO nanostructures [41, 42],

and it represents a common feature in samples prepared from aqueous solutions of zinc

nitrate hydrate and hexamethylenetetramine. This emission is typically attributed to

oxygen interstitial, although a Li impurity represents another possible candidate. The

deep levels responsible for green-and yellow emissions  were found to be different; unlike

the defect responsible for the green .emisston;-the defect responsible for the yellow

emission is not located at the surface.

In addition to green and yellow emissions, orange-red emissions are often also

observed. Fan et al. [43] reported that the visible emission in ZnO dendritic wires and

nanosheets consisted of two components centered at ~540 and ~610 nm. The intense

visible emission in ZnO nanosheets was tentatively attributed to surface dislocations.

Orange-red emission at ~626 nm in ZnO nanorods was attributed to oxygen interstitials.

In addition, orange emission at ~640-650 nm in ZnO needles and nanowires [44] was

proposed to be due to oxygen-rich samples, in agreement with a previous study on ZnO
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films. This emission could be reduced by annealing under vacuum or in a Hy/Ar
mixture [44]. In addition to identifying the origin of the defect emissions, an important
question is the suppression of defect emission either by varying the fabrication conditions
or by post-fabrication treatment. It was reported that the green emission from ZnO
nanoparticles can be suppressed by embedding the nanoparticles into a synthetic opal
whose photonic bandgap overlaps with the deep-level emission [45]. Another way to
suppress green defect emission is by coating of the surface with surfactant [38].
Hydrogen plasma was also shown to enhance 1JV-to-defect emission intensity ratio for
ZnO nanorods [103]. As for the yellow-emission, it has been shown that it can be

reduced by annealing in a reducing environment(hydrogen/argon mixture) [41].

2.3 Quantum size effect

During the last decade, the growth of low-dimensional semiconductor structures has
made it possible to reduce the dimension from three (bulk material) to the quasi-zero
dimensional semiconductor structures usually called QDs. In these nanostructures the
quantum confinement effects become predominant and give rise to many interesting
electronic and optical properties. The electron energy becomes quantized and depends

on the dot size. The band gap and the density of states (DOS) associated with a
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quantum-structure differ from that associated with bulk material, determined from the

magnitude of the three-dimension wave vector.

2.3.1 Quantum confinement effect

Models explaining the confinement of charged particles in a three-dimensional

potential well typically involve the solution of Schrodinger’s wave equation using the

Hamiltonian [46]

H=-

hZ vz_ h2
2m, 4% 2m

e e

Vi+V,+U. (2-2)
Variation between treatments generally-originates from differences in expressions
assigned to V, for the confining potential-well;-which normally is accompanied by the
Coulombic interaction term U. Boundary ‘conditions are imposed forcing the wave
functions describing the carriers to zero at the walls of the potential well. Two regimes
of quantization are usually distinguished in which the crystallite radius R is compared

with the Bohr radius of the excitons or related quantities: weak confinement for

R<a,

Rza; anq strong confinement for In the first case crystallite radius is larger

than the exciton, as a consequence, the motion of center of mass of the exciton is

quantized while the relative motion of electron and hole given by the envelope function

9. 1) is hardly affected. In the second case the Coulomb energy increases roughly
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with R, and the quantization energy with R, so that for sufficiently small values of R

one should reach a situation where the Coulomb term can be neglected.

2.3.1.1 Weak confinement [47]

Coulomb-related correlation between the charged particles handled through the use of
variational approach involving higher-order wave function of the confined particles, and
we can not neglect the electron hole Coulomb potential. The Schrodinger equation may

be written as

2 2
(- 2h _Zh WY AV, + U —r )Y =E Y. (2-3)
me mh
+
Wetake r=r,—r, and R = 7T T , thenthe equation becomes
memh
n’ n’
[ 3, % —2—Vf +V(R)+U(r)]¥Y =E,¥Y
Y7

memh

with M =m,+m,, u=
m, +m,

,and E, as the total energy of the system. If we

take ¥ = @(R)@(r) and consider Coulomb interaction first, then we get

2

- h
2M

Vi+V(RIPR) =E Y,

k%ﬁ%ﬂmww=@—awm=%mw

Here E, resultis from the inclusion of Coulomb interaction. Then we consider the

confinement potential
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V(R)=0,R<a

V(Ry=w,R>a’
Thus, the energy is
222
= h”—”z,n —123....
2Ma

and the absorption energy of a photon is

Wi’
ha)O:Et=EC—E6X=Eg+2Ma2 o

with M =m, +m, as the total mass of the electron and hole.

2.2.1.2 Strong confinement

(2-4)

The size quantization band states of the electron and hole dominates for the kinetic

energies of electron and hole are larger than the clectron-hole Coulomb potential, and the

effect of the Coulomb attraction between the electron and hole can be treated as a

perturbation. Then the Schrodinger equation becomes

o

(- WY +V, ¥ =EVY.

2m,.  2m

The potential is defined as

V(ry=0,r<a
V(r)y=o,r>a

and the energy of a electron or hole is
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The absorption energy of a photon is

o1 1 '’
() =E 4+
2a~ m, m, 2a°u

e

ho, =E, + (2-5)

h

. m,m
with g=—>"—"—
m,+m,

as the reduced mass of electron and hole.

2.3.1 Density of states (DOS)

The concept of density of states (DOS) is extremely powerful. Important physical
properties such as optical absorption, transport, etc., are intimately dependent upon this
concept. The density of states is+the number of available electronic states per unit
volume per unit energy interval around an energy E. -If we denote the density of states
by N(E), the number of states in ‘an energy interval dE around an energy E is N(E)dE.
To calculate the density of states, we need to know the dimensionality of the system and

the energy vs. wave vector relation or the dispersion relation that the electrons obey.

2.3.2.1 Density of state for a three-dimensional system
In a three dimension system, the k-space volume between vector k and k + dk is
4nk’dk. Therefore, the number of states of electron in the region between k and k+ dk

arc
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dak’dk |, _ Kdk

V.
87’ 27

Denoting the energy and energy interval corresponding to k and dk as E and dE, we see

that the number of electron states between E and E+ dE per unit volume is

k*dk
N(E)dE = =
272
and since E = . then the equation becomes
m
\/_ 31
2m2E?dE
k*dk = —
which gives
S
212
N(E)IE=L" 45

oz’
We must remember that the electron canhave two states for a given k-value since it

can have a spin state of s =1/2 or -1/2.  Accounting for spin, the density of states is

3 1
\/EmEEE
MO ==
2.3.2.2 Density of states for lower-dimensional systems

If we consider a 2-D system, a concept that has become a reality with use of quantum

wells, similar arguments tell us that the density of states for a parabolic band is
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m
7 -

N(E) =

Finally, in a 1-D system or “quantum wire”, the density of states is

1 1
25 2
N(E):\/EmTE_

We notice that as the dimensionality of the system changes, the energy dependence of
the density of states also changes. In three-dimensional systems we have a
E"2-dependence. In 2-D systems there is no energy dependence, while in 1-D systems,
the density of states has a peak at E=0. The variations related to dimensionality are

extremely important and is a key driving force to lower dimensional systems.

2.4 Tight Binding Method for wurtzite structure
2.4.1 The unit cell of wurtzite structure

The wurtzite unit cell contains four atoms, two anions, and two cations, as shown in

Fig. 29 (a). The basis vectors ‘1> %2153 , and %4 are (0,0,0),

(a/\/g,O,c/2),(a/\/§,0,c/8)’ and (0’0’56/8), where a is the length of a hexagonal side

and c is the repeat distance along the z direction. The anions are at tl, and t2; the

cations are at and 4. The reciprocal lattice, shown in Fig. 2-9 (b), is also hexagonal.

d=(/3a/2,~a/2,0),b = (0,a,0)

The direct lattice vectors are defined as and
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¢ =(0,0,¢) , and the reciprocal-lattice vectors

b, = (47/~3a,0,0),b, = (27 /\3a,27/ a,0) and b =(00.27/¢)

=N

N)

(a) (b)

are

Fig. 2-9 (a) Hexagonal close-packed structure with-four;basis atoms, where 1 and 2 are anions, 3 and 4 are

cations. (b) The reciprocal lattice. The symmetry: points of the Brillouin zone are I"=(0, 0, 0), K=(2 7 /a)

(1//73, 1/3, 0), M=(2 7 /a) (1//3, 0, 0), A=(2 77 /c) (0, 0, 1/2), H=(2 7z /a) (1/¥/ 3, 1/3, a/2¢c), M=(2 7 /a) (1/

V3,0, a/2c).

2.4.2 The Hamiltonian

We assume an sp’° basis centered at each of the four atomic sites per unit cell,

(namely, one s orbital and three p orbitals per site), leading to a /6N X /16N Hamiltonian,

where N is the number of unit cells. We limit the number of nonzero tight-binding
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parameters to one-center on-site integrals and the nearest-neighbor two-center integrals,

as discussed by Slater and Koster [48]. We treat the four nearest-neighbor atoms as

equivalent ones, even though the crystal is not cubic (that has a negligible effect on the

energy levels of localized perturbations [49]). The small crystal-field splittings which

differentiate between the p. orbital and the p, and p, orbitals are neglected (they are due

to the second-nearest neighbors and more distant neighbors). Thus the model has nine

independent parameters: the four on-site matrix elements E(s,a), E(p,a), E (s,c), and E

(p,c) (where s and p refer to the basis states,’and a and c refer to anion and cation), and

five nearest-neighbor transfer matrix elements Vi(ss @), V(sp o), V(ps o), V(pp ), and

V(pp o), where the orientation of the p-orbitals-are denoted by ¢ and 7, and the first

(second) index refers to the anion (cation)!” In the development that follows, we

consider the true Cj, symmetry, so that the simplifications can be easily relaxed, if

desired.

For each wave vector k , we construct the following Bloch-type linear combination

of localized orbitals

n,b,/€> = N7 Y explik - (R+1,)]n.b,R), (2-6)

where

n,b,§> is a localized wave function centered at the site R + f, (b=1,2,3,0r4

for the four atoms in a unit cell was shown in Fig. 2-9 (a), and n=s, p,, py, or p.). The
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crystal eigenstates are linear combination of the above Bloch-type basis states,

1€,z>=%

n,b,l€><n,b, k

IE,/1>. 2-7)

The corresponding Schrodinger equation in a Bloch-type basis can be written as

;[<n,b,£ H|m.b k)~ (k.2)3, ,5,,1(m.b' K

12,,1> -0, (2-8)

where we have

<n,b,l€

H|m,b' )= explik - (R +7, ~1,))(n,b,0
R

H|m,b',R). (2-9)
We have taken the overlaps of localized orbitals centered on different sites to be zero and

we will now assume that only the Hamiltonian'matrix elements between orbitals centered

on the same atom or between the nearest-neighbor atoms are nonzero.

n,b.k : iy 2 . .
In the ‘ > basis, the perfect-crystal-Hamiltonian, using the Cj;, point-group

symmetry of each site, is the /6 X 16 matrix

1 2 3 4
b\b'
1 E, 0 H, H,
2 0 E, ﬂ1,4 ﬁ2,4
3 |His Hi, E. 0
g o H 0 E

Each element of this matrix is a 4 x 4 matrix. The on-site matrix for the anions (atoms 1

and 2) is
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s,l> pz,l> px,l> ‘py,1>

(1] ( Bs,a) Es,p.a) 0 0

E, = (P|Espa) Bpa) 00
- (]| 0 0  Ep.a O
(pAl 0 0 0 Ep.a

where E(s,p.,a) is taken to be zero and E(p.,a)=FE (py,a)=E(p,a), in the approximation that
the local environment is tetrahedral. The on-site matrix E. for cation atoms 3 and 4 is
the same in form as the above matrix E, except that ¢ replaces a everywhere.

The off-site matrices are H,, = g3(l€)i\_41,4,ﬂ2,4 = g2(l€)M2,4, and H,; =g, (/E)Ml’3 ,

where we have

s,4>

P4 Hp.4) |p,4)

(s Uls,s) \Us,z) 0 0
Mus = (p.] Uizs) Uzz 0 0
- (p.l 0 0 Uxx) O
(p1 0 0 0  Uxx)
S’4> pz’4> px’4> py a4>
(s.2] fO’U(s,s) £UGs,2) ~fU(s,) (—\fS/ 2)fj U(s,x)
Mg =(p 2| £UGs) £UG2) —fUGE 32/ UEY

(p.2|| —HUG) UKD [UCHEALUEI )] Q34 TUED-U0)]
(P 2|\ B2 UCs) (32U QB TUEYUEI]  [UG)HIALTV U ()]
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S’3> pz’3> pX’3> ‘py:3>
(s | U6 AU ~/U(s) B2 Ul
Mis =(p || UG AUE2) —fU@Y @32 U

(p1|| —AUXs) UKD [UGHEALUEUmI] A [UE)-U0)]
(PGB UGS Q32 UKs) QB34 UEI-UmI]  AUGHHIAL,UEI+U(:)]

and

g (k) =expli(~k, /3+ky/3+k,/8)], £, (k) = exp(ik,) + 1+ exp(—ik,),

g, (k) =expli(k, /3 —k,/3+k;/8)], £(k) = exp(ik,) - % - (%) exp(—ik,),
g:(k) = exp(-ik, /8), f.(k) =1+ exp(-ik,),

(k) =1—exp(—ik,).

Here we have k = kIZ;1 + k3Z;2 + k3l; i

b,,b, and 53 are the reciprocal-lattice vectors

)

divided by 2z, namely, ((2/\3)/a, 0, 0), ((1/ABY/a, 1/a, 0), and (0, 0, 1/c), respectively.

The parameters used above are matrix elements of H between localized orbitals

n,b,R>. For example, we have

E(s,a)= <S,1,R‘H

s,1,1'é> - <s,2,1€\H

s,2,ﬁ>,

E(s,p.,c)= <s,3,ﬁ‘H‘pz,3,§> = <s,4,§‘H

pz,4,§>,

U(x,x)= <px,1,1§‘H

P4 (R=0)),

and U'(z,2) = ( pz,l,ﬁ‘H

p.3.R),

Following Vogl et al. [50], we take the difference between the anion and cation s
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and p on-site matrix elements of the Hamiltonian to be proportional to the difference in
neutral free-atom Hartree-Fock orbital energys w(s, a), w(s, ¢), w(p, a), and w(p,c).
Empirical tight-binding Hamiltonians such as this are especially useful if their matrix
elements exhibit manifest chemical trends. In the present model, the differences of
diagonal matrix elements are required to satisfy the rule deduced by Vogl et al. [50] that
are proportional to the corresponding differences in atomic orbital energies,
E(l,a)-E(l,c)= B[w(l,a)—w(l,c)],

where / specifies s or p orbitals.

The remaining off-diagonal matrix elements & and U’ are then expected to be nearly
independent of the chemical elements in‘'the-semiconductor and to scale with bond length
d according to Harrison’s d” rule [51], i.e;, U~'d”. The expected scaling is indeed

found for principal matrix elements (Fig. 2-10).
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Fig. 2-10 Inter-atomic matrix elements V(s;8);-F(x,x), and V(xy)*(in eV) multiplied by the square of the

bond length vs. the bond length d (in A).
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Chapter 3 Experiment details and analysis techniques

ZnO QDs have been obtained by metalorganic vapor-phase epitaxy (MOCVD) [1, 2],
pulsed laser deposition [3], and vapor phase transport (VPT) deposition process [4, 5]
techniques, etc. However, these methods are expensive and require high vacuum and
formation controlling conditions. Compared with these methods, the sol-gel process is
an attractive technique for compound semiconductors preparation because of its
simplicity, low cost, and ease of composition control [6, 7]. In particular, it has the
potential to produce samples with largerareas and complicated forms on various
substrates. In this research, the-sol-gel method was used to fabricate ZnO QDs. The
detailed growth mechanisms and  characterization techniques of the ZnO QDs are

discussed as follows.

3.1 Experiment details
3.1.1 Synthesis mechanism of sol-gel method

A colloid is a suspension in which the dispersed phase is so small (~1-1000nm) that
the gravitation force is negligible and the interactions are dominated by the short-range
forces, such as van der Waals attraction and surface charge. The precursors were mixed

together and heated at high temperature. This procedure has to be repeated several
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times until a homogeneous product is obtained. Then, the materials have to be
transformed into the desired shape. Sol-gel synthesis has two ways to prepare solution.
One way is the metal-organic route with metal alkoxides in organic solvent; the other way
is the inorganic route with metal salts in aqueous solution. It is much cheaper and easier
to handle than metal alkoxides, but their reactions are more difficult to control. The
inorganic route is a step of polymerization reactions through hydrolysis and condensation
of metal alkoxides M(OR)Z, where M = Si, Ti, Zr, Al, Sn, Ce, and OR is an alkoxy group
and Z is the valence or the oxidation state of the metal. First, hydroxylation upon the
hydrolysis of alkoxy groups:
M —OR+ H,O0—> M.~ OH-+ROH.. (3-1)

The second step, polycondensation process leads to the formation of branched oligomers
and polymers with a metal oxygenation based skeleton and reactive residual hydroxyl and
alkoxy groups. There are 2 competitive mechanisms:
(1) Oxolation-- formation of oxygen bridges:

M-OH+X0-M - M-0-M + XOH . (3-2)
The hydrolysis ratio (h = H;O/M) decides X=H (h >>2) or X =R (h <2).
(2) Olation-- formation of hydroxyl bridges when the coordination of the metallic center
is not fully satisfied (N - Z > 0):

59



M —-OH +HO-M — M —(OH), - M , (3-3)

where X = H or R.  The kinetics of olation is usually faster than those of oxolation.

Figure 3-1 presents a schematic of the routes that one could follow within the scope

of sol-gel processing [8].

Overview of the sol-gel process

/

000000

%8s
d00000 30 | —

G | Heat
Uniform particle )

Dense
Xerogel Ceramic

Fig. 3-1 Schematic of the rotes that one could follow within the scope of sol-gel processing [8].

A sol is a colloidal suspension of solid particles in a liquid. An aerosol is a

colloidal suspension of particles in a gas (the suspension may be called a fog if the

particles are liquid and a smoke if they are solid) and an emulsion is a suspension of

liquid droplets in anther liquid. All of these types of colloids can be used to generate

polymers or particles from which ceramic materials can be made. In the sol-gel process,
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the precursors (starting compounds) for preparation of a colloid consist of a metal or

metalloid element surrounded by various ligands. For example, an alkyl is a ligand

formed by removing one hydrogen (proton) from an alkane molecule to produce, for

example, methyl ( + CHs) or ethyl ( + C;Hs). An alcohol is a molecule formed by adding

a hydroxyl (OH) group to an alkyl (or other) molecule, as in methanol (CH;OH) or

ethanol (C,HsOH).

Metal alkoxides are members of the family of metalorganic compounds, which have

an organic ligand attracted to a metal orymetalloid atom. Metal alkoxides are popular

precursors because they react readily with water. ' The reaction is called hydrolysis,

because a hydroxy ion becomes attached-to-the-metal atom. This type of reaction can

continue to build larger and larger molecules by the process of polymerization. A

polymer is a huge molecule (also called a macromolecule) formed from hundreds or

thousands of units called monomers. If one molecule reaches macroscopic dimensions

so that it extends throughout the solution, the substance is said to be gel. The gel point

is the time (or degree of reaction) when the last bound is formed that completes this giant

molecule. It is generally found that the process begins with the formation of fractal

aggregates that begin to impinge on one anther, then those clusters link together as

described by the theory of percolation. The gel point corresponds to the percolation
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threshold, when a single cluster (call the spanning cluster) appears that extends
throughout the sol; the spanning cluster coexists with a sol phase containing many
smaller clusters, which gradually become attached to the network. Gelation can occur

after a sol is cast into a mold, in which it is possible to make objects of a desired shape.

3.1.2 Sample preparation

We produce monodisperse ZnO colloidal spheres by sol-gel method. Sol-gel
method was chosen due to its simple handling-and narrow size distribution. The ZnO
colloidal spheres were produced by an-one-stage reaction process similar to that
described by Seelig et al [9], and teactions-wererdescribed as the following equations:
Zn(CH,COO0), + xH,0—>— Zn(OH ") {(CH,COO0"), . + xCH,COOH , (3-4)
Zn(OH ") (CH,COO"), . —*—>7ZnO+(x—1)H,0+(2—-x)CH,COOH . (3-5)
Equation (3-4) is the hydrolysis reaction for Zn(OAc), to form metal complexes. We
increased the temperature of reflux from RT to 160°C and maintained for aging. The
zinc complexes will dehydrate and remove acetic acid to form pure ZnO as Eq. (2) during
the aging time. Actually, the two reactions described above proceed simultaneously
while the temperature is over 110°C.

All chemicals used in this study were reagent grade and employed without further
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purification. A typical reaction was listed in Table 3-1, zinc acetate dihydrate (99.5%

Zn(OAc)2, Riedel-deHaen) was added to diethylene glycol (99.5% DEG, EDTA). The

first thing we notice is that we can control the QDs size with domination concentration of

zinc acetate in the solvent (DEG). This point will be examined later.

Table 3-1 Shows that chemical reagent was used with sol-gel experiment process

Chemical reagent Molecular formula Degree of | Source

purity

Zinc acetate dehydrate Zn(CH3€O0H), « 2H50+] 99.5% Riedel-deHaen

Diethylene glycol C4H,00s 99.5% EDTA

Then the temperature of reaction solution was increased to 160°C and maintained

for different aging time. White colloidal ZnO was formed in the solution that was

employed as the primary solution. Jezequel [10] et al., reported that this method

produce monodisperse ZnO powders of various sizes with changing the heat rate of the

reaction solution. A primary reaction was performed as described above, and the

product was placed in a centrifuge. The supernatant (DEG, dissolved reaction products,

and unreacted ZnAc and water) was decanted off and saved, and the polydisperse powder

was discarded. Finally, the supernatant was then dipped on substrates (Si0,/Si (001) or
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Si0,) and dried at 150°C. A flow chart of fabricate ZnO QDs by sol-gel method was

shown in Table 3-2.

Table 3.2 A flow chart of fabricate ZnO QDs by sol-gel method.

Zn(CH3COOH), + 2H,0

varying solution concentration
A 4

Diethylene-glycol (DEG)

Countet flow apparatus

heating up to 160 C

White colloidal formed

Centrifuge

separating solution

A 4

Clear solution

A 4

dip or spin coating on
Si0,/Si(001)
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3.2 Microstructure and lattice dynamics analysis
3.2.1 X-ray diffraction

The crystal structures of the as-grown powder were inspected by Bede DI
diffractometer at Industrial Technology Research Institute, Taiwan using a CuK X-ray
source (A=1.5405A). We used small angle diffraction. The ® was fixed at 5° , the
scanning step was 0.04° , scanning rate was 4 degree/min and count time was 1.00
second. Figure 3-2 shown XRD ®-20 scans geometry. The dashed lines mean the

trajectory of the incident beam and the detector to be in motion.

Detector(1)

. o—— =

’ ~ ~
Incident beam(l)/ ~

\
\
/

/

N

Y Detector(2)

Incident beam(2) I / @

W
Sample / __‘d’ X

Fig. 3-2 XRD ®-28 scans geometry for ZnO nanoparticles.

The sizes of the nanocrystallites can be determined by X-ray diffraction using the
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measurement of the full width at half maximum (FWHM) of the X-ray diffraction lines.

0.894
BcosO

The average diameter is obtained by D = , where D is the average diameter of the

nanocrystallite, A is the wavelength of the X-ray source, and B is the FWHM of X-ray

diffraction peak at the diffraction angle 6.

3.2.2 Transmission electron microscope

The shapes and sizes of ZnO QDs were analyzed using JEOL JEM-2100F field

emission transmission electron microscope (EETEM) operated at 200 KeV.

3.2.3 Raman scattering measurement

Raman scattering is a very powerful“probe for investigating the vibration properties

of materials. It is also influential in understanding problems as diverse as the structure

of amorphous insulators, and the conduction mechanisms in ionic conductors. The

experimental setup of Raman spectroscopy consists mainly of three components: a laser

system serves as a powerful, monochromatic light source and a computer controlled

spectrometer for wavelength analysis of the inelastically scattered light. Figure 3-3

shows the experimental setup schematically. The micro-Raman system was performed

in the backscattering geometry with a confocal Olympus (BX-40) optical microscope.
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The scattered light was dispersed through the triple-monochromator system and detected
by a liquid-nitrogen-cooled charge coupled device (CCD). The 515 nm line of a
frequency-doubled Yb*":YAG laser was used as the Raman excitation source. The best
spatial resolution during Raman measurements was 1.0 um with a spectral resolution of
0.2 cm™'. Similarly, micro-Raman spectroscopy was measured with an Ar-ion laser
(Coherent INNOVA 90) as an excitation source emitting at a wavelength of 488 nm.
The scattered light was collected by a camera lens and imaged onto the entrance slit of
the Spex 1877C. Light passes throughsthe entrance (S1) to be collimated by M1 onto
G1 where it is dispersed onto M2. After passing through S2, which acts as the filter
stage to determine the pass band,the lightstrikes-the spatial-filter mirror (M3) and passes
though a fixed slit, which eliminates ‘“much’ of the stray light. Again the light is
collimated (M4), dispersed (G2), in an opposing direction to cancel the effects of the
initial dispersion, then focused (MS5) onto the exit slit of the filter stage (S3) which
controls the resolution of the next spectrograph stage. In this final stage, the light is
again collimated (M6) and dispersed on whichever of the turreted gratings (G3, G4 and
G5 as gratings of 600, 1200 and 1800 grooves/nm, respectively) is selected by the user.
The camera mirror (M7) projects a flat image onto the focal plane where it is seen by

CCD.
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Fig; 3-3 Raman-detection systems

3.3 Characterization of optical properties

3.3.1 Photoluminescence system

PL provides a non-destructive technique for the determination of certain impurities
in semiconductors. The shallow-level and the deep-level of impurity states were

detected by PL system. It was provided radiative recombination events dominate

nonradiative recombination.
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In the PL measurements, the 325 nm-hine-from' a He—Cd laser was used as the

excitation light. Light emission from the 'samples was collected into the TRIAX 320

spectrometer and detected by a photomultiplier tube (PMT). As shown in Fig. 3-4, the

diagram of PL detection system includes mirror, focusing and collecting lens, the sample

holder and the cooling system. The excitation laser beam was directed normally and

focused onto the sample surface with power being varied with an optical attenuator. The

spot size on the sample is about 100 um. Spontaneous and stimulated emissions were

collected by a fiber bundle and coupled into a 0.32 cm focal-length monochromator

(TRIAX 320) with a 1200 lines/mm grating, then detected by either an electrically cooled
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CCD (CCD-3000) or a photomultiplier tube (PMT-HVPS) detector. The

temperature-dependent PL measurements were carried out using a closed cycle cryogenic

system. A closed cycle refrigerator was used to set the temperature anywhere between

15 K and 300 K.

3.3.2 Optical absorption system

Optical transmission or absorption measurements are routinely used by chemists to

determine the constituents of chemicalyecompoeunds. Optical absorption spectra were

made using a deuterium lamp and the emission light was dispersed by a TRIAX-320

spectrometer and detected by a UV-sénsittve:PMT.  Figure 3-5 is a schematic diagram

showing the absorption system.

Sample Iris Lens Deuterium
Fib Lens Lens ]almp
iber
p \ 1/ _
< ~
NS

Fig. 3-5 Optical absorption systems
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Chapter 4 Crystal structures and Lattice dynamics in ZnO

quantum dots

Nanocrystals are a topic of tremendous interest in the scientific community, as
properties of these systems are expected to differ radically from the bulk. These
systems have a significant ratio of surface to bulk so that the surface energy and the
confinement effects can significantly alter the stable crystalline structures and electronic
bands. Raman spectroscopy is a powerful characterization tool, being convenient,
nondestructive, and extremely sensitivestomany phenomena, which include crystalline
and noncrystalline phases, imperfections, -surface -effects, and stress. For bulk

crystalline systems, the Raman spectra.rétleet-infermation about the band at the I point

(k=0 ). In contrast, because finite-sized nanocrystalline systems do not have

translational symmetry, the Raman signal is not limited to sampling only the K =0

region of the Brillouin zone. The Raman spectra in finite-size systems are therefore
comparatively broadened, asymmetric, and frequency shifted. The obvious differences
between Raman spectra of bulk diamond and micro- and nanocrystalline diamonds are
the shift and broadening of bands [1, 2]. Similar differences were found in
microcrystalline silicon and have been interpreted using a phonon confinement model [3].

The Raman spectra always show a shift of phonon frequencies in ZnO nanostructures
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[4-7]. Whether the origin of this shift is due to strain, intrinsic defects or the size of

QDs is still the subject of debates. Nevertheless, by examining ZnO nanocrystals with

average sizes of 8.5 and 4.0 nm, Rajalakshmi et al. [7] explained the shift of phonon

frequency as due to optical phonon confinement in ZnO nanostructures, without

considering the effects of crystallite size distribution (CSD) on the Raman spectra in ZnO

nanostructures. Additionally, Demangeot ef al. [8] have reported the resonant Raman

scattering (RRS) and low-temperature PL from ZnO NPs with different particle sizes

which were synthesized by a room-temperature,organometallic method. However, the

study showed no size effects from the aspect-of either-carrier or phonon. The origin of

weak size dependence of longitudinal eptical-(1z0) phonon frequency was explained by

the ligands bonded to the particle surface, and no shift from the low-temperature PL

measurement indicated that UV emission was most likely dominated by weakly bound

localized defects, which could come from the surface-bound ionized acceptor-exciton

complexes, rather than the size-dependent quantum confinement effect. It is therefore

important to note that the nanocrystals synthesized by chemical methods indeed

occasionally cause the product suffering the active surround, such as ligands, which could

intensely transform the intrinsic properties of the core. Accordingly, the demand for

surface passivation of the nanoparticles and the QDs is significant from both the
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fundamental scientific research and photonic application points of view.
In this chapter, we reveal the morphology, crystal structures, and lattice dynamics in

Zn0O QDs.

4.1 Morphology and crystal structures
4.1.1 Morphology

Shown in Fig. 4-1(a) is a typical high-resolution transmission electron microscope
(HRTEM) image of the ZnO nanoparticles. - Nanoparticles aged at 160 °C for 1 h and
solution concentration of 0.06M was selected: for particle size determination by HRTEM.
The particles shape are predominantly spherical, many also exhibit surface facet, as
shown in the inset of Figure 4-1(a) where'a step of one atomic layer can be seen. The
nanoparticles are clearly well separated and essentially have some aggregation. Figure
4-1(b) show the size distribution of particles after aging at 160°C for 1 h (0.06 M),
obtained from analysis of more than 35 particles per sample. The average diameter of
the number-weighted particles obtained from a colloid aged at 160°C for 1 h (0.06 M)
was determined to be 4.36=0.3 nm. Presumably due to the viscosity of DEG, the
solvent may have modified the Ostwald ripening kinetics such that the growth rate

decreases with the size of the ZnO QDs. This would narrow the size distribution of ZnO
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QDs effectively.

L -

30 35 40 45 50 55
Particles radius(nm)

(a) (b)

Fig. 4-1 HRTEM image (a) and size distribution:

4.1.2 X-ray diffraction measure

The XRD patterns of the prepa
sol-gel process are shown in Fig. 4-2. The diffraction lines are the powder X-ray
diffraction pattern of the ZnO nanoparticles prepared in a different solution concentration.
The diffraction pattern and interplane spacings can be well matched to the standard
diffraction pattern of wurtzite ZnO, demonstrating the formation of wurtzite ZnO
nanocrystals.  All of the samples present similar XRD peaks that can be indexed as the
wurtzite ZnO crystal structure with lattice constants a=3.253A and ¢=5.219A, which are

consistent with the value in the standard card (JCPDS 36-1451).
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Fig. 4-2 XRD profiles of the ZnO QDs prepared ‘with various concentration of Zn(OAc),. The crystalline

size can be approximately estimated to be 12, 7.4, 6.5, 5.3, 4.2 and 3.5 nm, respectively (top to bottom), for

concentration 0.32, 0.16, 0.1, 0.08, 0.06 and 0.04 M.

No diffraction peaks of other species could be detected that indicates all the

precursors have been completely decomposed and no other crystal products were formed.

It should be noted here that the full width at half maximum (FWHM) of the diffraction

peaks increase with decreasing the concentration of zinc precursor duo to the size effect.
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The mean diameter of the ZnO nanocrystallites is evaluated from the FWHM of the (110)
peak from 3.5nm to 12nm by the Debye-Scherer formula with the range of B from
0.75° to 2.45° , 0= 47.56" and A (wavelength of incident X-ray) is 1.5406A. The

statistical result is consistent with the observation from HRTEM.

4.2 Spatial confinement of optical phonon in ZnO quantum dots
In order to observe the optical phonon confinement effect, the measured
micro-Raman spectra with different sizesiof Zn©,QDs are shown in Fig. 4-3 under a fixed

excitation laser power of 3.1 mW:

T=300°C

c-Si 2TA(X)
xi:515nm

E2 (high)

Intensity (a.u)

270 300 330 360 3éq © 420 450
Raman shift (cm™)

Fig. 4-3 Typical Raman spectra of different sizes of ZnO QDs: (a) 12nm, (b) 6.5nm, (c) 5.3nm, and (d)

3.5nm.
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We can see that the Raman peak at 300 cm ', which comes from the Si substrate [9],
stays unshifted in frequency. On the other hand, we found the spectral peak of £2 (high)
optical phonon around 435 cm™' to shift to the lower frequency as the size of ZnO QDs
decreases. Compared with that of the ZnO bulk, a redshift ranging from 0.8 to 4.7 cm'
and an asymmetry (I', /T'y) from 1.36 to 1.95 were obtained as the QD size decreases from
12 to 3.5 nm. Note that [', and I', are, respectively, the half widths on the low- and
high-energy sides of the £2 (high) mode. Such a pronouncing shift, broadening, and the
asymmetry of the E2 (high) peak could:result from three main mechanisms [5]: (1)
phonon localization by intrinsic defects, (2) laser heating in nanostructure ensembles, and
(3) the spatial confinement within the -dottboundaries. The frequency shift of the
phonon resulting from defects should not"depend upon the size of QDs as also indicated
by the small defect PL emission observed in our samples; therefore, we may exclude the
defect phonon localization. Additionally, no shift to the £2 (high) peak was observed in
all ZnO QDs as the laser power has been varied almost an order of magnitude from 1.5 to
12 mW with a fixed laser spot size of about 2 g m?. It is therefore concluded that the
Raman shift is mainly due to the spatial confinement of the optical phonon.

The phonon eigenstates are plane waves with infinite correlation lengths in an ideal

crystal, therefore, the Raman scattering can only be observed with phonons around the
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Brillouin zone center (¢g=0) due to the momentum conservation law. As the crystallite is

reduced to nanoscale sizes, the momentum conservation law associated with the Raman

scattering can be relaxed and that leads to the spectral shift, broadening, and asymmetry

of the Raman modes. The Raman shift and broadening of ZnMnO nanoparticles [10]

had been evaluated based on the spatial correlation (SC) model [3]. Because the phonon

wave function is partially confined to the volume of the crystallite and if a spherical

shape of finite size ZnO QDs is assumed, the first-order Raman spectrum /(®) can be

described by the following equation [3]:

(o)« Il 47q’ exp(=q L/ 4)dq
" [@-o(g)] +(T/2)’

(4-1)

where ¢ is expressed in unit of 2m/a, a is the lattice constant, w(g) is the phonon
dispersion relation, I' is the linewidth of E2 (high) phonon of the ZnO bulk, and L is
spatial correlation length corresponding to grain size. Furthermore, Islam et al. [11, 12]
reported on the influence of crystallite size distribution (CSD) on the shifts in Raman
scattering frequencies and line shapes in silicon nanostructures. They modified the
Raman intensity expression, /(o) of Eq. (4-1), to I(®, Lo, o) by using Guassian CSD of an

ensemble of spherical crystallites with mean crystallite size Ly and standard deviation .

After integrating the results over the crystallite sizes L under Ly > 30, the total Raman
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intensity expression for the whole ensemble of nanocrystallites becomes

O f(9)q” exp(=¢°L," / 4)dg “2)

[@-o(q)] +(T/2)°

_ 2 2
where I =ll+q°c" /2 is the characteristics of the CSD. The calculated
normalization Raman profiles from an ensemble of ZnO QDs having a mean crystallite
size Ly=6.5 nm with varying o to illustrate the effect of o on the Raman line shape are

plotted in Fig. 4-4.

Raman intensity (a.u.)

380 400 420 440 460
Raman shift (cm™)

Fig. 4-4 Fitting of the modified spatial correlation model with 6= 0, 0.2, and 0.27, respectively to the
measured result for average size of 6.5 nm ZnO QDs.

It is clear that a single-crystalline component with 6=0.27 describes the Raman
spectra of 6.5 nm ZnO QDs quite well.  Additionally, the CSD of all samples were about

27%, which agrees with the TEM result, e.g., the obtained crystal size 4.3 nm% 1.1 nm.
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The frequency shift A® and the asymmetry, I'y/I'y, of E2(high) mode from the ZnO bulk
(439cm™) as a function of diameter or correlation length with 6 = 0.27 were plotted in Fig.
4-5, in which the solid curves the calculated results of the modified SC model and hollow
circles for the experimental. We found the measured frequency shift and asymmetry
agrees very well with the calculated ones by the modified SC model and the mean values

of crystallite sizes obtained from our fitting are also in good agreement with the XRD

results.
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Fig. 4-5 Raman shift Aw (solid curve) and asymmetric broadening I',/T, (dashed curve) of E2(high)

phonon as a function of correlation length L or average size of nanocrystal.
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4.3 Electron-phonon coupling in ZnO quantum dots

The electron-phonon interaction could be straightly probed by the RRS when the
exciting photon energy is resonant with the electronic interband transition energy of the
wurtzite ZnO. The polar symmetry makes the 41 (LO) and E1 (LO) modes the
dominant ones, while the nonpolar £2 phonon is not visible. An intense multiphonon
scattering of the ZnO QDs with various sizes was observed in the resonant Raman spectra
of Fig. 4-6 with background subtracted, where three major bands were observed to result
mainly from the polar symmetry modes.411(120) and £1 (LO) and their overtones.

Multi-phonon scattering processes -that have- been previously reported for
one-dimensional (1D), two-dimensional (2D);-and thrée-dimensional (3D) ZnO systems
[13-17], in particular, have been recently ‘reported intensely for zero-dimensional (0D)
systems [6, 8].

It is remarkable that the intensities of the first-order Raman modes and their
overtones are enhanced while the size of ZnO QDs decreases. The reason can be
explained using the total Raman cross section for an n-phonon process as a result of the
energy of the incoming or the scattered photon that matches real electronic states in the

material to enhance the Raman scattering cross section.
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Fig. 4-6 Resonant Raman scatterings of ZnO QDs'with various particle sizes measured at room temperature

using a He—Cd laser (A= 325 nm).

The band gap of the present ZnO QDs certainly tends to approach the excitation
laser energy as decreasing its size because of the quantumconfined effect mentioned
above. Alim et al. [6] have shown that the large redshifts in the RRS spectra from 20
nm ZnO QDs are most likely due to the local heating by UV laser excitation. In the

present RRS spectra, the 1LO frequencies were all located at ~575 cm ' (within £2 cm !
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fluctuation) for the ZnO QDs of different sizes. The heating effect coming from the
inspection of micro-Raman seems to be negligible, because we used the laser power of
only 0.8 mW at the spot size about 100 ¢ m®.

Beyond the phonon frequency shift, by observing the size dependence of intensity
ratio between the second- and the first-order LO Raman scatterings, one can evaluate the
coupling strength of the electron-phonon interaction. Within the Franck-Condon
approximation [18], the electronic oscillation strength distribution over nth phonon mode
is defined as /~S"¢™ /n!, in which S is, Huang-Rhys parameter, and also can be used to
express the coupling strength of the eleetron-to'the LO phonon. The ratio between the
second- and the first-order Raman Scattermng-eross. sections was found to increase
remarkably from 0.4 to 3.1 while an increase of the ZnO crystallite size was from 3.5 to
33 nm, as shown in Fig. 4-7. The electron phonon coupling is generally determined by

two mechanisms: the deformation potential and the Frohlich potential.
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Fig. 4-7 Ratio between the second- and the firstzorder Raman scattering cross section as a function of ZnO
diameter. The experimental values of ZnO QDs-inthis work (squares) compared with ZnO NPs of Ref. 18
(empty squares) and nanocrystalline Zn@Q thin films-of-Ref+19 (empty triangle). The dashed line joining

the data points is just a guide for the eyes.

On the one hand, following Loudon [20] and Kaminow [21], the transverse
optical (TO) Raman scattering cross section is determined by the deformation potential
that involves the short-range interaction between the lattice displacement and the
electrons, and on the other, the LO Raman scattering cross section includes contributions
from both the the deformation potential and Frohlich potential that involves the

long-range interaction generated by the macroscopic electric field associated with the LO
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phonons. We found that under the resonant conditions the intensity of TO phonon in
ZnO QDs is almost insensitive, while that of LO phonon is greatly enhanced. Therefore,
we believe that the electron-phonon coupling as decreasing the nanocrystal size is mainly
associated with the Frohlich interaction. Although the complex origin of coupling is not
well understood, the result in this study is extremely consistent with reports in other

low-dimensional ZnO nano-systems [22, 23].

4.4 Summary

In this work, we have demenstrated |successfully the ZnO QDs synthesized by a
simple sol-gel method and the. average-size—of ZnO QDs can be tailored under
well-controlled concentration of zinc precurser. We have observed the spectral shift,
broadening, and asymmetry of the optical phonons for different sizes of ZnO QDs and
clarified the origin of these effects is spatial confinement of phonon in ZnO QDs. Using
the modified spatial correlation model to analyze the broadening and asymmetry of the
first-order E£2 (high) phonon mode, we further confirmed the phonon confinement based
on the finite correlation length of a propagating phonon. Additionally, from the resonant
Raman scattering (RRS), the coupling strength between electron and longitudinal optical

phonon, deduced from the ratio of the second- to the first-order Raman scattering
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intensity, diminishes with reducing the ZnO QD diameter. The size dependence of

electron-phonon coupling is principally a result of the Frohlich interaction.

We have investigated the influence of finite size on the lattice dynamics of ZnO and

found that the spatial phonon confinement and electron-phonon coupling played the

critical part in ZnO QDs. Nevertheless, we have not revealed the effect of finite size on

the electronic and optical properties in ZnO QDs. The prospects of emergence of novel

physical phenomena and their potential use in designing new and more efficient

microelectronic devices constitute the mostimportant motivations of the strong ongoing

interest in these low-dimensional systems.:! Particularly, the exciton-optical phonon

interaction has a significant effect on theirjoptical properties. For instance, the exciton

binding energies and their oscillator “ strengths are modified considerably by the

exciton-optical phonon interaction. This interaction is also expected to play an

important role in determining the optical properties of QDs. Since, in the following

chapter we will concentrate on these aspects. The detailed information on interactions

between excitons-LO phonons will be extracted from the relevant optical spectra under

various temperature.
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Chapter 5 Reducing exciton-longitudinal-optical phonon

interaction with shrinking ZnO quantum dots

Optical and physical properties of semiconductor QDs have also devoted
considerable efforts to study due to their potential applications to light-emitting diodes [1],
optically pumped lasers [2] and other electronic devices [3]. Although large numbers of
researches on II-VI QDs and I1I-V QDs have been published [4, 5], the properties of ZnO
QDs have not been studied as completely as other materials.

The interaction between exciton and llongitudinal-optical (LO) phonon has a great
influence on the optical properties of polar semiconductors. Ramvall, et al. [6] reported
a diminishing temperature-dependent ‘shift-ef-the PL energy with decreasing GaN QD
size caused by a reduction of the LO-phonon‘coupling. Chang, et al. [7] theoretically
reported that the exciton LO-phonon interaction energy |Ecx.pn| €valuated as functions of
electric field strength and the size of the QDs. The field enhanced by reducing the
separation between electron and hole would increase |Ecxpn|; Whereas, the decrease of dot
size leads to delocalize the wave functions of both electron and hole in turn decreases
|Ecx-ph|. However, the size dependence of exciton-LO-phonon coupling is a complicated

problem to be investigated.
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5.1 Band gap variation of size-controlled ZnO quantum dots

Figure 5-1 shows typical PL and absorption spectra of the samples with different
average QD sizes at room temperature. The UV emission represents a relaxed state of
exciton near the band edge in the ZnO QDs. The nature of the UV-PL from ZnO QDs

itself is still a matter of controversy.

PL Intensity (arb. units)
Absorption (arb. units)

Photon Energy (eV)

Fig. 5-1 PL (solid line) and absorption (dashed line) spectra near the band edge of various ZnO QD size.
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Some authors attributed the UV-PL to the recombination of confined excitons [§],

while others argued that the emission comes from surface impurities or defects [9].

Aforementioned Demangeot et al. [10] have reported that ligands coordinated at the

surface of the nanoparticles may induce some changes in ZnO bonds, leading to some

modifications of either their mechanical or dielectric properties. The UV-PL came from

surface-bound ionized acceptor-exciton complexes revealed no significant energy shift

with varying size of ZnO NPs; furthermore, the weak bound emission vanished at the

measured temperature higher than 15K.q7In our case, high efficient UV emission near

band edge is attributed to confined exciton emission,-with high density of states which

shifts to the higher energies from:3.30to-3:43-eV-as the size of QDs decreases from 12 to

3.5 nm which are comparable or smaller than'the diameter 4.68 nm of exciton (Bohr

radius of bulk ZnO is 2.34 nm [11]), the Coulomb interaction should be relatively small

as compared to the kinetic energy resulting from confinement in our samples and the ZnO

QDs are in the moderate to strong confinement regime. In general, quantum

confinement shifts the energy levels of the conduction and valence bands apart, giving

rise to a blue shift in the transition energy as the particle size decreases. Such

phenomenon is also revealed in the absorption spectra, although the faint excitonic

absorption peaks due to the moderate size distribution of ZnO QDs. However, from this
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figure, it can clearly be seen that the absorption onset exhibits a progressive blue shift

from 3.43 to 3.65 eV as the size of ZnO QD decreases. Similar observations of such

size dependence upon optical properties have been made previously for other

semiconductor QDs [12-14]. Moreover, the discernible broad green band (2.1-2.8 eV)

was observed only when the size of ZnO QDs is smaller than 4.2 nm as shown in Fig. 5-2,

the surface-located complex emission reasonably be enhanced while the surface volume

of QDs were increased as decreasing the particle size. The relatively weak visible

emission indicated that the ZnO QDs contain less, intrinsic defects at the surface.

PL Intensity (arb. units)

20 25 30 35
Photon energy (eV)

Fig. 5-2 Room temperature PL spectra of ZnO QDs with various sizes

To circumvent other probabilities, we operated the PL measurements at different
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power. The unchanged energies of the UV emission peaks, as shown in Fig. 5-3, exhibit

no considerable local heating effect in ZnO QDs, and the obtained exponent value about

1.3 of power law confirmed our assignment that the observed UV emission bands are due

to excitonic transition. In addition, the XRD peaks reveal no significant shift,

confirming that the ZnO QDs completely are strain-free.

23 mW
17 mW
12 mW
6.4 mW
3.1 mW

PL Intensity (arb. units)

32 33 34 35 36 3.7

Photon energy (eV)

Fig. 5-3 PL spectra of ZnO QDs (4.2 nm in diameter) as a function of excitation laser intensity (from

1.1mW to 23mW), the exponent y of power law 7 ~ L’ lies about 1.3.

The relationship between band gap and size of QD can be obtained using a number
of models [15-18]. Using the effective mass model for spherical particles with a
Coulomb interaction term [15], the band gap E; [eV] can be approximately written as:
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where E;’””‘ is the bulk energy gap, r is the particle radius, m, is the effective mass
of the electrons, mj, is the effective mass of the holes, & is the relative permittivity, &,
is the permittivity of free space, % is Planck's constant divided by 2z, and e is the charge

of the electron. The polarization term included in this model is usually negligible.

4.0

3.9-‘
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3.5

3.4 -

3.34 ]

Diameter (nm)

Fig. 5-4 The dependence of the band gap enlargement versus the ZnO QDs diameter as calculated from the

effective mass model and the corresponding experimental data of PL peak maximum (o) and the absorption

onset (A).

Figure 5-4 shows both the UV emission peaks, absorption onsets and the

dependence of the band gap enlargement on the ZnO QD diameter as calculated from the
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effective mass model (Eq. 2) with E ;’””‘ =3.35 eV, m.~=0.24 my, m=0.45 my, and £=3.7,
where my is the free electron mass [19]. Enlargement effects are expected to be
predominant when the QD size is less than 6 nm, meanwhile PL data and absorption data
of the same tendency indicates effective mass theories accurately, which predict the size
dependent energy gap. We note here that the absorption data closely coincides with the
curve calculated from the effective mass model. However, the PL data is not fixed since
it represents the emission from a relaxed state and the exciton binding energy should be

considered.

5.2 Influence of exciton-longitudinal-phonon interaction with shrinking
ZnO quantum dots

Figure 5-5 shows the PL spectrum of different ZnO sizes at 13 K. The spectrum
of ZnO powders consists of the free exciton (FX) and the donor-bound exciton (D°X)
emission peaks along with three obvious LO-phonon replicas. The FX emission of ZnO
powders is 3.377eV which behaves as ZnO bulk. The energy shift (dash line) from
3.377 eV to 3.475 eV due to quantum confinement effect (QCE) can be observed. The
full width at half maximum (FWHM) which increases as the dot size decreases may be

caused by the contribution of surface-optical phonon [20], surface-bound acceptor
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exciton complexes [21], and size distribution.  Accordingly, we observed that

LO-phonon replicas are obvious in ZnO powders but are unapparent in other

QD-samples.
I (@) I DX
y FX
S-1L
S-2L0
= lPowder S-3LO
©
4 |
e \
@ [12nm \
o
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£

Fig. 5-5 PL spectra of different ZnO particle sizes at 13K. The dashed line indicates the free exciton peak

energy shift.

Duke et al. [22] interpreted the intensities of LO-phonon replicas depend strongly on
their exciton-phonon coupling strengths.

Figure 5-6 displays the temperature-dependent PL of 7.4-nm QDs, it reveals only
single one band for T =300 K. Due to small binding energy of DX, it will be ionized

as T > 100 K, so we can easily attribute the single band to the FX emission. We also
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find that the peak energy difference of FX between 13 K and 300 K is ~ 25 meV that is

smaller than 65 meV of the ZnO powders. It is known that the main contribution to the

energy shift is the Frohlich interaction [23], a result of Coulomb interaction.

7.4nm

13K
30K
50K
80K
100K
140K
180K
220K
260K
300K

Intensity (a.u.)

-— - =
25 meV
¥ y T y e e s
3.0 3.2 34 3.6

Photon Energy (eV)

Fig. 5-6 Temperature-dependence PL spectra of 7.4 nm of ZnO QDs in the range 13-300K. The dashed

lines marked the peak energies of 13 and 300K. Their energy difference is 25 meV.

From the temperature-dependence PL, we can obtain the exciton binding energy (Ej),

from the following relation [24]:

1(0)

I(T) =
1+ Aexp(=E, /k,T)

(5-2)

where /(T) is the integrated intensity of the peak at specific temperature, /(0) is the
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integrated intensity at absolute zero, A is a constant, and kp is Boltzmann constant. The

fitting results are shown in Fig. 5-7, Ej of the ZnO powder is 60 meV, which is close to

that of ZnO Bulk. We obtained Eb = 67, 87 and 132 meV, respectively, for 12, 7.4, and

5.3 nm QDs. The decreasing particle size would raise the electron-hole interaction as a

result of the compressing boundary to cause increasing Coulomb energy. Therefore, the

binding energy increases as the particle size decreases.

In order to quantitatively investigate the relation between the quantum confinement

size and the exciton-LO phonon interaetion;swe introduced the temperature-dependent

exciton energy [25]:

Eex(T) = E@((O) == Z aOi

(5-3)
—exp(iw-/k,T) =1

where E,(7) is the exciton energy at a specific'temperature T, E,.(0) is the exciton energy
at 0 K, and @, represents the coupling strength with the optical phonon with energy /w;.
Our previous RRS and PL results indicate the most promising LO-phonon involved in
RRS and PL is the one having energy of 72 meV, we therefore take only a single one of
the summation terms with Zzw = 72 meV into account to discuss exciton-LO phonon
coupling. Then the #represents the weighting of exciton-LO-phonon coupling. The
fitting results are shown in Fig. 5-7 and = 0.59, 0.40, 0.21, and 0.19, for powders, 12

nm, 7.4 nm, and 5.3 nm QDs, respectively. These results are in consistent with the
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observations of PL spectra, weakening coupling strength of exciton-LO phonon as

decreasing the particle sizes.

The increasing E, gives an indication for reduction of exciton-LO phonon

interaction. The enhancement of £, or Coulomb potential indicates a reduction of az. It

makes the exciton less polar capable for efficiently interacting with LO-phonon through

the Frohlich interaction [26].
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Fig. 5-7 Experimental and calculated (solid line) exciton energies plotted against inverse temperature for

different ZnO particle sizes.

To find out the relation between az and @y, we calculated az from our PL spectra

including the FX emission energy and £ for different dot sizes based on the weak
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confinement model [15] as Eq.(5-1), and ag’ = hz/(2,u*Eb) [27]. The calculated exciton
Bohr radii az-QD for 5.3 nm, 7.4 nm and 12 nm QDs are 0.977 nm, 1.038 nm and 1.328
nm. The ratios of aB QD to the exciton Bohr radius for bulk ZnO of a bulk = 2.34 nm
are 0.42, 0.46 and 0.57, respectively, which agree well with 0.42, 0.49 and 0.59 obtained

by Senger, et al [11].

0.74
) ®— a9 QD/*0 powders
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Fig. 5-8 The relation of ay gp/@y powders a0d ag op/ap powders With different dot sizes.

Figure 5-8 shows similar trends of ay op/@p powders and ag op/ap puk against the dot
size. It represents that the exciton formation is attained by Coulomb interaction, as the
particle sizes decrease, the quantum confinement effect causes increase of E; and
decrease of ap. The electric dipole, which is proportional to the distance of electron-hole
pair, is then reduced. The exciton formation thus becomes less polar so that reducing

the coupling strength with the polar lattice via the Frohlich interaction. Consequently,
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we demonstrated the reduction of exciton-LO phonon interaction occurs in ZnO-QD

system.

5.3 Summary

In this chapter, size-dependence of efficient UV PL and absorption spectra of various
QD sizes give evidence for the quantum confinement effect. We exhibit no considerable
local heating effect in ZnO QDs, and the obtained exponent value about 1.3 of power law
confirmed our assignment that the observed:UV emission bands are due to excitonic
transition. Band gap enlargement is alse-inagréement with the theoretical calculation
based on the effective mass model.. Furthermore, we presented temperature-dependent
PL of different sizes of ZnO particles. " “The unobvious LO-phonon replicas of FX were
observed when the ZnO particle sizes were under 12 nm in diameter. The FX emission
energy difference of 13-300 K decreases as the particle size decreases. The increasing
exciton FE, with the decreasing quantum dot size can be obtained from
temperature-dependent PL. From the temperature-dependent change of FX emission
energy, the exciton-LO phonon coupling strength reduces as the particle size decreases.
The reduced ap with particle size obtained from E; and PL spectrum confirms that the

exciton becomes less polar in turn reducing the Frohlich interaction and the exciton-LO
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phonon interaction is reduced with decreasing ZnO QDs.

Although we have studied the physical properties and optical properties of ZnO
finite crystallites, we have not investigated the influence of finite size on the electronic
behavior of ZnO. Particularly, the effective-mass approximation apparently gives a
good understanding of the blue shift of the optical absorption threshold. However, this
approach fails for the smallest crystallite sizes because of the oversimplified description
of the crystal potential as a spherical well of infinite depth. This can be understood from
the band structure scheme. In the effective-mass approximation the highest valence
band and the lowest conduction band are assimilated closer to their extrema (at k£ =0) to
parabolic curves of the form 77k /2m s-wherek is the amplitude of the wave vector.
As k increases, this expression varies more'steeply than the true dispersion relation. The
ground state of the spherical well is given by this dispersion relation with
|k| = 27/d (quantum size effect). Thus, the first term in effective-mass approximation is
the difference between the gap of small crystallites and that of infinite semiconductors.
Its value and consequently the exciton peak position will be overestimated in comparison
with the true value for the small diameters. A better description of the band structure
can be obtained from a tight-binding framework. Since the atomic structure is implicitly

considered, this method is more adequate for small crystallites. Since, in the following

104



chapter we will concentrate on electronic structure and optical properties in ZnO from

bulk to finite crystallites using tight-binding framework.
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Chapter 6 Calculation of electronic structure and density of
states in the wurtzite structure of Zn;,Mg,O alloys using sp
semi-empirical tight-binding model

In the past decade, the advantageous technologies of light-emitting diodes (LED)
and semiconductor lasers realize full-color display systems which have prompted the
research for devices operating in the blue-ultraviolet (UV) [1-3]. Zinc-oxide (ZnO)
materials have drawn considerable attention for the application in UV optoelectronics
because of their excitonic transition energy: (=:3.37 eV) and large exciton binding energy
(~ 60 meV). The band gap becomes even larger- if Zn atoms are substituted by
magnesium (Mg) atoms, which have ‘a‘similar-ionic radius, allowing for quantum-well
structures and superlattices [4-6]. The change of band gap of the Zn,.\Mg,O (ZMO)
layers grown on sapphire [21] with 0.1 <x < 0.3 and powders [20] with 0 <x < 0.05 have
been reported; and in the Al doped ZMO alloys with a preferential c-axis orientation, Lu
et al. [23] experimentally showed that the electron effective masses increase with
increasing Mg concentration. However, it is still lack of theoretical confirmation of
bandgap and electron effective mass as increasing Mg incorporation.

In the wurtzite Zn; \Mg,O (ZMO) alloys, Malashevich [28] et al. investigated the

polarization-related properties based on density-functional-theory calculation under the
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local-density approximation and the Berry-phase approach to calculate electric

polarization. Li and Wei [25] used the first-principle band-structure method to show

that if Mg atoms substitute Zn atoms to reduce the anion and cation kinetic p-d repulsion,

the acceptor transition energy of No-nZnz, can be reduced. Whereas, the application of

the first-principles calculation to study electronic band structure of disordered alloys and

solid solutions generally requires using very large supercell in order to mimic the

distribution of local chemical environments. It is very computationally demanded. On

the other hand, the tight-binding (TB) theory is a versatile and simple method to calculate

the electronic properties of solids.” Additionally;. due to the transferability of the TB

parameters, the method has been readily-apphied to Systems with broken translational

invariance such as low-dimensional structures, clusters and alloys. Using the TB

approach, among the quantities that are successfully calculated are elastic constants [7],

phonon spectra [8], vacancy-formation energies, and surface energies [9, 10], as well as

cluster-formation [11] energies and magnetic moments. Particularly, the electronic

structure of semiconductor compounds is well calculated in the complete Brillouin zone

[12, 13]. Nevertheless, there were few theoretically calculations of the electronic

structure in the Zn; \Mg,O alloy system. Particularly, for electronic devices, knowledge

of the effective masses is especially important for analyzing the device properties,
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especially the current transport characteristics.
In this chapter, we present the electronic band structure and total density of states
(DOS) of ZnO and ZMO alloy crystallization using the nearest- and the

next-nearest-neighbor SETB approach sp’ model [14].

6.1 Theoretical details

We present the electronic band structure and total DOS of ZnO and ZMO alloy
crystallization using the nearest- and the next:nearest-neighbor SETB approach sp® model
[14]. The virtual-crystal approximation -(V.CA). [12] was used by taking weighted
averages of the diagonal matrix elements forthe-band structures of the alloys, namely, we

write the SETB parameters of the binary ‘compounds,
E,(Zn,_ Mg O)=(1-x)E/"° + xE)*°, b=s,p.,P,D. (6-1)

Zn0,Mg0
where E,"7¢

are the binding energies of corresponding orbitals of Zn and Mg bound to O2p
and O2s orbitals and x is the incorporation concentration of Mg. The off-diagonal matrix
elements, multiplied by the square of the bond length, are also averaged this way (Harrison’s rules)
[15] with the bond length obtained from Vegard’s law [16],

d(Zn,_ Mg O)=(1-x)d,,, +xd,,, (6-2)

Thus, we assume that virtually all of the Zn and Mg atoms occupy cation sites, while
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anion sites are overwhelmingly occupied by O. The VCA treats an alloy as a perfectly
periodic crystal, assuming its symmetry identical to the symmetry of the constituents;
therefore, regarding the question of crystal structure and stability, we considered that the
wurtzite ZMO alloy is stable with respect to the corresponding rocksalt alloy for x <

0.375[17, 18].

6.2 Band structures of Zn; ,Mg,O

The resultant band structures for ZnO and anMgOSO were given in Fig. 6-1. The
deepest and lowest valence band-of ZnO erystal (Fig. 6-1(a)) near -20 eV corresponds to
an atomic-like O2s state, and the_upper valence-bands are mainly composed of the O2p
state and Zn4s and 4p states. The lowest'conduction band is contributed by Zn4s state,
and the uppermost conduction bands are primarily caused by Zn4p character. The ZMO
is direct band gap semiconductor for all stable wurtzite structure and has band gap (at 0K)
ranging from 3.429 eV for ZnO to 4.153 eV for Zn Mg O. In addition, we also
estimate the p doubly degeneracy in valence bands with renormalized atomic spin-orbital

(SO) splitting of the anion and cation p states [19]. For ZnO we got 15 meV for SO

energy (A 0), offering a good agreement with experimental results [20], while the
modification of SO energy was not conspicuously observed in Zn Mg O alloy.
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However, we perceived that the band gap at I' point increase as Mg concentration

increases.
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Fig. 6-1 Calculated band structure of (a) ZnO and (b)Zn0 7Mg0 3O using semi-empirical tight-binding

model.
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The deepest and lowest valence band of ZnO crystal (Fig. 6-1(a)) near -20 eV
corresponds to an atomic-like O2s state, and the upper valence bands are mainly
composed of the O2p state and Zn4s and 4p states. The lowest conduction band is
contributed by Zn4s state, and the uppermost conduction bands are primarily caused by Zn4p
character. The ZMO is direct band gap semiconductor for all stable wurtzite structure and has

band gap (at 0K) ranging from 3.429 eV for ZnO to 4.153 eV for Zn0 7Mg0 3O. In addition, we

also estimate the p doubly degeneracy in valence bands with renormalized atomic spin-orbital

(SO) splitting of the anion and cation p states {19}. . For ZnO we got 15 meV for SO energy (AO),

offering a good agreement with experimental [results [20], while the modification of SO energy

was not conspicuously observed in an_ngXO alloy.—. However, we perceived that the band gap

at I' point increase as Mg concentration increases.

6.3 Energy gaps and effective masses

In Fig. 6-2 we plotted the change of the band gaps at I' points of ZMO alloys as a
function of the Mg mole fraction x along with the experimental results from the ZMO
layers grown on sapphire (solid circle point) [21] and powders (hollow circle point) [20]
in the range 0 < x < 0.30. It shows very good agreement of our calculated curve with

the experimental results that the band gap increases with increasing Mg concentration.
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The curves can be fitted by the polynomials
r 2
E, =3.429+2.377x+0.1349x"(eV), (6-3)

although the quadratic term is referred as the band-gap bowing factor being 0.1349,

which depends on the substrate on which the layer was grown [22].

Energy gap (eV)
w w
s @
L)

v
>
L

0.0 0.1 0.2 0.3
Concentration (x)

Fig. 6-2 The energy gaps of wurtzite an_ Mg O alloys as a function of Mg mole fraction x. The hollow

circles and solid circles show experimental data from Ref.s 20 and 21.

The effective mass is given by the curvature of the dispersion relation E(K)

. 1 d’E(k) . .
accordingto | — | =— , where K is the wave vector of electron in the crystal,
m ), hdkdk,

p and v are Cartesian coordinates. Figure 6-3 shows the calculated effective masses for
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the alloys ZMO as function of Mg concentration x. We found the electron effective
mass increases when the Mg concentration increases. In ZnO wurtzite structure (x = 0),
the electron effective masses of the lowest conduction band for parallel and perpendicular
to the c-axis are m! =0.278m,and m =0.202m,, respectively. These values agree
well with experimental data of Button et al. [26] determined from the cyclotron resonance

measurements.

0.40 - -
0.35 - m - .
0.30 - - -

0.25 - -

/
0.20

0 5 10 15 20 25 30
Concentration (x)

Electron effective mass!mn

Fig. 6-3 Composition dependence of the electron effective masses. The dash line shows the electron

effective mass parallel to the c-axis and the solid line is for perpendicular to the c-axis.
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As aforementioned, the lowest conduction band is mainly caused by Zn4s state; the
electron effective masses are mainly determined by the overlapping wavefunctions of
s-orbital among cation sites. Lu et al. [23] also observed the same results from the
modified Burstein-Moss model in the Al doped ZMO alloys with a preferential c-axis
orientation. They indicated that the electron effective masses increase with increasing
Mg concentration, while the carrier mobility and electron concentration decrease.
Furthermore, we note that variation of electron effective masses is more obvious for m!
than for m_ in the ZMO alloys. Sincesthe ZnO has wurtzite structure and the MgO is
cubic, the lattice along c-axis changes more dramatically than that along a-axis as more

Mg atoms substituting Zn atoms.

6.4 Density of states

We calculated the total DOS of ZMO alloys by summation over all bands using a
Gaussian function with a broadening parameter of 0.01 eV, e.g., due to temperature
broadening around 77K. Shown in Fig. 6-4, we obtained the similar DOS for the
concentration ranging from 0 to 10%, while the DOS of upper valence bands were
slightly broadened and decreased as increasing Mg incorporation (dash line). Imai et al.

[24] used the first-principle pseudopotential method to show that the bond of Zn-O is
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more ionic than Zn-S due to the probability of electron lingering between Zn and O is
much smaller than between Zn and S. Similar to those obtained by Li et al. [25] using
the first-principle calculation, the increasing probability of electron lingering between
cation and anion with increasing Mg composition suggest that in the ZMO alloys the
electrons from O2p orbital are less localized around the oxygen atom to cause reduction

of electronegative characteristic of oxygen and ionization energy of acceptors.
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Fig. 6-4 Total density of states of various Mg concentrations in the wurtzite an_ Mg O alloys: (a) 0%, (b)

10%, (c) 20%, and (d) 30%. The dash line presented discrepancy between ZnO and an_ Mg O alloys

structure.
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Shown in Figs. 6-4(c) and 6-4(d), we found both the DOS of the upper valence band

near - 2.7 eV and the uppermost conduction bands near 19 eV increase as Mg

composition increases. Because the weighting of Mg’s atomic orbital increases with

increasing Mg concentration in the VCA method, we believe that the Mg3s orbital mainly

contributes extra density of modes to the upper valence band and the Mg3p orbitals

principally contribute extra density of modes to the uppermost conduction bands. We

also shown the anion-atom p-orbitals wave function for top valence band and

cation-atom s-orbitals wave function forslowest conduction band at I" point in Table

6-1 and Table 6-2, respectively. -~ Additionally, the DOS of the near lowest conduction

band increases with more localized . wavefunction “as increasing Mg incorporation.

Consequently, the more overlap of wavefunctions of the neighboring cation atoms results

in narrowing the width of conduction band so that the larger effective mass. The

wavefunction overlapping determines the rate of quantum tunneling of an electron from

one ion to another so that the electrons hop slower from one ion to an adjacent one in the

lattice with increasing Mg concentration that shows the larger effective electron mass.
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Table 6-1 Anion-atom p-orbitals wave function for top valence band at I" point

Mg incorporation (%) 0 10 20 30

p-orbitals wave
function weight 0.61208 0.6108 0.60964 0.60844

Table 6-2 Cation-atom S-orbitals wave function for lowest conduction band at I" point

Mg incorporation (%) 0 10 20 30

s-orbitals wave
function weight 0.68285 0.68296 0.68304 0.68312

6.5 Summary

3
In conclusion, using sp semi-empirical tight-binding model under virtual-crystal

approximation, we have calculated the €leetronte-band structure and the total density of
states for the wurtzite structure of Zn; Mg O alloys semiconductor. We observed
enlarging band gap and increasing electron effective mass that agree with the
experimental results as increasing Mg composition up to x = 0.3. From the calculated
total density of states, due to extra density of modes coming from Mg3s and Mg3p
orbitals as introducing more Mg composition, the increasing electron effective mass is a
result of more orbital overlap of cation sites. In addition, the O2p is less localized

around the oxygen atom to cause reducing electronegative characteristic of oxygen.
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Chapter 7 Electronic band structures and surface states of
ZnO finite well structures

Zinc oxide (Zn0O) is a promising material due to its large direct band gap (3.4 eV at
5K) and large exciton binding energy of 60 meV [1], all of which are advantageous for
short-wavelength light-emitting diode [2,3] and low-threshold laser [4, 5] applications at
room temperature. It is known that the optical properties and the performance of
photonic devices are mainly determined by their electronic density of states (DOS),
which can be modified by the quantum confinement effects. ZnO nanostructures have
superior optical properties over its bulk erystal, for instance, the low-dimensional ZnO
nanostructures, such as QDs [6-8], nanhoparticles-[9,/10], nanobelts [11], nanowires [12,
13], and quantum wells [14, 15], have“been ‘widely investigated. In particular, the
quantum confinement [16-19] causes the band gap and the effective masses of electron
and hole having strong dependence on the size. Another difference was found that the
intensity of the below-band-gap emission relative to that of the band edge emission
increases as reducing the crystalline size. Recently, Shaish ef al. [20] showed that
intensity ratio of below-band-gap (surface state) and band-edge luminescence in ZnO
nanowires depend on the wire radius. The weight of this surface luminescence increases

as the wire radius decreases at the expense of the band-edge emission. Pan et al. [21]
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also predicated a significant increase in the intensity ratio of the deep level to the near

band edge emission with ever-increasing nanorod surface-aspect ratio. Thus, in

quantum-size nanostructures, the surface-recombination may entirely quench

band-to-band recombination, presenting an efficient sink for charge carriers that unless

deactivated may be detrimental for electronic devices. Nevertheless, it is still lack of

theoretical study on the influences of the crystalline size on electronic structure and

surface states in ZnO.

In comparison of simulation methods for.nanostructures, the application of the ab

initio calculation, a self-consistent methed such as'using local density approximation

(LDA), to study electronic band . structures-rof nanostructures or disordered alloys

generally requires using very large supereells in order to mimic the distribution of local

chemical environments. It is very computationally demanded. On the other hand, the

tight-binding (TB) theory is a versatile and simple method to calculate the electronic

properties of solids. Additionally, due to the transferability of the TB parameters, the

method has been readily applied to systems with broken translational invariance such as

low-dimensional structures [29, 30], clusters [31, 32] and alloys [24, 33]. Accordingly,

in this chapter, we used TB method to investigate the electronic stricture and surface

states of ZnO finite well structures considering non-relaxed and non-reconstructed
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surfaces along <0001> and <1-100> growth directions.

7.1 Computation method details and parameters
ZnO has the wurtzite structure semiconductors which are the layered materials, in
which cation and anion layers alternate on the {0001} planes. The unit cell of wurtzites

d, = (\3a/2,~a/2,0),d, = (0,a,0) ¢ =(0,0,¢)

built on the unit vectors and consisting

of two cations and two anions. We used a SETB method with a sp3 basis set [22-24],
which has been proven suitable for bulk wurtzite crystals. In the present calculations,
the four nearest neighbor atoms are considered equivalent, even though the crystal is not
cubic. The small crystal-field splittings-which-differentiate the p. orbital from the p,,
orbitals are neglected. Under such an approximation, on-site coupling between s and p.
orbitals can also be neglected. Thus, the model has nine independent parameters
including four on-site matrix elements E(s, a), E(p, a), E(s, ¢), and E(p, c) (where s and p
refer to the basis states, and a and c refer to anion and cation) and five nearest-neighbor
transfer matrix elements V(ssa), V(spa), V(psa), V(ppr), and V(ppc), where the first and
second indices refer to anion and cation with ¢ and 7= bondings. We used the
tight-binding parameters from Refs. 22 in our numerical calculation which along with the

lattice parameters a and c are listed in Table .
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Table 7.1 Tight-binding parameters (in eV) and lattice parameters (in A) for bulk ZnO.

EGs,a) E(@ a) E(s,c) Ep,c) V(ssa) V(spo) V(psa) V(ppr) V(ppo) a c

-19.046 4.142 1.666 12.368 -6.043 7.157 10.578 4.703 8.634 3.249 5.21

Let us first consider the finite well structures grown along <0001> direction or called the
[0001] slab, the atoms in each of the layers are arranged in a hexagonal lattice with the
unit cell defined by vectors @ and %. We assume that the layer is infinitely large and
its structure being perfect (no reconstruction ‘@nd relaxation on the end surfaces). We
can see from Fig. 7-1(a) that the distance between the identical successive layers in such
a structure is equal to ¢, so that the unit celliconsists of four sublayers: two cation layers
and two anion layers. Since, The wave function should be written as a superposition of

ci ai
the localized cation, ¢ , and anion, ¢ , atomic orbitals o=s , p, , , p. In each
y

sublayer:

- _L ik-R = B al;= B
¥(r)= Wﬂ%f? (4,8, (F—R)+ B, 4, (F —R) 1)

+C, 8> (F—R)+ D, ¢ (F - R)]

Here Ay, Bqy, Coy, and Dy describe the amplitude of the atomic orbitals in each sublayer

of the /th unit cell; N is the number of unit cells in each sublayer; R=mna, +nma, (n12

are integers) is the lattice vector in the plane of each sublayer; k is the momentum lying
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in the hexagonal surface Brillouin zone defined by reciprocal vectors b= 2”/ a(2/ \/5,())
and b2 =27/a(l/4/3,])
(a) (b) [0001]

[0001]

[1120]

[1-100] i [1-100]

Fig. 7-1 Finite well structures of wurtzite material—(a)—The slab of one layer grown along the [0001]
direction. (b) The slab of two layers grown along the![15100] direction. al, a2, and c are the unit vectors in
a unit cell; dashed lines represents for dangling bonds on surfaces; open and closed circles show the cation

and anion atoms, respectively.

In the nearest-neighbor approximation, the band structure of such a layered structure is

determined by the following matrix equation:
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h—-El 0 0 0 0 0 y
h, h"—El h, 0 0 0 0 Bl
0 . R —El  hY 0 0 0 cl
0 0 _ 1
O 0 ke RED ° Y lp| 0o
. . . 1
: : P . : c
0 0 - ht R —-EI B~ -
0 (O DL
0 o - 0 K RK-EI

In the tight-binding basis used each block / represents a 4x4 matrix, / is the identity
matrix, and 4;, B;, C;, and D; are the column vectors of size 4. The coupling matrices 4
are determined by the empirical parameters of the model and the wave vectork . h.,

h

ac ?

describe on-site coupling in anion or cation layer; .

(i

and h, describe interlayer
coupling.

We also consider another case that the well is,grown along <I1-100> and represent
the structure of a wurtzite crystal as the [1-100] slab.  Each surface atom forms one
dangling bond tilted to the end surface as shown in Fig. 7-1(b). The separation between

the equivalent layers in such a structure is equal to V3a/2 , so that the unit cell includes

two sublayers. In turn, the atoms in each sublayer are arranged in rectangular lattice

with a unit cell defined by the vectors % T % and €. The surface unit cell includes
two atoms one cation and one anion, which are shifted with respect to each other by the

7=(3/8)¢

vector Therefore, in terms of the nearest neighbors, the [1-100] surface
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can be represented as cation-anion dimmers directed along the <0001> axis. Thus, the
wave function of the wurtzite structure perpendicular to the axis <1-100> should be
written as a superposition of the localized cation and anion atomic orbitals in the /-th

layer including two sublayers:

1 D ) ) - g —
V(i) =—— > "4 ¢S (F—R)+ A% " ¢ (F —R~T)
Ty & ,z .

+ B g (F— R)+ B &gt (7~ R—T))]

R=n(a,+ad,)+nc

where the vector runs over the lattice sites in each sublayer, the

momentum K lies in the rectangular: surface +Brillouin zone built on the reciprocal

vectors b =27/a(l,0) .4 b, =27/ c(O,l);

and'the'indices ¢ and a in the amplitudes 4

and B refer to cation and anion atoms-in—each sublayer, respectively. The formal

eigenvalue problem for such an infinitely long layered structure is reduced to

H,-El H, 0 0 0 0 0 0 Y4
H! H,-El H) 0 0 0 0 o |3
0 H, H,-El H, 0 0 0 0 |4

0 0 H. H,-El H 0 0 o |8 7d
0 0 0 - H, H-E H, |A4
0 0 0 0 0 - 0 H: H,—El)\B,

Here we defined 8x8 H matrices as

hf hc(‘)a 0 hca 0 }Za
Hoz(hc(); tha Hmz(hac Oj, Ho1=(}7ac 0 . (7'5)

The matrices 4 depend on the surface wave vectork | which lies in the rectangular surface
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Brillouin zone in this case. Hence, the coupling matrices 4 are not identical to the 4

0
matrices for the [0001] surface in Eq. (2). P describe on-site coupling in anion or

o ~
cation layer; heq , P , and hea describe inter-sub-layer coupling in one layer; B , and

~

heq describe the inter-sub-layer coupling between two layers.

7.2 Transfer matrix technique and surface states

We analyze the surface states of semi-infinite wurtzites in terms of the
transfer-matrix technique [25]. The, basicreoncept of this approach is that wave
functions are matched from layer to layer through. a transfer matrix. We represent the
crystal as a sequence of layers’parallel-to-the-surface in above question. The next
problem is to construct the transfer matrix.” Knowing the transfer matrix we can
immediately find the wave function on each layer. Finally, by setting relevant boundary
conditions, the surface state spectrum can be calculated. Let us first consider the
surfaces of polar surfaces [0001] and [000-1]. We can see from Eq. (7-2) that the

adjacent identical layers are linked through the so-called transfer matrix 7:

Al+1 A/
B, _ [TAB 0 J B, (7-6)
Cl+1 0 TCD Cl

Dl+1 Dl
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The matrix 745 is defined as

0 he Y(#-ED) KO k. Y(H-E B
T AB = 0+ 0 + + 0 + (7'7)
h (h' - EI) K o \h% (h’—EID h 0

The expression for T¢p can be obtained from 745 by two cyclic permutations of the

matrix blocks in (7-2). For the eigenvalues |ﬁ,| <1, the solution of the problem

AO AO
T 0B |_ | B 7-5)
0 T,)C, C,

DO DO

defines the band structure projected on,the surface and the wave function in the Oth unit

cell. By inserting then the recursion relation:(7-6). inte Eq. (7-1) we can formally define

the wave function in the whole crystal.

From Fig. 7-1(a) we can see that“there’are two ways to terminate the crystal

perpendicular to the axis <0001>: by a cation layer (surface [0001]) or an anion layer

(surface [000-1]). Then, applying the relevant boundary conditions, we get the dispersion

relation for the case of a cation-terminated surface
(h) —END, +h’C, =0 (7-9)
and for the case of an anion-terminated surface
(h) —EDA, +h’ B, =0 (7-10)
The solution of these equations completely determines the surface spectrum both for the
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surface states and for the surface wave functions.

In Fig. 7-2 we present the surface spectrum for the [0001] and [000-1] surfaces of
Zn0O. The shaded region demonstrates the projected band structure in the surface
Brillouin zone (see inset). The dots and stars show the surface bands for the cation- and
anion-terminated surfaces, respectively.

We can see that the dangling bonds of the cations (Zn) result in a surface band close

to the bottom of the conduction band, while the dangling bonds of the anions (O) give

rise to a surface band near the top of theivalence band. This is in agreement with the

p'\-E e = {\" 7‘:{_':.-_1-
O E B, s
origin of the conduction (Valence}"ll;fankl-mdé ly: f}'é‘h; }fh-éﬁ. cation (anion) atomic orbitals.
N B

il -

T |

Energy (eV)

K M

il
)
-6

M T

Fig. 7-2 (Color online) Projected band structure of the ideal [0001] and [000-1] surfaces of ZnO. The
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dashed region shows the continuum in the surface Brillouin zone illustrated in the inset. The dots and

stars show the localized surface states for the cation- and anion-terminated surfaces, respectively.

We consider next the surface [1-100] and represent the structure of a wurtzite crystal
as layers perpendicular to [1-100]. The transfer matrix 7, which connects the wave

functions in the consecutive layers, can be found from Eq. (7-4) as follows:

T :(_Ho_ll(Ho — EI) _H()_11H10J(—(H0+1)_1(H0 —EI) —(Hgl)_lHlo

I 0 I 0 ] (7-11)

By solving the eigenvalue problem, for the 7 matrix,

(R u)(‘;"] =0, (7-12)

0

we get, f0r|/1| <1, the projected band spectrumiin the surface Brillouin zone and the wave
function (4y and By) in the 0th unit cell. Then by setting the boundary condition B.;=0, we
find the dispersion relation for the surface states:

(H, - EI)4, + Hy,B, =0 (7-13)
Using the transfer matrices Eq. (7-11) for the surfaces [1-100] and relevant dispersion
equations (7-13), we showed the projected band structure and surface states for the ideal

surface [1-100] of ZnO in Fig. 7-3.
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Fig. 7-3 (Color online) Projected band structure of the ideal surfaces [1-100] of ZnO. The dashed region

S N -
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-

bands.

We can see that each dangling bond per surface unit cell results in one surface state
inside the band gap. Therefore, we found two surface bands inside the band gap for the
surface [1-100] in Fig. 7-3. These states are more strongly localized at the surface the
deeper they fall inside the band gap. The strength of the localization is determined by

the decay length d. In terms of the transfer-matrix model, the decay length is [25,26]:

-1

d=——
In|4|

(7-14)
Here A is the eigenvalue corresponding to the surface state, which should be found
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from the condition det(7— 47)=0. For example, for the surface [1-100], the surface
state Es=5.06 eV, at the near the conduction band, has the decay length d=5.66/3a/2
(in unit of separation between layers), while for the state Es=1.3 eV at point [', which

lies deeper inside the band gap, d=12.7\3a /2.

7.3 Surface states of nanowire with identical lateral facets

We have analyzed the surface spectrum of the semiinfinite wurtzite crystal. Now we
want to understand how the spectrum will .change on the surface of a nanowire. Let us
consider a wurtzite nanowire surrounded by| the identical lateral facets [1-100]. First of
all, we note that the surface spectrum-andythe-wave function of each equivalent facet
should be identical. The cross section of the nanowire under investigation is hexagonal,
we can assume that the cation-anion dimers wrap the nanowire along the lateral surface
of a hexagonal prism, which is encircled by a cylinder of radius R equal to that of the

nanowire as shown in Fig. 7-4.
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Fig. 7-4 Wurtzite nanowire with identical lateral facets'wrapped by a cylinder of radius R equal to the

radius of nanowire.

By definition (7-3), the wave function of the surface state is a Bloch function

W(r,,r.)=u,(F)e """ (7-15)
What is important is that this wave function depends on the surface vector 7 =7 +7
with the components 7 (perpendicular) and 7. (parallel) to the nanowire axis as
shown in Fig. 7-4. Accordingly, the momentum k = IEL +I€Z should be decomposed

into the components IEL ITX and EZ ||[TK see inset in Fig. 7-3. The periodic

function u, (7) is defined by
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u, () = fZ DALy (F = R)+ A; " 4 (P~ R=T) + By > (7~ B) o6

+ Bl e g (F ~ R=7)]

In the case of the semi-infinite crystal, the lattice vector R runs over N sites of the one

[1-100] surface, while in the case of the nanowire, R runs over N sites of the six

identical [1-100] surfaces. On the surface of a nanowire with hexagonal cross section,
the wave function (7-15) must satisty the cyclic boundary conditions
W(r +6R,7.)=u,(r, +6R,r )R =y () i) (7-17)
Taking into account the periodicity of the function u, (), we obtain that this boundary
condition can be satisfied only at-discrete values of the wave vector perpendicular to the
axis of the nanowire:
k RETH for any n=1,2,3... (7-18)
As a result the dispersion equation (7-13) will be reduced to
|:H0(klR = % : kZJ - EI}AO + HOI(kLR = % kszo =0 (7-19)
Fig. 7-5 demonstrates the dispersion of quantized levels of the surface bands through the
Brillouin zone of the nanowire, EZ =[0,7/c], with the vector £k, being parallel to the I’
K direction of the surface Brillouin zone. We present here the data for the two surface
bands close to the conduction (Figs. 7-5 (a) and 7-5 (b)) and valence bands (Figs. 7-5 (c)

and 7-5 (d)) for ZnO nanowires with radius equal to 20a (~80 nm) and 10a (~40 nm) in
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Figs. 7-5 (a) and 7-5 (c) and in Figs. 7-5 (b) and 7-5 (d), respectively.
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Fig. 7-5 (Color online) Surface spectrum of GaN nanowire surrounded by identical [1-100] lateral facets

with radius R=20 u.c. (a), (c) and 10 u.c. (b), (d). The two surface bands close to the conduction (a), (b) and

valence bands (c), (d) are shown.
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We note that, at room temperature, because of temperature broadening, the
quantized surface spectrum can be distinguished only for the surface band close to the
conduction band (Figs. 7-5 (a) and 7-5 (b)). As we see from Figs. 7-5 (c¢) and 7-5 (d),
the quantized levels of surface band close to the valence band can be distinguished only
at low temperature. At room temperature the spectrum of this band can be considered as

quasicontinuous.

7.4 Band structures for polar and nenpolar surface layers

In this section, we solved eigenvalue problem of Eq. (7-2) and Eq. (7-4) to obtain
electronic behavior for ZnO finite well structures-for different direction. In Figs. 7-6(a)
and 7-6(b), we overlaid the band structures (solid curves) of the five-layers [0001] and
[1-100] ZnO slabs, respectively, on the projected band structures (shaded regions) of bulk
crystal using the approach described in above. The extrema of the conduction and the
valence bands of the bulk ZnO are found to be £.= 3.36 eV and E,= 0 eV, respectively.
In the above calculation, we used the transfer matrix method to prove that the dangling
bonds of the cations (Zn) result in a surface band as a solid curve close to the bottom of
the conduction band in Fig. 7-6(a), while the dangling bonds of the anions (O) give rise to

the surface bands near the middle of the band gap (around 1.3 eV). This is in agreement
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with the origin of the conduction (valence) band mostly from the cation (anion) atomic

orbitals [22, 24]. We also perceived that there are energy dips at the midst of band gap

for the oxide-settled surface bands at the I’ point. The depth of energy dip is function

of slab thickness that may be caused by coupling between the O- and Zn-terminated

surfaces. Further study to clarify this problem is required and is under the way. In Fig.

7-6 (b), we can see that the band gap of the slab is formed by four bands, which include

two bands slightly above the bottom of conduction band and other two bands in the

middle of the band gap at the I" pointss s Particularly, we observed the splitting of the

these bands around the neighborhood ef the! T’ point and the difference between the

near-conduction bands and the ‘middle-gap—bands deécrease with increase in the slab

thickness. On the other hand, there 1s ‘strong coupling between the surface states with

the allowed bands especially at the I point. In order to eliminate these coupling effects,

we calculated the wave functions for the parallel (to the layers of the well) wave vector,

k/, away from the I" point for ensuring accurately characterizing the properties of surface

states.
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Fig. 7-6 The band structures of the ZnO slabs with five layers along (a) polar and (b) nonpolar surface

layers. The solid curves are the surface states and the shaded regions show the projected band structure of

the bulk.
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7.5 Wave function and quantum effect for ZnO finite well

The wave functions || of the six bands for the [0001] slab of 5 layers close to the
M point being labeled in Fig. 7-6(a) are shown in ascending energy order in Fig. 7-7(b).
And the wave functions with the same k/, for the 2 and 10 layers slabs were also plotted in
Fig. 7-7(a) and 7-7(c), respectively. Analyzing the wave functions across the [0001]
slabs in Fig. 7-7(a)-(c), we can see that the bands (the first and second bands) near the
conduction band edge are mainly contributed by cation layers with high || being located
at the cation sites, and the upper valenceibands (the fifth and sixth bands) are mainly
contributed by the anion layers with high [¥] being located at the anion sites.

Observably, the wave function. (the third-eurve) of the closest (surface) band to the
conduction band edge is localized in the'top cation-terminated layer and the surface band
at the midgap (~ 1.3 eV) is localized in the bottom anion-terminated layer. Our
calculations are consistent with the results of Kresse er al. [27] which calculated

Zn-terminated surface and O-terminated surface using the density-functional theory.
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Fig. 7-7 The wave functions of the six bands closest to the middle of the band gap away from I" point for

the slabs of two, five, and ten layers along [0001] (a)-(c) and along [1-100] (d)-(f).
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Similarly, in order to eliminate the strong coupling between the surface states with

the allowed bands close to the I' point we plotted the wavefunctions of the [1-100] slabs

with thickness L = 2, 5, and 10 layers near the K point in Fig. 7-7(d)-(f). We can see

that besides the wavefunctions of these two midgap bands (the second and the third) there

are other two bands (the fourth curves the fifth curves) show a tendency toward surface

localization. Theoretically [28], these four bands should be considered as surface bands

induced by the dangling bonds, in contrast to the allowed bands induced by the atoms in

the interior layers (the first and the sixth, bands):

The surface state is induced by each dangling bond in a unit cell of the end-surface.

The coupling of the degenerate surface statesson-the periodic surface generates a surface

band in the surface Brillouin zone. ~“Furthermore, the coupling between these two

identical end-surfaces sandwiching the slab causes their degenerate bands to split into

symmetrical and antisymmetrical bands. The larger overlap of the wave functions of the

degenerate bands will cause the larger energy-splitting. As a result, the splitting of the

degenerate surface bands increases with decrease in the thickness of the slab. However,

the energy-splitting will not be perceived for the [0001] slabs, since the polar

end-surfaces are not identical. ~Another important consequence is that the splitting at the

I" point is the largest in comparison with that at the other Brillouin-zone boundaries. As
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in Fig. 7-6 (b) of the five layers [1-100] slab, the two higher surface bands near the I

point embedded themselves in the conduction band of the bulk. These bands as

expected shift toward the conduction band edge of the bulk with increasing L. In

general, a localization length of surface state is inversely proportional to its energy

separation from the related allowed band [28]. Since the surface bands more closely

approach the allowed conduction and valence bands near the I point, their localization

length must be longer at the I" point than at the other k in the Brillouin zone. The larger

localization length at the I point resultsiin the. larger overlap between the degenerate

surface states, which explains ~the  largest:-isplitting of the bands at the I' point.

Additionally, we also noted in Fig. 7-8 that-the-edges of conduction and valence bands

shift towards each other so as the badgap ‘decreases with increasing L. As a matter of

fact, this is a direct evidence of the quantum size effect. Obviously, the enhancing the

band gap have more effective carrier confinement in c-axis rather than in other direction.

And both the band structure of the slab and the surface bands become similar to those of

semi-infinite crystal with increase in the number of layers and the bands finally bundle to

form the band spectrum of the bulk.
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Fig. 7-8 Variations of the band gap as a function of the thickness for ZnO well along [0 0 0 1] (solid curve),

[1-1 0 0] (dashed curve) directions and experiment data (hollow circle point).

7.6 Summary

In summary, using tight binding representation’of the layered systems grown along
<0001> and <1-100> directions, we calculated the band structures and wave functions for
various ZnO slab layers with non-relaxed and non-reconstructed surfaces. We first
calculate the surface spectrum of a semi-infinite crystal using the transfer-matrix
technique. Then, using cyclic boundary conditions, we calculate the quantized spectrum
of the surface states in nanowires. We find that the spectrum of the nanowire surfaces
consists of a number of quantized levels inside the band gap. We show that dangling

bonds on the two end-surfaces cause surface bands for different direction grown slabs.
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Analyzing the wave functions across the layers, the surface states show a tendency

toward surface localization. Particularly, the splitting of the degenerate surface bands

increase due to increasing overlap between their wave functions, which are localized on

two nonpolar [1-100] end-surfaces, while it is not present for the [0001] finite well with

polar end-surfaces. Finally, we also found that the enhancing the band gap along [0001]

polar due to more effective carrier confinement in c-axis.
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Chapter 8 Conclusions and Prospective
8.1 Conclusions

ZnO QDs were synthesized successfully via a simple sol-gel method. The average
size of QDs can be tailored using well-controlled concentration of zinc precursor. The
size of QDs was estimated by X-ray diffraction consistent with the results of
high-resolution transmission electron microscope (HRTEM) image. Furthermore, the
measured Raman spectral shift and asymmetry for the E2 (high) mode caused by
localization of optical phonons agree well with that calculated by using the modified
spatial correlation model. From the resonant Raman scattering, the coupling strength
between electron and longitudinal optical phonon, deduced from the ratio of the second-
to the first-order Raman scattering intensity, diminishes with reducing the ZnO QD
diameter. The size dependence of electron-phonon coupling is principally a result of the
Frohlich interaction.

We also analyzed the exciton’s behavior in ZnO QDs. Size-dependent blue shifts
of PL and absorption spectra revealed the quantum confinement effect. The band gap
enlargement is in agreement with the theoretical calculation based on the effective mass
model. Moreover, the exciton longitudinal-optical-phonon (LO-phonon) interaction was

observed to decrease with reducing ZnO particle size to its exciton Bohr radius (ap).
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The unapparent LO-phonon replicas of free exciton (FX) emission and the smaller FX
energy difference between 13 and 300 K reveal decreasing weighting of exciton-LO
phonon coupling strength. The diminished Frohlich interaction mainly results from the
reducing ap with size due to the quantum confinement effect that makes the exciton less
polar.

In theoretical study, we first calculated the electronic structure and the density of
states in the wurtzite structure of Zn; Mg,O (ZMO) alloys using sp’ semi-empirical
tight-binding model, we observed increases of both band gap and electron effective mass
that agree with the experimental- results as increasing Mg composition up to x = 0.3.
From the calculated total density of states;-thesincreasing electron effective mass is a
result of less orbital overlap of cation sites'due to extra density of modes coming from
Mg3s and Mg3p orbitals as introducing more Mg composition. Additionally, reducing
electronegative characteristic of oxygen was caused by the O2p was less localized around
the oxygen atom. In additionally, we theoretically studied the surface states in wurtzite
semiconductor nanowires with identical lateral facets. Using the transfer-matrix
technique, we first calculated the surface states for surfaces [0001] and [1-100] of the
semi-infinite wurtzite semiconductor. We then used the cyclic boundary condition for

the surface wave function in order to find the quantized spectrum for a nanowire.
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Electronic band structures and surface states were investigated for ZnO finite wells or
slabs grown along <0001> and <1-100> directions using tight binding representation.
The dangling bonds on two end-surfaces caused surface bands for different directions
grown slabs, of which the wavefunctions tend to localize at the end surfaces. The
increasing splitting of the degenerate surface bands at the I' point was observed
decreasing with the thickness of the nonpolar [1-100] slab. And, the quantum
confinement effect is distinctively enhanced by the extra electron-field induced in the

<0001> grown finite well with the polat. end=surfaces.

8.2 Prospective

In the next-generation optoelectronic devices, the nanometer-scale materials
promise to be important due to numerous unique properties expected in the
low-dimensional system. Low-dimensional ZnO nanostructures, such as QDs,
nanoparticles (NPs), nanobelts, nanowires, and quantum wells, have been widely
investigated for the feasible requirement. In particular, ZnO QDs and NPs are of great
interest because of the three-dimensional confinement of carrier and phonon leads not
only continuous tuning of the optoelectronic properties but also improvement in device

performance. Nevertheless, the surface of QDs is usually composed of uncoordinated
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atoms, which make the QDs highly active and quench the PL emission. Since, the

modification of surface of ZnO QDs becomes imperative issue for next generation of

optoelectronic devices.

In experiment, in order to combine the advantages of QDs and Mg-doped ZnO,

ZnO-MgO core-shell structure is the most interesting topic for our works. That can

overcome the effect of surface defects in ZnO, especially in QDs system which has large

surface-volume ratio. Because the band gap energy of MgO is much larger than that of

Zn0, the ZnO-MgO core shell QDs should have better emission efficiency than ZnO

QDs.

We will suggest to also use’simple sol=gel-method to add Mg(OAc),-4H,0 in ZnO

QDs solution then stir at 40°C.  When the prepared new solution drops on Si then take to

be annealed for 300°C to 700°C. The primary results of the low temperature PL spectra

of samples annealed at various temperatures that we observed a broaden emission from

MgZnO alloy and two sharp emission from ZnO. We also found that the defect

emission has been diminished from sample 300°C to 700°C. To further investigate more

characteristic of ZnO-MgO core-shell QDs, the temperature dependent PL and

time-resolved PL should proceed.

In other way, according to above experiment data, the effective-mass approximation
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apparently gives a good understanding of the blue shift of the optical absorption threshold.

However, this approach fails for the smallest crystallite sizes because of the

oversimplified description of the crystal potential as a spherical well of infinite depth. A

better description of the band structure can be obtained from a tight-binding (TB)

framework. Since the atomic structure is implicitly considered, this method is more

adequate for small crystallites. In the future, I will calculate the electronic structure and

optical properties of ZnO QDs using TB approximation. Once the tight-binding

parameters are known, we can calculate the eigenvalues of Hamiltonian H. This matrix

is formed by 4x4 block matrices desoribing ‘the -interactions on the same atom

(intra-atomic) or between two first-nearest-nerghbors (interatomic). If N is the number

of atoms in the crystallite, the dimension of H is 4N and a direct diagonalization becomes

impossible for several hundred atoms. To circumvent this problem we will use the

recursion method or symmetry basis method. Such large matrices can be diagonalized

with the help of group theory; partial diagonalization is effected by using the projection

operators of the point group to form-basis states. Thus, computation time is reduced

based on symmetry-TB method.
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