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CHAPTER 5 

EXPERIMENTAL RESULTS 

5.1 Boresight Calibration 

To compare the accuracy of determined boresight misalignment parameters, both the 

manual tie point selections and the tie points detected with image matching are applied in this 

research. 

5.1.1 Manual tie point selection 

 
Figure 5.1: Manual selected tie point distribution 
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In this test a total of 58 points were selected as tie points. The tie point distribution is 

shown in Figure 5.1. Tie point that have large residuals are identified as outliers. The 

procedure allows for a quick identification and removal of points that have large residuals. 

The solution was repeated until no outliers remained. Among the 58 tie points, three outliers 

were rejected. The tie point differences and regular point elevation differences are affected by 

the large planimetric shifts between the uncalibrated strips. Thus, a grid point in one strip will 

generally not correspond to the same point in the second strip. The initial tie point differences 

are presented in Table 5.1. 

 
Table 5.1: Initial tie point differences 

 X (m) Y (m) Z (m) 
Mean 26.269  25.232  6.522  

Median 25.340  25.211  5.902  
Minimum 25.210  24.877  4.908  
Maximum 29.487  25.538  9.853  
Std Dev 1.780  2.152  1.831  

 

The most telling indication of calibration errors can be seen in the graphical profile plot. 

As shown in Figure 5.2a, discrepancies are plainly visible by plotting along structures such as 

buildings with peaked roofs. Figure 5.2a shows clear angular differences between the four 

overlapping strips, elevation offsets and planimetric shifts. What is not plain to see, however, 

is that the strips are not simply shifted from each other, but are distorted across all 3 

dimensions. The significant discrepancies between calibration strips are caused by incorrect 

boresight angles (used 0, 0 and 0 as initial approximation in this test) on purpose, as was 

discussed.  

 

a. Before calibrated b. After calibrated 
Figure 5.2: Profiles for uncalibrated and calibrated ALS strips 
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The calibrated tie point difference presented in Table 5.2 is now shown with the boresight 

calibration parameters in Table 5.3. In contrast to Table 5.2, the tie points show a much better 

alignment with an average planimetric difference of 0.60 m and an average elevation 

difference of 0.04 m. The planimetric error of the tie points of 0.60 m is a little higher than the 

expected value of 0.5 m, which is equivalent to the set weight while applying adjustment. 

 
Table 5.2: Tie point differences after calibrated 

 X (m) Y (m) Z (m) 
Mean 0.585 0.616 0.040 

Median 0.513 0.497 0.037 
Minimum 0.154 0.171 0.008 
Maximum 2.840 2.472 0.335 
Std Dev 0.390 0.406 0.041 

 

Table 5.3: Boresight parameters from manual tie point selection 

Parameters Value Standard 
deviation Standard deviation

Roll Error -0.043961080 rad 0.00002062 rad 0.001181 degrees 
Pitch Error 0.010520580 rad 0.00003020 rad 0.001730 degrees 

Heading Error -0.001312620 rad 0.00013519 rad 0.007746 degrees 
Torsion -10272.896 units 0.00007571311 0.00007571311 

 

As presented in Table 5.3, the standard deviation of the roll error shows that the roll is the 

best-calibrated parameter. As the roll induces the largest elevation differences in the selected 

tie points, it has the largest chance to adjust – resulting in a more precise solution. Next, the 

standard deviation of pitch is a little larger than the roll, but much better than the IMU 

(Applanix POS 501) pitch error of 0.005 degrees. This suggests that ALS strip collected at a 

different altitude is successful in separating out the influence of pitch error.  

 

Lastly, Table 5.3 also demonstrates that the heading error is the weakest component of 

the solution. The standard deviation of heading errors is almost five times larger than both the 

roll and the pitch. This can be explained by the dependency of the heading on the planimetric 

quality of the tie points (Figure 4.3). It can be concluded that the heading error would be the 
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poorest-determined parameter. The standard deviation of heading errors, however, is a little 

smaller than the IMU heading error of 0.008 degrees. This implies that the solution can 

achieve a reasonable precision, no matter what the tie point selection is. For ease of 

communication, the computed boresight calibration parameters (Table 5.3) will be henceforth 

named as Manual_cal in the remaining parts of this research. 

 

By re-calculating the point clouds in the mapping frame with the computed boresight 

calibration parameters in Table 5.3, the point clouds should fit the surface to which they 

belong. As shown in Figure 5.2b, the profile generated from four calibrated strips shows much 

better agreement.  

 

Basically, the accuracy of manual tie point measurement should reach ps/3 (ps = pixel 

size) in digital photogrammetry. The intensity images used in the Attune program and the 

height/intensity images used in this dissertation are based on interpolated regular grid. 

Therefore, these images are much different from traditional photogrammetric images. 

Furthermore, the size of laser footprints varies with the strength of reflectance and the factors 

of terrain. If the interpolated grid size is set as 1.0 m and is assumed as the pixel size of 

images, the accuracy of tie point measurement should be less than 33 cm. 

 
Table 5.4: The calibrated tie points difference from 3 operators 

Operators A B C 
X/Y/Z X (m) Y (m) Z (m) X (m) Y (m) Z (m) X (m) Y (m) Z (m) 
Mean 0.585 0.616 0.040 0.471 0.544 0.058 0.553 0.595 0.039 

Median 0.513 0.497 0.037 0.427 0.560 0.041 0.479 0.551 0.041 
Min. 0.154 0.171 0.008 0.096 0.146 0.008 0.108 0.156 0.008 
Max. 2.840 2.472 0.335 2.187 1.907 0.434 1.476 1.797 0.390 

Std Dev 0.390 0.406 0.041 0.344 0.361 0.078 0.378 0.339 0.054 
 

In a practical test, 3 operators are assigned to measure the tie points on the same data sets 

to compute the boresight calibration parameters. As shown in Table 5.4, this level of accuracy 

is very difficult to reach while applying manual tie point selection. With the innate limitation 

of horizontal accuracy of ALS data, how to set up the standard of accuracy on the tie point 

measurement for ALS interpolated data will be another issue that requires further research. 
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Next, the grid size should also be taken into account while measuring the tie points in the 

Attune program. Two kinds of grid size are applied to measure the tie points. The calibrated 

tie point difference is shown in Table 5.5, and the boresight calibration parameters are shown 

in Table 5.6. Both Tables 5.5 and 5.6 show that the accuracy of tie point differences as well as 

the computed boresight angles with 0.5 m grid size is better than the accuracy with 1.0 m grid 

size. 

 
Table 5.5: Tie point differences after calibrated with two kinds of grid size 

Grid size 1.0 m 0.5 m 
X/Y/Z X (m) Y (m) Z (m) X (m) Y (m) Z (m) 
Mean 0.585 0.616 0.040 0.533  0.538  0.034  

Median 0.513 0.497 0.037 0.504  0.506  0.031  
Minimum 0.154 0.171 0.008 0.232  0.105  0.007  
Maximum 2.840 2.472 0.335 0.960  0.895  0.090  
Std Dev 0.390 0.406 0.041 0.185  0.197  0.019  

 
Table 5.6: Boresight parameters from manual tie point selection with two kinds of grid size 

Grid size Parameters Value Standard 
deviation Standard deviation

Roll Error -0.043961080 rad 0.00002062 rad 0.001181 degrees 
Pitch Error 0.010520580 rad 0.00003020 rad 0.001730 degrees 

Heading Error -0.001312620 rad 0.00013519 rad 0.007746 degrees 1.0 m 

Torsion -10272.896 units 17.65598 units 17.65598 units 
Roll Error -0.04392362 rad 0.00001756 rad 0.001006 degrees
Pitch Error 0.01059669 rad 0.00002652 rad 0.001519 degrees

Heading Error -0.00119921 rad 0.00011071 rad 0.006343 degrees0.5 m 

Torsion 32040.465 units 93.061371 units 93.061371 units 
 

The interpolation with a smaller grid size results in a higher boresight accuracy based on 

the parameters considered. However, the laser points are not evenly distributed. The 

constructed image can sometimes make tie point selection difficult when a grid size that is 

smaller than the average density of laser points is applied (Figure 5.3). Behan (2000) 

concluded that an interpolation method based on a TIN of the original points with a grid size 

that relates as closely as possible to the point density at acquisition is found to give the best 

results. 
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Figure 5.3: Intensity image with grid size smaller than average point density 

 

It is clear that extreme care must be taken with the use of rasterized data for matching and 

the derivation of discrepancies between strips of laser data, particularly in terms of grid size 

and interpolation method. 

5.1.2 Tie point detection with image matching 

 
Figure 5.4: The location and extent of each patch 

 

Both the height and intensity of uncalibrated ALS data, which were tested in Section 

5.1.1, are used to examine the improvement on tie point selection, following the work flow 

(Figure 4.8). After preprocessing the strips data, each strip is split into six patches (Figure 5.4) 
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in overlapping areas. Each patch is then interpolated to a grid with triangle-based linear 

interpolation (Figure 5.5).  

 

 

a. height 

 

b. intensity  

Figure 5.5: The detected interest points for the 4th patch in two strips 

 

The triangulation with linear interpolation uses the optimal Delaunay triangulation 

(Watson, 1992; MATHWORKS, 2004). Triangulation with linear interpolation works best 
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when the data are evenly distributed over the grid area. Therefore, the triangle-based linear 

interpolation is used for interpolating laser points since most of them are evenly distributed. 

The size of the grid was chosen to approximately correspond to the resolution of the laser 

points on the ground. 

 

The automatic measurement of tie points generally requires two major steps. The first 

concerns the detection and the localization of interest points in images. Points of interest can 

be calculated individually from the images. Then these points are used to match the actual tie 

points. As was discussed in Section 4.1.4, Harris operator is used to detect the interest points 

for matching. The detected interest points are shown in Figure 5.5a and 5.5b for height and 

intensity data of the corresponding patches in two strips respectively.  

 

Figure 5.5 immediately presents the significant difference of quantity on the detected 

interest points. This proves that the reflectance intensity of ALS can supply much more 

features as interest points than height data can. This is one of the critical factors for image 

matching. As presented in Figure 5.5a, the detected interest points from height data basically 

distribute on the corners of the buildings, the edges of the sidewalk and on the vegetation. It 

suggests that these areas have high variance of value (i.e. height value). Nevertheless, the 

detected interest points are evenly distributed throughout the whole image, as shown in Figure 

5.5b. 

 

 
Figure 5.6: The detected interest points for the 4th patch in two strips 
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First, the intensity image is used for tie point detection. The matched tie points for the 

first patch are shown in Figure 5.6 based on an area-based matching technique. There are 

some incorrectly-matched points. For instance, one of the points in each circular zone (right 

image of Figure 5.6) doesn’t appear on the image on the left hand side of Figure 5.6. These 

errors are mostly induced by the areas which are locally similar between two images (Figure 

5.7). Two examples of correct points are shown in Figure 5.8. 

 

 
Figure 5.7: Examples of incorrect matching 
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Figure 5.8: Examples of correct matching 

 

The mentioned algorithm is applied to remove the incorrectly-matched points. All the 

correctly-matched points from the two overlapping ALS calibration strips after merging the 

six patches are shown in Figure 5.9. As expected, most of the successfully-matched points 

locate on the ground or on locally flat areas. This result is in accordance with one of the 

criteria for selecting tie points (section 4.1.3).  
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a. left 

 

b. right 

Figure 5.9: The matched points in two overlapping strips from intensity image 
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In addition to removing incorrectly-matched points, a visual assessment of the quality of 

tie points permits one to note that the percentage of erroneous tie points decreases appreciably 

with the order of the point (Kasser and Egels, 2002). The order of the point is defined as the 

number of images for which the point is visible. For example, the order of the point will reach 

four since there are four overlapping ALS strips used for boresight calibration in this research. 

There are several ways to exploit this observation with multiple points of order. A reliable 

method is to consider multiple point as valid if all associated measures are in total 

interconnection with regard to the similarity function, i.e. if each pair of measures is validated 

by image matching. As shown in Figure 5.10, every couple of points of this multiple link has 

been detected as pairs of homologous points by image matching. 

 

 
Figure 5.10: Multiple point of 4th order in total interconnection (Kasser and Egels, 2002) 

 

Following the mechanism in Figure 5.10, there are six combinations of matching. To 

decrease the number of tie points that may be selected erroneously, a point has to appear on at 

least three images that are selected as final tie points to be employed in the adjustment 

procedure. The matched points with the third order (red cross in Figure 5.9a, green cross in 

Figure 5.9b) and the forth order (cyan circle in Figure 5.9a, blue circle in Figure 5.9b) are also 

shown in Figure 5.9.  

 

The initial tie point differences and the calibrated tie point differences are depicted in 

Tables 5.7 and 5.8, respectively. Compared to Table 5.2, the tie point residuals in Table 5.7 

show a significant improvement from this solution (with an average planimetric value of 0.28 

m and an average elevation value of 4.5 cm). Moreover, the accuracy of tie points is much 

better than the previous solution (Table 5.2) (with a standard deviation of XY value dropping 

from 0.40 m to 0.15 m and Z value dropping from 4.1 cm to 2.3 cm).  
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Table 5.7: Initial tie point differences by using intensity images 

 

 

Table 5.8: Tie point differences after calibrated by using intensity images 

 X (m) Y (m) Z (m) 
Mean 0.274  0.283  0.045  

Median 0.247  0.266  0.040  
Minimum 0.023  0.004  0.006  
Maximum 1.019  0.645  0.101  
Std Dev 0.161  0.133  0.023  

 

The question is thus whether the higher accuracy of tie point selection leads to a higher 

accuracy of solution on calibration parameters. The computed calibration parameters from tie 

point detection by using intensity image matching are shown in Table 5.9. Similarity, the 

calibration parameters (Table 5.9), will be henceforth named as Auto_cal in the remaining 

parts of this document. In addition, the torsion parameter, which is the difference of computed 

parameters between Manual_cal and Auto_cal, is negligible. The standard deviation of roll 

and pitch in Auto_cal is very close to the solution in Manual_cal. The heading error is still the 

weakest component of the solution. 

 
Table 5.9: Boresight parameters from image matching with intensity images 

Parameters Value Standard 
deviation 

Standard deviation

Roll Error -0.04392137 rad 0.00001934 rad 0.001108 degrees
Pitch Error 0.01052102 rad 0.00002619 rad 0.001501 degrees 

Heading Error -0.00115289 rad 0.00013320 rad 0.007632 degrees 
Torsion 28946.016 units 0.0000778640  0.0000778640 

 

 X (m) Y (m) Z (m) 
Mean 43.992  33.867  8.380  

Median 47.835  32.975  6.143  
Minimum 31.982  32.526  2.291  
Maximum 48.335  36.915  15.897  
Std Dev 7.393  1.848  5.134  



  

 

90

 

a. left 

 

b. right  

Figure 5.11: The matched points in two overlapping strips from height image 
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Higher accuracy of tie point selection did not lead to a higher accuracy solution of 

calibration parameters. In the end, it is up to the user to judge whether the boresight 

parameters calculated are “good enough”. It is difficult to determine “what is good enough,” 

nevertheless. In the next section, a popular measure by comparing laser points against ground 

check points will be applied to four validation strips to evaluate the boresight parameters. 

 

For the sake of comparison, the height images derived from four quadrants of 

overlapping strips are also applied to image matching following the proposed workflow. An 

example of matched points from height image is shown in Figure 5.11.  

 
Table 5.10: Initial tie point differences by using height images 

 X (m) Y (m) Z (m) 
Mean 47.825  32.774  11.968  

Median 47.805  32.820  11.732  
Minimum 47.619  32.582  8.116  
Maximum 48.074  32.940  14.952  
Std Dev 0.170  0.138  2.523  

 
Table 5.11: Tie point differences after calibrated by using height images 

 X (m) Y (m) Z (m) 
Mean 0.276  0.296  0.597  

Median 0.276  0.273  0.459  
Minimum 0.031  0.020  0.008  
Maximum 0.687  0.771  2.050  
Std Dev 0.132  0.145  0.457  

 

The initial tie point difference in height images is shown in Table 5.10, and the adjusted 

tie point residuals are presented in Table 5.11. The solution is in Table 5.12. Compared to the 

solution in Manual_cal, the tie point residuals in Table 5.11 also demonstrate a significant 

improvement on planimetry (with an average planimetric difference of 0.29 m and a standard 

deviation of planimetric value of 0.15 m).  

 

However, both the average and the standard deviation of the height value are much worse 

than the solution in Manual_cal and Auto_cal. It suggests that most of the matched tie points 
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from height images (distributed on bounds of roofs, the edges of sidewalk and on vegetation) 

will induce high elevation differences. 

 

Finally, the accuracy of roll and pitch is worse than the solution in Manual_cal and 

Auto_cal resulting from larger height residuals of tie points. However, the accuracy is much 

better than the IMU roll/pitch error of 0.005 degrees. On the other hand, the accuracy of the 

heading error did not increase as expected and was larger than the IMU heading error of 0.008 

degrees.  

 
Table 5.12: Boresight parameters from image matching with height images 

Parameters Value Standard 
deviation 

Standard deviation

Roll Error -0.04394853 rad 0.00003025 rad 0.001733 degrees
Pitch Error 0.01046488 rad 0.0000386 rad 0.002212 degrees

Heading Error -0.00156200 rad 0.00024191 rad 0.013860 degrees 
Torsion 9707.055 units* 0.00007571311 0.00007571311  

5.1.3 Check by GCPs  

There is no so-called “correct” boresight calibration parameter. To compare the accuracy 

of calibrated parameters between manual selection (Manual_cal ) and selection with image 

matching (Auto_cal), 520 ground check points are used to estimate the height discrepancies. 

The evaluation of calibrated boresight parameters will not include the parameters which are 

used to derive the tie point with height image matching, (i.e. the parameter in Table 5.12), 

since the accuracy is much worse than the others.  

 

The statistics of height differences between laser scanning points and known ground 

control are presented in Tables 5.13 and 5.14 for Manual_cal and Auto_cal, respectively. The 

computed height of point clouds by using Manual_cal is higher than check points with an 

average offsets from 1.7 cm to 5.2 cm. On the contrary, the computed elevation of points by 

applying Auto_cal is lower that check points with an average discrepancy from -4.6 cm to -1.3 

cm. The standard deviation for both calibration parameters is in accordance with the vertical 

accuracy specifications of most commercial ALS systems (Leica, 2004a; Optech, 2004). 
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Table 5.13: Height differences from laser points against GCPs by applying Manual_cal 

Strip No. Average(m) Std dev(m) Minimum(m) Maximum(m) Points 
1 0.052 0.038 -0.073 0.221 464 
2 0.048 0.037 -0.062 0.171 462 
3 0.017 0.050 -0.145 0.318 519 
4 0.027 0.044 -0.127 0.191 516 

 

Table 5.14: Height differences from laser points against GCPs by applying Auto_cal 

Strip No. Average(m) Std dev(m) Minimum(m) Maximum(m) Points 
1 -0.013 0.039 -0.123 0.142 464 
2 -0.019 0.035 -0.112 0.113 462 
3 -0.046 0.049 -0.183 0.146 519 
4 -0.038 0.042 -0.187 0.127 516 

 

Significantly, the plotted profiles (Figure 5.12) generated from four ALS verifiable strips 

with the calibration parameters Manual_cal (Figure 5.12a) and Auto_cal (Figure 5.12b) 

applied show good alignments on a building roof. If the alignment of each of the flight line 

laser points does not appear to line up, it is necessary to repeat the adjustment by adding more 

tie points and/or refining the existing points. 

 

 

a. Manual tie point selection b. Tie point detection from intensity image 
matching 

Figure 5.12: Profiles generated from calibrated ALS data 

 

Once the average height differences have been taken from the four ALS strips, the last 

boresight misalignment parameter, i.e. the z (elevation) offset, can be derived. The ALS 

system elevation offset will always be the opposite of the determined value (Optech, 2003; 
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Leica, 2003a). This offset will shift the data in the opposite elevation direction to correct the 

laser point data to the known values. 

 

To develop further understanding on the relationship between boresight parameters, 

correlation coefficients are calculated. A correlation coefficient is a numeric measure of the 

strength of a linear relationship between two random variables. The correlation matrix can be 

compiled from the adjustment report of the Attune program. A correlation matrix for each of 

Manual_cal and Auto_cal is shown in Tables 5.15 and 5.16, respectively. The correlation 

matrix based on tie point detection in height images is shown in Table 5.17 for the sake of 

comparison. 

 
Table 5.15. The correlation matrix for Manual_cal 

 Roll Pitch Heading Torsion 
Roll 1.000 0.014 -0.053 -0.090
Pitch 0.014 1.000 0.041 -0.097

Heading -0.053 0.041 1.000 -0.004
Torsion -0.090 -0.097 -0.004 1.000

 
Table 5.16. The correlation matrix for Auto_cal 

 Roll Pitch Heading Torsion 
Roll 1.000 0.021 -0.058 -0.180
Pitch 0.021 1.000 -0.003 -0.106

Heading -0.058 -0.003 1.000 -0.020
Torsion -0.180 -0.106 -0.020 1.000

 
Table 5.17. The correlation matrix based on tie point detection by using height images 

 Roll Pitch Heading Torsion 
Roll 1.000 0.027 -0.062 -0.100
Pitch 0.027 1.000 0.062 -0.114

Heading -0.062 0.062 1.000 -0.002
Torsion -0.100 -0.114 -0.002 1.000

 

The results presented in Tables 5.15, 5.16 and 5.17 show that the correlation between 

torsion/roll and torsion/pitch are much larger than the others.  
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Next, except the correlation of pitch/heading, the correlation of each parameter in 

Manual_cal (Table 5.15) is smaller than the correlation in Auto_cal (Table 5.16). It implies 

that the distribution of tie points correlate with the solution of misalignment parameter. 

 

To conclude, the improvement on tie point selection in image-matching techniques for 

calibration presents a comparable accuracy against the techniques employed in manual 

measurements. The manual measurement of tie points is a time-consuming task, however. 

Previous experimental result reveals that any error in the tie point observation will degrade 

the calibration solution. The proposed automated method of extracting tie points can 

significantly upgrade the accuracy in tie point selection. Furthermore, an increased number of 

points would also provide more redundancy and improve the quality of the calibration 

parameters.  

 

However, the automated method has a disadvantage, compared to the manual one. In the 

manual case, the operator can notably be assured of their geometric distribution a priori. In the 

automatic case, by contrast, the lack of intelligence of any computer method may be partly 

compensated by the abundance of data. Considering the distribution of points, it is difficult to 

force the machine to ‘find’ a solution in a given zone, and it is therefore probably preferable 

to let it find another solution in the neighborhood of the desired area. 

5.1.4 Boresight Calibration for the Optech ALTM 

 
Figure 5.13: Boresight calibration data derived from the Optech ALTM 3070. 
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Following the schemes described in Section 4.1.5, a practical boresight calibration data 

set derived from the Optech ALTM is used in this section. Like the Attune used by the Leica 

system, the Auto Calibrator (ACalib) software is currently used for boresight calibration by 

the Optech system. Next, the calibration test data (Figure 5.13) derived from the Optech 

ALTM 3070 are used in processing the boresight calibration along with ACalib. The flight 

parameters are specified in Table 5.18. 

 
Table 5.18: Flight parameters of boresight calibration for the Optech ALTM 

Parameter Value 
Pulse rate 70 kHz 
Scan rate 0/20/50 Hz 

Returns/intensities 2/2 
Operating altitude (AGL) 800 m 

FOV 0/25/25 degree 
Aircraft speed 125 knots 

 

The computed boresight calibration parameters are presented in Table 5.19.  The initial 

value in the Table 5.19 is the calibrated value performed in the laboratory. The computed 

boresight calibration parameters, i.e. the finial iterated value in Table 5.19, are very close to 

the value that was reported in a survey (CHSurvey, 2005). 

 
Table 5.19: Boresight parameters from the Optech ALTM 

Parameters Initial value The 1st iterated 
value 

The final iterated 
value 

Pitch  -0.017 degrees -0.0297 degrees -0.0707 degrees 
Roll  -0.052 degrees -0.0514 degrees 0.1411 degrees 

Heading* 0.250 degrees 0.250 degrees 0.250 degrees 
Scale 1.016398 1.008171 1.0008 
TIMs -2.658 m -2.552 m -2.552 m 

* The heading value is not included for boresight calibration in the Optech ALTM. 

 

The next step in processing the calibration data set is to analyze how well laser strips 

match each other. One way is to use different colors in the strips to differentiate between 

elevations. As shown in Figure 5.14, the color of each point shows how much the point 

exceeds or falls short of the average elevation of the overlapping strips at that location. 
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Yellow and green colors are less than 0.08 m from the average surface. Most of the points 

displayed in yellow or green indicate that the strips match each other pretty well. Additionally, 

the Figure 5.14b also suggests that the calibrated laser points of the overlapping strips match 

well with the profile of the roof of a building. 

 

a. distance coloring b. building profile 
Figure 5.14: Elevation differences coloring and building profile for Optech test data 

 
Table 5.20: Height differences from calibrated laser points against GCPs for Optech data 

 Average(m) Std dev(m) Minimum(m) Maximum(m) Points 
For Optech 0.029 0.046 -0.092 0.671 1004 

 

Correspondingly, 1004 ground check points are used to estimate the height discrepancy 

to evaluate the accuracy of the computed boresight parameters for Optech data. As depicted in 

Table 5.20, the standard deviation of the computed parameters meets the vertical accuracy 

requirement of the Optech ALTM. The elevation offset is therefore derived with 0.029 m 

from Table 5.20. 

 

The schemes on boresight calibration for both the Leica ALS and the Optech ALTM are 

presented in this research. Because the current schemes on the boresight calibration are 

different for Leica and Optech, it is not possible to apply the Leica boresight calibration data 

to Optech boresight calibration scheme, and vice versa. 
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5.1.5 TerraMatch 

To evaluate the accuracy of the misalignment parameters derived from the Attune 

program in Section 5.1.2, the TerraMatch program is also used to solve the misalignment 

parameters. Unlike the Attune program, the TerraMatch program needs an initial 

approximation of misalignment angles to access the laser point clouds. The computed 

misalignment parameters are shown in Table 5.3. The initial misalignment angles are given in 

Table 5.21. These angles are applied to the same ALS calibration flights data (Figure 4.14).  

 
Table 5.21: The initial misalignment angles for TerraMatch 

Parameters Value 
Roll Error -0.042 rad 
Pitch Error 0.009 rad 

Heading Error -0.001 rad 
 

Table 5.22: Boresight misalignment angles from TerraMatch 

Parameters Value Standard 
deviation 

Roll Error -0.0431711 rad 0.0002 degrees 
Pitch Error 0.0104870 rad 0.0009 degrees 

Heading Error -0.0010506 rad 0.0006 degrees 
 

As shown in Figure 5.15a, the height and planimetric discrepancies are present when the 

initial misalignment angles are applied. The computed misalignment angles and the 

corresponding standard deviation are depicted in Table 5.22. The standard deviation of the 

roll parameter shows that roll is the best-calibrated parameter, once again. The accuracy of the 

misalignment parameters is much better than the IMU error (with 0.005 degrees for roll/pitch, 

0.008 degrees for heading). This implies that the solution is acceptable. Re-calculating the 

point clouds with the updated boresight calibration parameters leads to the profile shown in 

Figure 5.15b. The one that is generated from four calibrated strips shows much better 

agreement. 
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a. before calibrated b. after calibrated 

Figure 5.15: Profiles of the building before and after calibrated of misalignment parameters 

 

Table 5.23: Height differences from laser points against GCPs  

 Average(m) Std dev(m) Minimum(m) Maximum(m) Points
Before correction -0.077 0.166 -0.511 0.636 464
After correction -0.037 0.037 -0.167 0.090 464

 

Correspondingly, 520 ground check points are used to estimate the height discrepancy in 

evaluating the accuracy of the computed misalignment parameters. The statistics of the height 

differences between laser scanning points and known ground control are presented in Table 

5.23. The standard deviation for the computed parameters is also in accordance with the 

vertical accuracy specifications of most commercial ALS systems. The elevation offset is 

therefore derived with 0.037 m from Table 5.23. 

 

Compared to Attune, TerraMatch is more sensitive with respect to the initial 

approximation of misalignment parameters. The process of adjustment is sometimes unable to 

converge or in need of a larger number of iterations to converge. It is empirically determined 

that the initial approximation for TerraMatch is a reasonable value provided by system 

vendors. 

5.2 Systematic error validation 

Next, the surface registration technique, that is, the ICP algorithm, is applied to measure 

the quantity of systematic errors. The goal of this experiment is to quantify the planimetry and 

the height offsets from the overlapping strip data. The transformed data surface (P) is the 
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output file when the registration is carried out. Then the offsets in X-, Y-, and Z- directions 

between the overlapping strips can be derived after calculating the differences between the 

original and the transformed data surfaces. 

 

A MATLAB code is used to implement the iterative closest point algorithm in this 

research. This program registers two data sets which are derived from airborne LiDAR. It is 

assumed that these two data sets are in approximation registration. These two data sets can be 

regarded as in approximation registration since they are extracted from two overlapping laser 

strips and are spread in the nadir zones in rough. Based on the equations and the computing 

steps presented in section 4.2, the code iterates until no more correspondence can be found. 

Two times the average distance between two laser points is used as the initial distance to 

establish correspondences. For instance, 1.0 m is used for test I and II. Finally, the threshold 

(τ) for iteration convergence is set as 0.00005 (the average point distance/10000). 

5.2.1 Test Site I (SI) 

The data sets with naturally existing systematic errors, like test data I (SI), are suitable for 

analyzing the performance of the proposed accuracy assessment procedure. To verify the 

systematic errors in strips 9 and 10, these two strips and their neighboring strips (strips 8 and 

11) are selected as test data in this study (Figure 5.16). The eight patches are shown in Figure 

5.16. The size of all patches is larger than 300 m × 300 m. 

 

 
Figure 5.16: Four overlapping laser scanning strips in test site I (SI) 

 

Due to the different width of laser scanning swath and irregular strip shape of ground 

coverage, the number of points falling into each patch varies between strips. The average 

height and its corresponding standard deviation for each patch are presented in Table 5.24.  

Larger average height differences are related to smaller overlapping percentage, and the 
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presence of vegetation, or buildings (resulted in higher standard deviation). Patch-6 between 

strips 10 and 11 and patch-8 between strips 8 and 9 shown in Table 5.24 are two examples. 

Because the overlapping percentage between strips 8 and 11 is relatively small, the amount of 

common points of these two strips in these patches is smaller. 
 

Table 5.24: The average height (μ, meters) and its standard deviation (σ, meters) in SI 

Strip 8 Strip 9 Strip 10 Strip 11 Patches 
No. μ σ μ σ Μ σ μ σ 
1 72.32 3.29 72.93 3.35 74.21 3.27 74.01 3.09
2 N/A* 75.40 11.04 76.66 10.64 76.58 10.70
3 54.58 3.10 54.46 2.96 56.06 2.69 N/A* 
4 51.72 3.77 55.81 6.74 55.25 7.02 58.90 7.10
5 N/A* 56.94 1.98 58.61 2.21 59.48 2.81
6 118.72 6.55 121.53 12.10 124.71 12.20 118.16 8.41
7 88.75 6.23 92.85 10.66 92.82 10.08 97.18 11.88
8 71.80 17.13 82.22 19.31 80.31 19.39 70.43 14.43

* There is no point falling into the overlapping area. 

 

In order to examine the influence of surface type on the parameter of ICP algorithm, 8 

experimental patches are selected based on various land use/land cover (LU/LC) categories.  

As discussed, some researchers (Crombaghs et al, 2000; Maas, 2003) use flat areas to estimate 

the height discrepancies to avoid the interpolating errors or to reduce the effect of terrain 

slope. It is found that the tolerance of iteration convergence of the ICP algorithm will need to 

be adjusted based on surface types, especially on flat areas. 

 

The results of the analysis on 4 overlapping strips are summarized in Table 5.25. The 

amplitude of the height offsets is from -1.53 m to -1.80m with an average height offsets on the 

order of -1.67m for strips 9 and 10. Nevertheless, the height offsets are from -0.04 m to 0.19 

m for strips 8 & 9 and strips 10 & 11 with an average difference on the order of 0.3 m. Based 

on Figure 4.11 and Table 5.25, it can be concluded that the significant height offsets exist 

among strips 10 to 19. 

 

The average planimetric strip shifts range from -0.08 m to 0.204 m, as Table 5.25 shows, 

accompanying the planimetric shifts up to 0.60 m. Compared to the detected height offsets, 
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the planimetric shifts are reasonable within the accuracy specifications defined in main 

commercial systems (Leica 2002; Optech 2002). 

 
Table 5.25: Planimetry/height offset, applied to 8 patches of strip-8, 9, 10, and 11 for SI 

Strips 8_9 9_10 10_11 
No. of patches 6 8 7 

Planimetry/Height X Y Z X Y Z X Y Z 
Average (m) -0.07 0.08 0.033 0.008 -0.08 -1.667 0.204 -0.062 -0.029
Std dev (m) 0.014 0.04 0.016 0.047 0.051 0.03 0.047 0.075 0.018

Min. (m) -0.359 -0.055 -0.037 -0.363 -0.401 -1.799 -0.108 -0.511 -0.067
Max. (m) 0.356 0.433 0.097 0.376 0.351 -1.532 0.606 0.187 0.187

 

Comparable transect elevations based on a building were plotted from the DSMs that are 

generated from 3 overlapping strips (strips 9, 10, and 11), as shown in Figures 5.17 and 5.18. 

The coordinates of x-axis in Figures 5.17 and 5.18 are the direction of the flight and the 

direction perpendicular to the flight, respectively. That is, Figure 5.17 has the x-axis in the 

along-track direction and Figure 5.18 has the x-axis in the across-track direction.  

 

a. Profile from original data b. Profile from data with the ICP matching 
Figure 5.17: Along-track profile comparison from 3 overlapping strips for SI 

 

Figures 5.17a and 5.18a show significant height offsets both between strips 9 and 10, and 

between strips 9 and 11. The profiles produced from the data of registering all strips to strip 9 

by the ICP display much better alignment (Figures 5.17b and 5.18b). Based on Table 5.25, 
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Figure 5.17, and Figure 5.18, it can be concluded that the surface registration with the ICP can 

sufficiently estimate the height offsets and planimetric shifts from overlapping laser scanning 

strips. 

 

 

a. Profile from original data b. Profile from data with the ICP matching 
Figure 5.18: Across-track profile comparison from 3 overlapping strips for SI 

 

Figures 5.17 and 5.18 also reveal the along-track and across-track discrepancies among 3 

adjacent strips. Furthermore, the recovery of systematic biases does not seem to be good 

enough based on the ICP algorithm, especially on the walls of this building which introduced 

occlusions. A severe problem when applying surface matching to patches containing 

roofs/walls is caused by occlusions typically occurring at one side of a building in one strip as 

a consequence of the quasi central perspective geometry of laser scanning in the across-flight 

direction (Maas, 2002). These occlusions become visible as gaps in one of the patches. Due to 

the composition of laser scanning data blocks of parallel strips, these occlusions will often 

occur in only one of the patches to be matched. For instance, the profile of strip-11 shows the 

occlusion effect in the circular zone in Figure 5.17. The analysis of the height data and the 

strip geometry suggests that the areas that were occluded in one strip are excluded from the 

matching (Kilian et al., 1996; Maas, 2002). 

 

Figure 5.19 shows the trend of the planimetry shifts and height offsets for the first patch 

of 4 adjacent strips. The first row of Figure 5.19 shows that the x-shift (pitch induced) varies 

with the laser scanning patterns. The second row of Figure 5.19 reveals that the y-shift (roll 

induced) increases along the direction of flight for all strips. The last row of Figures 5.19a and 
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5.19c depicts the height offsets increasing toward the rim of the scanning extent in the across-

track direction. The effects are induced by an oscillating scanner. 

 

   

X coordinates vs. X-shift (m) X coordinates vs. X-shift (m) X coordinates vs. X-shift (m)

 
 

X coordinates vs. Y-shift (m) 

Flight direction: E.      W. 

X coordinates vs. Y-shift (m) 

Flight direction: E.      W. 

X coordinates vs. Y-shift (m)

Flight direction: E.      W. 

  

X coordinates vs. Z-offset (m) X coordinates vs. Z-offset (m) X coordinates vs. Z-offset (m)

a. Strip 8/9 b. Strip 9/10 c. Strip 10/11 
Figure 5.19: Trend of planimetry/height shifts for patch- 1 in SI 

 
Due to the limitation of the laser scanner’s angular resolution, the elevation accuracy is 

usually much higher than the horizontal accuracy for ALS systems (Leica 2002; Optech 2002).  

With the height offsets much larger than the planimetry shifts, it implies that the systematic 

errors may be introduced by range biases or may come from an incomplete calibration 

between GPS and IMU frames. Regarding the height offsets between strips 1 to 9 and strips 

10 to 19, the fact that the data are acquired in different dates may also play a role.  
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In order to achieve a higher density of laser scanning data to create good quality DSM, 

integrating all overlapping strips data is necessary. As shown in Figure 5.20a, the DSM 

(Golden Software, 1997) created from 4 original neighboring strips delineates the rugged 

surface due to the height offsets in some strips. On the contrary, Figure 5.20b presents a 

distinct DSM that integrated the 4 adjacent strips after the ICP matching algorithm is applied 

to the patches from strips 8, 10, and 11 with the patch of strip 9 fixed. 

a. From original data. b. From data after the ICP matching when the 
patch of strip 9 is fixed. 

Figure 5.20: DSM of the integrating 4 overlapping strips of patch 1 in SI 

The texture shown in Figure 5.20 provides some useful information about the shape, 

orientation, and depth of objects. The human visual system employs texture as a visual cue for 

object recognition and image interpretation (Schenk, 1999). It can be easily found that the 

DSM in Figure 5.20b presents much more detailed texture than Figure 5.20a did, especially 

the ditches between rice paddies and the roofs of buildings. 

5.2.2 Test Site II (SII) 

 
Figure 5.21: Two overlapping laser scanning strips in test site II (SII) 
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The preliminary evaluation by using ground reference points reveals height systematic 

errors in SII (Section 4.5.2). Therefore strip-1 and strip-2 in SII are selected to run test flights 

for this phase of the research. As shown in Figure 5.21, there are thirteen patches selected 

inside the overlapping area in SII as the test patches for the validation with the ICP algorithm.   

 
Table 5.26: Planimetry/height offset, applied to 13 patches of strip-1and 2 for SII 

Strips 1_2 
No. of patches 13 

Planimetry/Height X Y Z 
Average (m) -0.290 0.280 -0.437 
Std dev (m) 0.096 0.072 0.021 

Min. (m) -0.654 -0.031 -0.510 
Max. (m) 0.123 0.595 -0.323 

 

The results from applying the ICP algorithm to the planimetry and height offsets in SII 

are presented in Table 5.26 where strip-2 is fixed. The size of the height discrepancy ranges 

from -0.51 m to -0.32 m while the average height offset is from -0.44 m for all patches. The 

average planimetric strip shift is -0.29 m in the x direction and 0.60 m in the y direction, 

accompanying the planimetric shifts up to 0.60 m. With the flight altitude at 1500 m, the 

horizontal accuracy should be less than 0.75 m. Thus, the detected planimetric shifts between 

these two neighboring strips are also within the accuracy requirements specified in most ALS 

systems. However, the identifying height discrepancies suggest that this test set has to be 

adjusted so as to correct for systematic errors. 

 

The most telling indication of calibration errors can be seen in the graphical profile plot.  

Like the profiles in SI, differences are plainly visible by plotting along structures such as 

buildings with gable roofs. The significant height discrepancies between two strips can be 

easily observed from Figure 5.22a. The difference is about 0.43 m and is very close to the 

result depicted in Table 5.26. The profile generated from the transformed point clouds 

registered by the ICP algorithm with the strip-2 fixed, shows a much better alignment (Figure 

5.22b). 
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a. Profile from original data b. Profile from data with the ICP matching 
Figure 5.22: Profile comparison from 2 overlapping strips for SII 

 

Two corresponding, overlapping strips are integrated. As shown in Figure 5.23a, the 

DSM generated from two original neighboring patches reveals the inconsistency on the 

surface due to systematic height offsets. Next, the DSM is re-generated by using the 

registered data to replace the original points for strip 1. Figure 5.23b shows a better agreement 

on the surface. 

 

a. From original data. b. From data after the ICP matching when the 
patch of strip 9 is fixed. 

Figure 5.23: DSM of the integrating 2 overlapping strips of patch 1 in SII 

 

From the experimental results presented in this section, it can be concluded that the 

surface registration by using the ICP algorithm can be an alternative way to estimate the 
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height offsets and planimetry shifts from overlapping laser scanning strips. For example, there 

are not enough ground control points to be used to verify the accuracy of laser data.  

Moreover, it is not necessary for the ICP algorithm to employ the techniques of interpolation 

and image processing involved in this step in order to find the corresponding points, which 

are used as tie points. 

5.3 Remaining systematic error recovery 

The ICP algorithm plays a successful role not only in estimating the planimetry shifts and 

height offsets from overlapping laser scanning strips from the analysis of experimental results, 

but also recovering the imperfect data set based on the assumed perfect data set. However, its 

convergence onto the desired global minimum requires memory-insensitive and time-

consuming implementations. It is not possible to apply the ICP algorithm to two adjacent 

strips. 

 

Next, this research aims towards presenting a strip adjustment procedure to recover data 

with remaining systematic errors. Two methods are applied. The 3-D similarity 

transformation, i.e. the seven parameters transformation between two 3-D data sets, and the 

strip adjustment with three parameters, are used to adjust the laser strips when there is not 

enough ground reference points available. Meanwhile, the corresponding points derived from 

ICP matching are used to form the observations to implement the adjustment. 

5.3.1 3-D Similarity Transformation  

Test site I (SI) 

The data validation is followed by data adjustment to fulfill the procedures on handling 

systematic errors. A 3-D similarity transformation is used to adjust data in this research. In 

addition to the initial seven parameters, i.e. scale, 3 rotation angles and translation vector, the 

correspondence between two surfaces have to be established. The correspondence is built 

when the iteration of surface matching (i.e. the ICP algorithm) terminated.  
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Figure 5.24: Corresponding points for patch 4 of SI 

 
The pre-analysis affirms that strip 10 has systematic errors when strip 9 is used as the 

reference surface. Then strip 9 and strip 10 are chosen as experimental flight lines for SI. 

Again, ICP matching is applied to 14 patches with size of 800 m x 400 m to search the 

correspondence between strips 9 and 10. The corresponding points, which are derived from all 

patches, form the input to a 3-D similarity transformation. For example, there are about 900 

points that are used to establish the correspondence on patch 4 (NCTU’s campus) of SI, as 

shown in Figure 5.24. A generated profile on a roof can tell the position of the corresponding 

points. The model curve is strip 9 (will be fixed while registering), and the data curve is strip 

10 in Figure 5.25a. 

a. Test site I (SI) b. Test site II (SII) 
Figure 5.25: Two examples to show the model curve and data curve 



  

 

110

 

The computed parameters are shown in Table 5.27. It reveals that the systematic error on 

height is mainly contributed by the misalignment of roll error since the Ω parameter in Table 

5.27 is much larger than the accuracy of IMU (0.005 degree for roll & pitch). 

 
Table 5.27: The computed seven parameters for SI 

Parameters Scale (λ) Ω (deg) Φ (deg) Κ (deg) tx (m) ty (m) tz (m) 
Value 0.999955 0.018908 -0.000573 0.002865 0.243 -0.387 -1.660 

 

Next, the computed seven parameters are used to recover strip 10. The planimetric and 

vertical discrepancies are depicted in Table 5.28, and they are computed while calculating the 

differences of coordinate between the original and the recovered data. The height offset in 

Table 5.28 is very close to the discrepancies which are derived from surface matching 

(Section 5.2.1).  

 
Table 5.28: Planimetric/height differences for strip 10 of SI 

Strips 10 
Planimetry/Height X Y Z 

Average (m) 0.267 -0.362 -1.614 
Std dev (m) 0.162 0.156 0.079 

Min. (m) -0.055 -0.650 -1.762 
Max. (m) 0.552 -0.043 -1.484 

 

In order to find the moving direction and magnitude of strip 10 after transformation, the 

corresponding points are used as check points. As shown in Figure 5.26, a scaled symbol map 

using angle values derived from the transformed and original coordinates is superimposed on 

DSM of patch 4 in strip 10. The scaled arrow in Figure 5.26 is based on the magnitude of the 

distance between the original and the transformed coordinates. The magnitude ranges from 

1.68 m to 1.83 m with an average of 1.73 m and a standard deviation of 0.04 m. The point is 

generally transformed to its new position along the NW-SE direction. 
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Figure 5.26: A scaled symbol map using angle value (SI) 

Table 5.29. Height differences before and after data adjustment with GCPs for strip-10 

Statistics Mean(m) Std dev(m) Min.(m) Max.(m) Qty 
Before 1.651 0.102 1.544 1.799 7 
After 0.048 0.062 -0.035 0.139 7 

 

Table 5.29 shows that the corresponding points derived from ICP matching that are 

applied to the 3-D similarity transformation could decrease the average height offsets from 

1.65 m to 4.8 cm for strip 10. It suggests that the 3-D similarity transformation provides an 

alternative way to recover data when there are not enough GCPs. 

Test site II (SII) 

Similarly, the correspondence from thirteen patches of SII can be regarded as the tie 

points when surface matching is done. The 3-D coordinate difference of between the original 

and the recovered strip 1 is shown in Table 5.31 by using the computed parameters in Table 

5.30. Again, the average discrepancy is very close to the result in Section 5.2.2. 
 

Table 5.30: The computed seven parameters for SII 

Parameters Scale (λ) Ω (deg) Φ (deg) Κ (deg) tx (m) ty (m) tz (m) 
Value 0.999985 0.000428 -0.00777 0.0004968 -0.299 0.302 -0.468 
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Table 5.31: Planimetric/height differences for strip 1 of SII 

Strips 1 
Planimetry/Height X Y Z 

Average (m) -0.279 0.290 -0.437 
Std dev (m) 0.020 0.034 0.025 

Min. (m) -0.317 0.230 -0.488 
Max. (m) -0.239 0.352 -0.370 

 

A generated profile on a roof can define the model curve, strip 2 (will be fixed while 

registering) and the data curve, strip 1 in Figure 5.25b. Next, the corresponding points are 

used as check points, in order to find the moving direction and magnitude of strip 1 after 

transformation. As shown in Figure 5.27, a scaled symbol map using angle values derived 

from the transformed and the original coordinates is superimposed on DSM of patch 2 in strip 

1. The magnitude ranges from 0.60 m to 0.63 m with an average of 0.62 m and a standard 

deviation of 0.8 cm. The point is transformed to its new position along the SE-NW direction. 

 
Figure 5.27: A scaled symbol map using angle value (SII) 
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a. Height difference vs. frequency b. Height difference vs. accumulative 
frequency 

Figure 5.28: Height difference between original and transformed patch 2 (SII) 

 
Furthermore, the height difference versus frequency, and the height difference versus 

accumulative frequency are depicted in Figure 5.28a and Figure 5.28b respectively. The 

average difference (0.43 m) could be considered as the elevation bias between the two strips 

(strip 1 and strip 2). The probability distribution of the height differences follows 

approximately a normal distribution. 

 

Correspondingly, Table 5.32 shows that the derived corresponding points could decrease 

the average height offsets from 0.33 m to -0.10 m for strip 1. For test II, the coordinate of strip 

1 is transformed to strip 2 based on the 3-D similarity transformation. The height discrepancy 

for strip 2, checked by GCPs, reached -0.13 m (Appendix C, Table C.2); thus it results in 

higher average offsets. 

 
Table 5.32. Height differences before and after data adjustment with GCPs for strip 1 

Statistics Mean(m) Std dev(m) Min.(m) Max.(m) Qty 
Before 0.330 0.026 0.272 0.356 9 
After -0.098 0.045 -0.178 -0.039 9 

5.3.2 Strip Adjustment with Three-Parameters 

In order to verify the corresponding points from ICP matching, a strip adjustment 

procedure concerning the heights is used in this section. The method proposed by Crombaghs 

et al. (2000) and used by Tung (2005) will also apply to two selected test sites.  
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The foundation of this method is the creation of height differences in overlapping strips. 

The differences are not computed for individual points because the point noise of about 10-15 

cm is high. Therefore, differences are computed as mean differences for groups of minimal 

100 points in areas of 50×50 m2. The “tie points” areas of 50×50 m2 have to be flat and 

smooth. Otherwise, small planimetric errors might generate a larger impact on the mean 

difference for this selected area (Crombaghs et al., 2000). The corresponding points from ICP 

matching form the “tie points” in this research, instead. 

 

Height differences in overlapping areas of neighboring strips and height differences of 

laser points and references measurements are used to determine and to correct for offsets and 

tilts. Every individual strip is corrected for offset (a), along-track (b), and across-track (c) tilts. 

This method is therefore called the strip adjustment with three parameters.  

 

The reference data (ground control points) are also selected from point clouds since there 

is not enough ground reference points available. Therefore, the height differences between 

ground reference points and their corresponding laser points are not presented. The before- 

and after- adjustment mean height difference and its RMSE from corresponding points will be 

used to evaluate the effect of applying the strip adjustment with three parameters to 

overlapping strips. The three computed parameters are presented in Table 5.33 for SI and SII.  

 
Table 5.33: The computed three parameters for SI and SII 

Test Site offset (a) along-track (b) across-track (c) 
strip 9 -0.001422 -0.000011 0.000600 SI strip 10 -1.594761 -0.000003 0.000111 
strip 1 -0.442943 -0.000289 -0.000003 SII strip 2 -0.000349 -0.000297 0.000001 

 
The inspection of the adjusting results is done in various ways. One of them is analyzing 

the spatial distribution of the height residuals after adjustment. Two examples are shown in 

Figures 5.26 and 5.27 in the previous section. These areas are grouped in pairs, so that the 

profile of height differences in the along-track direction can be created. Analyzing these 

profiles of height differences before and after adjustment facilitates the interpretation of the 

achieved improvement and occurring systematic errors (Crombaghs et al, 2000; Tung, 2005). 
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Table 5.34: The mean height difference and RMSE for SI and SII 

Before adjustment After adjustment Test Site 
Mean (m) RMSE(m) Mean (m) RMSE(m) 

No. of tie 
points 

SI -1.619 1.651 0.037 0.294 1184 
SII -0.455 0.487 -0.006 0.173 1843 

 

The mean height differences of corresponding points before adjustment are -1.619 m and 

-0.455 m for SI and SII, respectively. These two values are close to the computed parameters 

of height offset (a) which is shown in Table 5.34. It is revealed that the height offset (a) is the 

most significant parameter of systematic errors on height for SI and SII. Next, the RMSE of 

the residuals after adjustment decreases to 0.294 m from 1.651 m for SI and to 0.173 m from 

0.487 m for SII, respectively. 

 

The effectiveness of the strip adjustment can also be examined by analyzing the 

distribution of residuals before and after adjustment for whole laser strips. In Figures 5.29 and 

5.30, two examples are given. The figure relates to a large block of strips for SI and SII, 

respectively. The coordinates of x-axis in Figures 5.29 and 5.30 are the direction of flight, that 

is, the along-track direction. The residuals are significantly smaller after strip adjustment, 

leading to the conclusion that the strip adjustment with three parameters increased the quality 

of dataset considerably. 

 

a. Before adjustment b. After adjustment 
Figure 5.29: Residuals before and after strip adjustment for SI 
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a. Before adjustment b. After adjustment 
Figure 5.30: Residuals before and after strip adjustment for SII 

 

The decrease of RMSE is mainly caused by removing systematic strip errors, such as 

offset (a) and tilts (b, c). Judged from the results from both test sites, a more sophisticated 

approach is required. This applies to the deformations, such as cross strip parabolic 

deformation, along-track periodic effects and strip torsions (Crombaghs et al., 2000). 

 

Applying a 3-D similarity transformation and the strip adjustment with three parameters 

to a laser scanning data with correspondence derived from surface matching determines the 

strip discrepancies. It also demonstrates that the accuracy of height can be upgraded if a 

proper procedure is applied. Nevertheless, the experimental results present a relative accuracy 

since there is not enough ground reference involved. Therefore, the scheme based on surface 

matching technique as well as the remaining systematic error recovery can be used as a 

quality control tool of ALS. 

 

For some digital elevation data, the relative (i.e. point-to-point) accuracy is more 

important than the absolute accuracy. For example, the relative vertical accuracy of a dataset 

is especially important for derivative products that make use of the local differences among 

adjacent elevation values, such as slope and aspect calculations. 

 

Correspondences between overlapping strips of airborne LiDAR serve as the input for 

strip adjustment procedures that estimate and eliminate systematic errors. In this dissertation, 

two methodologies are used to establish the correspondence between patches of laser points. 

First, image matching is used to find the corresponding points (tie points) for boresight 
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calibration. Next, the ICP registration is used for accuracy verification and built the 

correspondences between overlapping strips. The established correspondences are then used 

as input data for strip adjustment. Can the matched tie points from overlapping strips via 

image matching techniques be used as corresponding points for strip adjustment? Or, is it 

possible that the correspondences from ICP registration can be used as tie points for boresight 

calibration? The cross-experiments on these issues are presented in Appendix D. 

 

From Appendix D, it can be concluded that the interpolation of laser points to a regular 

grid introduced errors on the parameters of the 3-D similarity transformation. In addition, it 

revealed that the interpolation should be avoided while verifying the accuracy of the laser 

point clouds. Next, with the intentional boresight angles given for calibration, the tie point 

differences and regular point elevation differences are affected by the large planimetric shifts 

between the uncalibrated strips. Thus, a grid point in one strip will generally not correspond to 

the same point in the second strip. To improve the tie point selections by using ICP 

registration for boresight calibration, it is necessary to address the disadvantages of ICP 

algorithm. 

 

Finally, the research presented an intensive work on systematic errors for system 

calibration, systematic error validation and remaining systematic error recovery. The 

proposed scheme (Figure 5.31) successfully plays a role on data correction as well as on the 

quality control mechanism for ALS data. 
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Figure 5.31: Work flows for accuracy assessment on ALS data 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

This dissertation presents a complete framework on handling systematic errors of ALS 

data for system calibration, systematic error validation and remaining systematic error 

recovery. First, for system calibration, each boresight misalignment parameter is discussed to 

assess its impact on data accuracy and methodology of recovery. A calibration solution used 

by a commercial system is introduced with a design of optimal calibration flights. The 

improvement to this approach is then proposed. An in-situ data set from a calibration flight is 

used to evaluate the improvement on the accuracy of misalignment parameters.  

 

The proposed automated method of extracting tie points to improve the current method 

on ALS system calibration can significantly upgrade the accuracy in tie point selection. The 

TerraMatch program is then used to re-verify the computed boresight parameters. Therefore, 

the accuracy of misalignment parameters is expected while applying a practical calibration 

flight. There is still no standardized procedure on an important issue: how often should the 

boresight misalignment calibration be checked for an ALS system? With a fast and reliable 

calibration method, calibration parameters can be checked more frequently. Furthermore, by 

interpolating intensity reflectance into a regular grid, a grayscale image very similar to 

photogrammetric images is formed. The similarity was exploited by using an image matching 

technique to search for the corresponding points. Thus, the intensity information was shown 

to have high potential for further research.  

 

Next, the ICP algorithm, which is one of the surface registration methods, is adopted in 

this study to verify the quality of the overlapping laser scanning data. The ICP algorithm 
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provides the benefit of avoiding interpolating raw laser points, and evaluating the height as 

well as the planimetry offsets from overlapping laser strips. The observed systematic errors in 

these two data sets also reveal that the accuracy of boresight misalignment parameters plays a 

critical factor on the quality of point clouds. The correspondence is established, and it is 

predictable in solving the correspondence problem between two overlapping laser strips.  

 

Next, a strip adjustment procedure is proposed to recover data that have remaining 

systematic errors. Two methods are applied. The 3-D similarity transformation and the strip 

adjustment with three parameters are used to recover the laser strips when not enough ground 

reference points are available. Meanwhile, the corresponding points derived from ICP 

matching are used to form the observations to implement the adjustment.  

 

The two proposed methods of strip adjustment not only confirm that the corresponding 

points from ICP matching are good enough observations, but also demonstrate that the two 

easily implemented methods can improve the quality of ALS data, especially on vertical 

accuracy. A suggested scheme on the accuracy assessment as well as the strip adjustment for 

ALS data is therefore proposed. 

 

Furthermore, there are some minor findings from this research. First, the interpolation 

with a smaller grid size has a higher accuracy of boresight parameters, when the tie points are 

manually measured with the Attune program. However, the laser points are not evenly 

distributed. The constructed image can sometimes introduce the difficulty for tie point 

selection when a grid size smaller than the average density of laser points is applied. It is 

concluded that an interpolation method based on a TIN of the original points with a grid size 

that relates as closely as possible to the point density at acquisition yields the best results. 

 

The findings based on the correlation matrix of boresight calibration also reveal that the 

correlations between torsion/roll and torsion/pitch that are generated with an automated tie 

point selection are much larger than the correlations generated with a manual selection. It 

implies that the distribution of tie points is correlated with the misalignment parameter’s 

solution. 
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In this dissertation, the corresponding points that are extracted from the surface 

registration between two overlapping strips were used as the tie points for data adjustment 

with the 3-D similarity transformation and the strip adjustment with three-parameters. Before 

this research goes further to apply more sophisticated approaches to rectify systematic errors, 

the extracted corresponding points need to be filtered, since some of the pairs are incorrectly 

matched. The examples include points on moving vehicles, points on trees, or points falling 

into occluded zones. The appropriate solution could (i) apply image matching to filter out 

points locating on a distinctive feature such as road marking or intersections, and (ii) use the 

classified ground laser points for ICP matching to avoid selecting points on vegetation or 

inside of occluded zones.  

 

The present work recommends future research with respective to the following topics: 

 

• Traditionally, the accuracy of manual tie point measurement should reach ps/3 (ps = pixel 

size) in digital photogrammetry. The intensity images used in the Attune program and the 

height/intensity images used in this dissertation are based on interpolated regular grid. 

Therefore, these images are much different from traditional photogrammetric images. 

Furthermore, the size of laser footprint varies with the strength of reflectance and the 

factors of terrain. In practical test, this level (ps/3) of accuracy is very difficult to reach 

while applying manual tie point selection. With the innate limitation of horizontal 

accuracy of ALS data, how to set up the standard of accuracy on the tie point 

measurement for ALS interpolated data will be an issue that requires further research. 

 

• Regarding the distribution of points, it is difficult to force the computer to ‘find’ a solution 

in a desired zone while implementing image matching to find the corresponding points. 

On the contrary, an operator can easily select the points with a priori knowledge on 

geometric distribution. Xu (2004) proposed a mechanism to split the matching areas into 

nine (or more) rectangles to make sure that each rectangle has at least one successfully-

matched point. Considering the characteristics of induced errors, the solution of boresight 

misalignment parameters might be sensitive to the geometry of the selected tie points. It 

suggests that geometric distribution of corresponding points on the effects upon solution 

of parameters is one of the critical issues for future investigation. 
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• For the ICP algorithm as well as other registration methodologies, refinement of the 

algorithm is necessary. Firstly, a more functional algorithm to remove the effects that are 

introduced by occlusions should be applied before matching.  Next, as a consequence of 

the characteristics of laser pulse penetration as well as sampling pattern and viewing 

direction, data points on vegetation or other objects with an irregular shape may show 

rather different heights in neighbouring strips, leading to unpredictable outliers in 

matching. It suggests that the classified ground points should be applied for matching. 

 

• Including the proposed surface matching algorithm in this study, some of the strip 

adjustment methods work only with tie points without using GCPs. However, the use of 

some type of ground control is desirable, since eliminating the relative discrepancies 

between overlapping strips does not provide an absolute check of the data sets. An 

efficient and realizable method to find the correspondence between laser points and 

ground is essential. Specifically-designed ALS targets similar to Csanyi et al. (2005) 

should be considered for future research on ALS strip adjustment. 
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Appendix A: Observation equation of proposed methodology for ALS boresight 
calibration 

 
For each ground or tie point from an ALS data can be described as a parametric equation 

as: 
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where: 

( ) rolgroundcontZYX ,,  : the derived terrain point 

( ) sitionaircraftpoZYX ,,  : the aircraft position at the observation epoch 

Rbody to ground rotation : the rotation cosine matrix from the aircraft body frame to the ground 

frame 

( )
laserrangezyx lll ,,  : the laser range components derived from the laser range and scanner 

angle 

 

It has been observed empirically that the misalignment angles are often less than 3 

degrees. The misalignment matrix Rmisalignment is therefore replaced by the small-angle 

approximation: 
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where: 

ω,φ,κ : the roll, pitch, and heading misalignment angles 

 

From Equations (A-1) and (A-2), it can be derived: 
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where: 
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For simplicity, the subscript “laser range components” is omitted in the following 

derivation. Therefore, equation (A-3) can be represented as: 
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Finally the observation equation becomes: 
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where: 
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For one control point, the observation equation can be established as Equation A-5. For 

n control points, the observation equation will be: 

 

1,33,31,3 XAB nn =          (A-6) 

 

The least squares solution is: 
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Since the observation is linear, no iteration and initial approximation are needed for the 

least-squares adjustment. However, if the average positions of tie points are used as control 

points, iteration is needed to update the average positions of the tie points (Morin and El-

sheimy, 2002).  
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where: 

n : the number of points used to parameterize the tie point 

 

The model must be iterated so that the average constraints are updated for each 

correction of the calibration parameters. The proposed model addresses the need for true 

observations by incorporating the tie point interpolation within the adjustment model. The 

methodology begins by searching for the nearest true observations of the collected tie point 

within the ALS dataset (Morin and El-sheimy, 2002; Leica, 2003a). The tie point is then 

parameterized as a function of distances from the nearest true points, i.e.:  
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where: 

dx,dy,dz : the initial distances between the measured tie point and the uncorrected, 

observed ALS ground point. 

(X,Y,Z)observed : the updated ALS ground points using Equation (A-8) 

 

The averages can be simple averages or weighted by the inverse of distances. The 

observation equation for the adjustment is then derived as: 
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Although a single tie point observation equation now contains several ALS observations, 

they are a linear combination and the partial derivates for the design matrices which are just 

the weighted average of the partial derivatives for each observation. 

 

Correspondingly, from Equation (A-10), it can be derived: 
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where: 
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Further derivation gives the observation equation: 
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The Equation A-12 is then be used as the observation equation for taking the average of 

the matched tie points as control points. After getting (ω0,φ0,κ0) for each strip from the first 

iteration, it is necessary to update the 3-D position of tie points and average them to obtain 

new control points for next iterating computation until a solution has converged. 
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Appendix B: Height statistics for two test sites 
 

Table B.1: Height statistics for SI 

Strip No Z_mean(m) Z_std(m) Z_min(m) Z_max(m) Avg. Density 
(pts/m2) 

1 80.032 47.539 -32.39 256.62 0.534 
2 81.871 51.512 28.37 265.55 0.536 
3 83.175 49.676 32.24 265.37 0.533 
4 82.465 42.936 -1289.52 263.7 0.467 
5 83.999 36.749 40.79 253.06 0.493 
6 83.291 29.006 40.05 213.9 0.502 
7 82.14 21.421 31.33 191.58 0.533 
8 92.217 25.446 16.09 217.92 0.532 
9 98.889 28.157 6.39 219.21 0.534 
10 100.316 21.174 49.16 200.02 0.499 
11 106.23 22.51 62.98 200.65 0.409 
12 113.197 23.987 21.88 216.38 0.493 
13 118.089 23.566 53.22 194.97 0.35 
14 122.82 21.688 53.88 209.31 0.412 
15 124.592 22.594 53.25 211.31 0.468 
16 122.842 24.919 44.25 234.3 0.499 
17 119.426 27.202 54.86 234.17 0.464 
18 116.974 30.519 50.19 234.1 0.509 
19 118.16 31.403 53.26 217.39 0.513 

 

Table B.2: Height statistics for SII 

Strip No Z_mean(m) Z_std(m) Z_min(m) Z_max(m) Avg. Density 
(pts/m2) 

1 52.269 5.105 -93.680 102.420 0.89 
2 53.182 5.050 -92.710 106.150 0.93 
3 53.342 4.980 40.200 113.330 0.92 
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Appendix C: Height differences between laser scanning data and GCPs 
 

Table C.1: Height difference for SI 

Strips_no Mean(m) σ(m) Min.(m) Max.(m) Points No. 
1 -0.018 0.117 -0.158 0.119 6 
2 0.074 0.084 -0.021 0.137 3 
3 0.116 0.049 0.069 0.177 4 
4 0.105 0.128 -0.109 0.22 5 
5 -0.022 0.163 -0.309 0.25 10 
6 0.076 0.132 -0.059 0.228 6 
7 -0.052 0.034 -0.109 0.021 9 
8 -0.227 0.384 -0.834 0.12 6 
9 -0.102 0.416 -0.894 1.033 16 
10 -1.569 0.601 -1.877 0.316 12 
11 -1.744 0.095 -1.853 -1.604 11 
12 -2.063 0.275 -2.351 -1.378 21 
13 -1.498 0.67 -1.981 0.967 17 
14 -1.687 0.253 -2.151 -1.417 7 
15 -1.892 0.228 -2.411 -1.616 8 
16 -1.439 0.399 -1.756 -0.859 4 
17 -2.043 0.052 -2.079 -2.006 3 
18 -1.416 0.655 -1.879 -0.953 3 
19 -0.543 N/A* -0.543 -0.543 1 

Min. -2.063 0.034 -2.411 -2.006  
Max. 0.116 0.67 0.069 1.033  

*Only one GCP falls in the extent of the 19th laser strip data. 
 

Table C.2: Height difference for SII 

Strips_no Mean(m) σ(m)  Min.(m) Max.(m) Points No. 
1 0.330 0.026 0.272 0.356 9* 
2 -0.132 0.046 -0.194 -0.035 9 
3 0.124 0.120 -0.156 0.234 12 

*The total number of GCPs in test site II is 105. 
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Appendix D: Correspondences from image matching vs. ICP Registration 
 

Correspondences between overlapping strips of airborne LiDAR serve as the input data 

for strip adjustment computation which estimates and recovers systematic errors. In this 

dissertation, two methodologies are used to create the correspondence between patches of 

laser points: (i) image matching for boresight calibration; and (ii) ICP registration for 

systematic error validation. Can the matched tie points from overlapping strips via image 

matching techniques be used as corresponding points for systematic error validation? Or, is it 

possible that the correspondences from ICP registration used as tie points for boresight 

calibration? The experimental results of these two issues will be presented in next two 

sections. 

 

D.1 Applying the matched tie points using image matching as the corresponding points 

for 3-D similarity transformation 

Following the procedures on boresight calibration presented in Section 5.1, the tie points 

from thirteen patches of SII can form the correspondence as the input data for the 3-D 

similarity transformation by using image matching from overlapping patches. The grid size is 

0.6 m for interpolation since the average point density is about 2.2 pts/m2.  
 

Table D.1: The computed seven parameters for SII－from image matching (height) 

Parameters Scale (λ) Ω (deg) Φ (deg) Κ (deg) tx (m) ty (m) tz (m)
Value 0.999938 0.0001224 -0.000464 -0.0000105 -0.523 0.046 -0.553

 

Table D.2: The computed seven parameters for SII － from ICP registration 

Parameters Scale (λ) Ω (deg) Φ (deg) Κ (deg) tx (m) ty (m) tz (m) 
Value 0.999985 0.000428 -0.00777 0.0004968 -0.299 0.302 -0.468 

 

Table D.3: Comparison of planimetric/height differences for strip 1 of SII－height 

Method ICP registration Image matching (height) 
Planimetry/Height X Y Z X Y Z 

Average (m) -0.279 0.290 -0.437 -0.455 0.217 -0.101 
Std dev (m) 0.020 0.034 0.025 0.009 0.010 0.066 

Min. (m) -0.317 0.230 -0.488 -0.468 0.196 -0.207 
Max. (m) -0.239 0.352 -0.370 -0.427 0.238 -0.066 
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Both of the height and intensity images are also used in is section. The results (i.e. 

described in section 5.3.2 and presented as Table D.2) from ICP registration are used as 

reference data. For height images, the planimetric and height difference between original and 

recovered strip 1 are shown in Table D.3 by applying the computed parameters in Table D.1. 

The difference between two methodologies is significant for both of average planimetric and 

height differences (Table D.3). 

 

For intensity images, the planimetric and height difference between original and 

recovered strip are shown in Table D.5 by using the computed parameters in Table D.4. Once 

again, the differences on the average height/planimetric discrepancy are also significant as 

Table D.5 shows. 

 
Table D.4: The computed seven parameters for SII－from image matching (intensity) 

Parameters Scale (λ) Ω (deg) Φ (deg) Κ (deg) tx (m) ty (m) tz (m) 

Value 1.000252 -
0.0001563

-
0.003397 0.0000542 -0.328 0.428 -1.088 

 

Table D.5: Comparison of planimetric/height differences for strip 1 of SII－intensity 

Method ICP matching Image matching (intensity) 
Planimetry/Height X Y Z X Y Z 

Average (m) -0.279 0.290 -0.437 -0.382 -0.244 -0.582 
Std dev (m) 0.020 0.034 0.025 0.036 0.043 0.457 

Min. (m) -0.317 0.230 -0.488 -0.474 -0.330 -1.206 
Max. (m) -0.239 0.352 -0.370 -0.289 -0.154 0.417 

 
It is concluded that the interpolation of laser points to a regular grid will reduce the 

accuracy of the parameters from the 3-D similarity transformation. In addition, it reveals that 

the interpolation should be avoided while validating the systematic errors for laser point 

clouds. 

 
D.2. Applying the corresponding points using ICP registration as the tie points for 

boresight calibration 

The four boresight test strips used in the section 5.1 are also used in this section. 

Correspondingly, the first strip is fixed while applying the ICP registration. The difference 

between the initial and calibrated tie point are depicted in Tables D.6 and D.7, respectively. 
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Table D.6: Initial tie point differences 

 X (m) Y (m) Z (m) 
Mean 0.416  0.566  12.999  

Median 0.426  0.584  12.653  
Minimum 0.244  0.386  9.359  
Maximum 0.567  0.764  16.174  
Std Dev 0.119  0.134  2.281  

 

Table D.7: Tie point differences after calibrated 

 X (m) Y (m) Z (m) 
Mean 26.996  20.461  5.209  

Median 27.271  20.450  5.387  
Minimum 13.570  19.450  0.547  
Maximum 30.786  23.846  7.769  
Std Dev 1.822  0.759  1.661  

 

  

Figure D.1: Mismatched tie point from ICP registration 

 

One of the interesting things in Tables D.6 and D.7 is that the calibrated tie point 

difference is much larger than the initial tie point difference. The principle of the ICP 

algorithm establishes correspondences between data sets by matching points in one data set to 

the closest points in the other data set. Therefore, the Euclidean distance between data sets 
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will play a key factor to search the corresponding points. As Figure D.1 shows, the 

mismatched tie points are selected since they were found under the searching distance criteria. 

 

The calibrated boresight parameters are presented as Table D.8. Compared to the 

boresight parameters which derived from manual selection on intensity images (Table 5.3), 

the boresight misalignment angles are apparently not well-calibrated though their angular 

accuracy is much better than the accuracy of IMU (0.005 degrees for roll and pitch, 0.008 for 

heading). 
 

Table D.8: Boresight parameters from ICP matching 

Parameters Value Standard 
deviation Standard deviation

Roll Error -0.02616208 rad 0.00001258 rad 0.0007206 degrees 
Pitch Error  0.00012800 rad 0.00001978 rad 0.0011336 degrees 

Heading Error -0.02206980 rad 0.00007932 rad 0.0045446 degrees 
Torsion -1117.656 units 0.4628088 units 0.4628088 units 

 

 
 

 
 

Figure D.2: The strips are distorted across all 3 dimensions. 
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Due to the intentional incorrect misalignment angles given for boresight calibration in 

four testing strips, the position of tie points are affected by the large planimetric shifts (Figure 

D.2). Thus a grid point in one strip will generally not correspond to the same point in the 

others. To apply the ICP registration to select the tie point for boresight calibration, it is 

necessary to acknowledge the disadvantages of ICP algorithm.  

 

The disadvantage for the ICP algorithm is that the correct registration is not guaranteed, 

since (i) it may fall into wrong local minima, and (ii) it requires approximate registration. A 

few possible ways to generate more reliable solutions on boresight calibration with the tie 

points from ICP registration are: (i) applying the initial boresight parameters on uncalibrated 

strips that ALS system provided to have better approximation, and/or (ii) using a dynamic 

distance threshold on the distance allowed between closest points (Zhang, 1996) or adding 

some control points (Chen and Medioni, 1991). 
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