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科技產品生命週期之預測模型比較 

研究生：吳欣穎 指導教授：張力元 

國立交通大學管理科學系博士班 

中文摘要 

 
成長曲線模型常常被使用來預測科技產品之走向與趨勢，本研究利用 22 組科技產

品資料來比較 The simple logistic model, the Gompertz model, and the time-varying 

extended logistic model，此三種科技預測模型之預測準確度，再歸納出此三種模型

之優缺點及建議使用時機。結果發現，The time-varying extended logistic model 對

在 70%的科技產品上，都有比 Simple logistic model 與 Gompertz model 兩個模型較

好的預測準確度；但由於 The time-varying extended logistic model 在模型設定時需

要有較多的參數來估計成長上限，在資料點太少的情況下，有約 20%的機率無法

得到收斂的結果，因此本研究建議若欲使用 Extended logistic model，最好有 15 點

以上之連續資料，且產品成長曲線有 S 曲線的軌跡，將會有較準確的預測結果。

本研究亦提出一個選擇預測模型的決策流程，建議若在 Extended logistic model 無

法收斂的情況下，但該產品成長曲線之反曲點已出現，則 Simple logistic model 與

Gompertz model 可被使用來預測產品未來的發展空間。本研究亦利用大陸 RFID 專

利申請案數量為一應用該決策流程之個案，並進一步預測未來 RFID 產業的發展趨

勢。最後，本研究也提出對產品生命週期各階段之策略建議。 

 

 

關鍵詞：科技預測、簡單羅吉斯模式、甘伯茲模式、廣泛羅吉斯模式、產品生

命週期、無線射頻識別、專利分析 
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An Evaluation of Models for Forecasting Technology Product Lifecycles 
 

 
Student：Hsin-Ying Wu Advisor：Dr. Charles Trappey 

Department of Management Science 
National Chiao Tung University 

ABSTRACT 

 
Many successful technology forecasting models have been developed but few 

researchers have explored a model that can best predict short product lifecycles. This 

research studies the forecast accuracy of long and short product lifecycle datasets using 

simple logistic, Gompertz, and the extended logistic models. Time series datasets for 22 

electronic products were used to evaluate and compare the performance of the three 

models. The findings show that the time-varying extended logistic model fits short 

product lifecycle datasets 70% better than the simple logistic and the Gompertz models. 

A decision diagram is proposed to select a suitable forecasting model among the three 

models. The results suggest that there should be at less fifteen data points for the 

extended logistic model to reach better predictions. However, if the extended logistic 

model cannot be applied and the inflection point of the growth curve is revealed, the 

simple logistic and the Gompertz models can be the alternatives for forecasting the 

future trend of the product. A case study of China RFID patent forecast is also presented 

to demonstrate the selection procedure proposed in this research. Finally, the 

suggestions for product lifecycle management strategies in different lifecycle stages are 

also discussed.  

 
Keywords: Extended logistic model; Technology forecasting; Simple logistic model; 

Gompertz model; Short product lifecycle; Radio Frequency Identification; 
Patent Analysis  
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1. Introduction 

This chapter presents the research background of forecasting lifecycle products and 

the importance of selecting the suitable forecasting models. The motivation, purpose 

and process of this research are also discussed in this chapter.  

1.1   Motivation  

With the rapid introduction of new technologies and fast design to satisfy 

consumer demand, electronic products and services are often replaced within a few 

years. The product life cycle for electronic goods, which used to be about ten years in 

the 1960’s, fell to about 5 years in the 1980’s and is now less than two years for 

consumer electronic products such as cell phones and computers. As product life cycles 

become shorter, less data are available for market analysis and technology forecasting. 

Given the current market situation, smaller datasets must be used to forecast future 

trends of new electronic products and services. Hasted and Ehlers (1989) define a small 

dataset as the dataset which covers only short time intervals with fewer than 30 data 

points. 

A product life cycle is typically divided into four stages that include introduction, 

growth, maturity and decline (Kotler, 2003). The product lifecycle is often modeled 

using growth curves or sigmoid curves which have an inflection point and approaches a 

fixed limit (Bass, 1969; Mahaian, Muller, & Bass, 1990; Morrison, 1995; Morrison, 

1996; Kurawarwala & Matsuo, 1996; Kurawarwala & Matsuo, 1998; Bengisu & 

Nekhili, 2006). Growth curves are widely used in technology forecasting (Frank, 2004; 

Levary & Han, 1995; Meade & Islem, 1995; Meade & Islem, 1998; Meyer & Ausubel, 

1999; Meyer, Yung, & Ausubel, 1999; Rai & Kumar, 2003) since technology product 

growth is often very slow during the introduction stage (e.g., a new product replacing a 
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mature product) which is then followed by rapid exponential growth when barriers to 

product adoption fall. The growth then approaches a market share limit. The limit 

reflects the saturation of the marketplace with the product or the replacement of the 

product with another. The curve also models an inflection or break point where growth 

ends and decline begins.  

Many growth curve models have been developed to forecast the penetration rate of 

technology based products with the simple logistic curve and the Gompertz curve the 

most frequently referenced (Morrison, 1995; Morrison, 1996; Bengisu & Nekhili, 2006; 

Meade & Islem, 1995). However, when using these two models to forecast market share, 

care must be taken to set the upper limit of the curve correctly or the prediction will 

become inaccurate (Bengisu & Nekhili, 2006). The upper limit is the maximum possible 

value and represents the maximum penetration rate or sales volume. Setting the upper 

limit to growth can be difficult and ambiguous. If the product will likely be popular and 

used for decades, then the upper limit is set to 100% of the penetration rate. This means 

that the product will be completely replaced only after everyone in the market has 

purchased the product. However, when marketers consider new technology products 

such as computer games or new model cell phones, the value for the upper limit to 

market share growth can be difficult to estimate. That is, a computer game can be 

quickly replaced by another game after only reaching 10% market share. 

In order to avoid the problem of estimating the market share capacity for the 

simple logistic and the Gompertz models, Meyer and Ausubel (1999) proposed the 

extended logistic model. Under this model, the capacity (or upper limit) of the curve is 

not constant but is dynamic over time. Meyer and Ausubel (1999) also proposed that 

technology innovations do not occur evenly through time but instead appear in clusters 

or “innovation waves.” Thus, they formulated an extended logistics model which is a 
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simple logistics model with a carrying capacity ( )tk  that is itself a logistics function of 

time. Therefore, the researchers extend the constant capacity ( ) of the simple logistic 

model by embedding the carrying capacity in the constant. Chen (2005) applies the 

embedded carrying capacity concept to develop a time-varying extended logistic model 

and the study uses the durable electronics products to confirm the model has better 

performance than the Fisher-Pry model and the Gompertz model. However, it will need 

more data to verify whether the time-varying extended logistic model can also better 

forecast the short lifecycle technology products.  

k

1.2   Research Purpose 

The emergence of short product lifecycles has been addressed in the supply chain 

and inventory management literature (Kurawarwala & Matsuo, 1996; Kurawarwala & 

Matsuo, 1998; Zhu & Thonemann, 2004) and there is general agreement that improved 

prediction of these lifecycles will benefit the management of supply chains, inventories, 

and product design. However, these new technology lifecycles are a modern 

phenomenon and the data sets (which characteristically have fewer data points and 

shorter time periods) challenge the assumptions and applications of traditional 

forecasting methods.  

Traditional forecasting models, like the simple logistic and Gompertz models, 

require that the upper limit of the curve be estimated prior to the forecast. Since it is 

difficult to estimate the demand of a new product or the arrival of a substitute product 

with limited data, traditional approaches are considered unreliable and inaccurate. 

Therefore, a time-varying extended logistic model with flexible capacity is proposed 

where the capacity (or upper limit) of the curve is not constant but is dynamic over time. 

The purpose of this research is to evaluate the performance of the time-varying 
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extended logistic model, the simple logistic model and the Gompertz models when 

forecasting both long and short technology product lifecycles. Six time-series datasets 

describing market penetration rates and sixteen datasets describing cumulative sales 

volumes were used to evaluate model performance. The electronic consumer goods 

datasets consist of six sets representing long product lifecycles and 16 sets representing 

short product lifecycles. Not only to compare the fitting and forecasting performances, 

and the pros and cons of the three models, but a decision diagram of selecting a suitable 

forecasting model is also proposed, and the China RFID patent applications is used as a 

case study to demonstrate the model selection process. The case is also an example to 

present how to apply the technology forecasting model to realize the current and future 

development of an industry.  

1.3   Research Process 

Chapter 1 of this paper provides an introduction and Chapter 2 discusses literatures 

about technology forecasting methods, the challenges of forecasting short product 

lifecycles and traditional and newly developed technology forecasting models including 

the simple logistic model, the Gompertz model, and the time-varying extended logistic 

model. Chapter 3 presents the methodology and the analytical process of this study. 

Chapter 4 describes comparison results of the models’ prediction performances and 

provides the suggestions for using the models. Chapter 5 provides an empirical case of 

China RFID patent analysis. The last chapter provides a summary and conclusion as 

well as the limitations of the study. Figure 1 presents the research framework and 

process of this dissertation.  



Motivation and Problem 
Determinations

Case Study
China RFID Patent Application Analysis

Selection of Models

1.

3. 5.

7.

2.

The simple logistic model

The Gompertz model

The time-varying extended 
logistic model

Model Comparison

Fitting Performance

Predicting Performance

6.

Comparison Results

Pros and Cons of Models

Suggestions for Applying 
Models

Literature Review

4.

Methodology

Data Collection and Setting

Decision Diagram for 
Model Selections

 

Figure 1  Research framework and process 
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2. Literature Review 

The lifecycle concepts have been used in different field. Nieto, Lopez, and Cruz, 

(1998) proposed that the lifecycles of technologies, industries and products follow 

similar S-shape curve which is the pattern of biological growth of living beings. 

Therefore, the authors relate the growth curve models to lifecycle management. 

However, the product lifecycle analysis focuses on the evolution of sales of products to 

provide marketing and management strategies for firm and business unit; while 

technology lifecycle analysis concentrates on the effects of evolution of given 

technology to generate strategies for production and technology management. This 

research applied the concepts that the product lifecycle and technology lifecycle can 

both be forecasted using growth curve models, a kind of technology forecasting 

methods.  

Furthermore, this research studies the lifecycle of technology products, which are 

different with durable or service products. The lifecycle of technology products become 

shorter and shorter as technology improves, since the new technology products are 

easily to be developed and to replace the old ones. The present situation makes the 

management of short lifecycle products become more important than before. Thus, 

forecasting technology product lifecycles can be viewed as forecasting short product 

lifecycles. Kurawarwala & Matsuo (1996) state that the duration of short product 

lifecycle usually is one to two years. Hasted and Ehlers (1989) define a small dataset as 

the dataset which covers only short time intervals with fewer than 30 data points. 

Therefore, I follow these definitions and define the product lifecycle of one or two years 

with less than thirty data points as short product lifecycle. This chapter begins with the 

discussion of technology forecasting models, and then the literatures of forecasting 

short lifecycle products are reviewed. Finally, the three growth curve models used in 
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this research are presented.  

2.1   Technology Forecasting Methods 

In general, technology forecasting methods can be classified into quantitative and 

qualitative methods. Martino (1993) outlines ten forecasting methods, including Delphi, 

analogy, growth curves, trend extrapolation, correlation methods, causal models, 

probabilities methods, environmental monitoring, combining forecasts, and normative 

methods. The following section will separates these methods into quantitative and 

qualitative categories and discuss their contents and applications. Furthermore, the 

criteria of selecting forecasting models are also presented. 

2.1.1 Qualitative forecasting methods 

Qualitative forecasting methods are those forecasting methods do not use 

mathematical or statistical technologies, therefore, based on this definition, Delphi, 

analogy, environmental monitoring, and normative methods. 

1. Delphi 

Delphi is a kind of expert opinion methods and a series of questionnaire are used to 

collect the panelists’ opinion. Panelists are the experts familiar with the specific 

industries or problems that the research focuses on. Delphi is usually applied in the 

three conditions. The first condition is there is no historical data can be used; the second 

condition is when important external factors happen and the previous data can not be 

applied, and the third condition is when ethical or moral considerations dominate the 

development of technology (Martino, 1993). Delphi can gain the extensive opinions and 

panelists do not need to interact with each other, so they won’t be influenced by others 

and shift their opinions. Levary & Han (1995) suggest that all participants should be 
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experts about the given technology. 

2. Analogy 

The assumption of analogy is if the background or characteristics of two 

technologies are similar, they may have the same similar development trends; therefore, 

the forecast can be based on historical analogy. There are nine dimensions need to be 

taken into consideration when applying analogy, and they are technological dimension, 

economic dimension, managerial dimension, political dimension, social dimension, 

cultural dimension, intellectual dimension, religious-ethical dimension, and ecological 

dimension.  

3. Environmental monitoring 

A breakthrough of a technology is the end result of a chain and is not easy to 

predict. Environmental monitoring method then can be applied to detect the 

breakthrough and is a systematic forecast method that involves evaluating kinds of 

environmental sectors, including the technological sector, the economic sector, the 

managerial sector, the political sector, the social sector, the cultural sector, the 

intellectual sector, the religious-ethical sector, and the ecological sector (Martino, 

1993).  

4. Normative methods 

Normative methods are the goal oriented forecast methods and are different from 

the exploration forecasts which are used to predict future development using the 

previous or present data. Setting a goal is the first task of applying the methods, and 

therefore, when, who, what, why, and the know-how of a technology should be clearly 

set. The representative models of normative methods are relevance trees, morphological 

models, and mission flow diagrams.  
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2.1.2 Quantitative forecasting methods 

When a forecasting method uses mathematical or statistical data to forecast, the 

method is a kind of quantitative forecasting methods, such as growth curve, trend 

extrapolation, correlation method, causal models, probabilities methods, and combining 

forecasts. Valid time series datasets are the key to forecasting accuracy of quantitative 

methods and forecasters believe that the historical data present a logical trend for future 

and can be used to project the prospect development (Martino, 2003).  

1. Growth curve model 

Growth curve model, also names as S-curve model, is often applied to forecast the 

technology or product lifecycles since the growth of technology/product lifecycle is 

usually follows an S-shape curve. Growth curve model uses the historical date to 

forecast the future performance of the technology or product. Three assumptions need to 

be fulfilled before applying the traditional growth curve models. The first assumption is 

the upper limit to the growth curve is known; the second assumption is the chosen 

growth curve to be fitted to the historical data is the correct one, and the third 

assumption is the historical data gives the coefficients of the chosen growth curve 

formula correctly (Martino, 1993). Since the growth curve model is the main method of 

this study, the detailed discussion will be presented in the next section.  

2. Trend extrapolation 

Every technology will reach its maximum performance level, i.e. the upper limit, 

and new technology will appear to replace the old one. Trend extrapolation is used to 

forecast the progress beyond the upper limit of the existing technology. Even we do not 

know what and when the breakthrough technology will be, the previous technology 

development and historical data can be used to forecast the future technology. However, 
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if a technology is known that it will not have further development, the trend 

extrapolation is not suitable to be used. Levary & Han (1995) suggest every trend 

extrapolation model need to have assumptions and satisfying these assumptions is the 

determinate of forecast accuracy.  

3. Correlation method 

Correlation method is similar to analogy method. The predicted technology should 

have the similar characteristics to the previous technology. However, correlation 

method uses the quantitative historical data of the similar technology to forecast and 

analogy method uses qualitative dimension to project the similar technology 

development. Martino (1993) introduces several correlation methods for forecasting a 

technology, including a technological precursor, cumulative production, total capacity, 

and economic factors.  

4. Causal models 

Causal models are used to realize the reasons that induced the development of the 

technology. Once the reasons are defined, the future development can be forecasted. 

Martino (1993) introduces three types of causal models. The first type is 

technology-only models, such as the growth of scientific knowledge and a universal 

growth curve, and these models assume that the technological changes can be explained 

by internal factors of the system of technology. The second type is techno-economic 

models and the assumption of these models is that the technological development is 

caused by economic factors. The third type of causal models is economic and social 

models which assume economic and social factors are the reasons that induce the 

technological development, and KSIM and differential equations models are the major 

representative models. 
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5. Probabilities methods 

Probabilistic methods are used to predict the range that a technology can develop 

and reach to and the probability distribution over the range. Martino (1993) outlines two 

types of the probabilistic forecasts. The first type of methods relates a range of possible 

future values and the probability distribution over the range and the second type of 

probabilistic method is based on a probability distribution of the factors that produce 

technological changes. Probabilistic forecasts can be operated using simulation 

techniques.  

6. Combining forecasts 

Every forecast method has its advantages and disadvantages, and therefore, 

different methods can be combined to improve the accuracy of prediction. Combining 

forecasts then are popular in predictors to avoid problems of selecting only one forecast 

method. Researchers should study the strengths and weakness of individual forecast 

methods to know how to combine different forecasts to reach better predictions. Usually 

combining forecasts can be quantitative and/or qualitative methods. Trend and growth 

curves combination, trend and analogy, components and aggregates, cross-impact 

models, and scenario analysis are most used combining methods. Levary & Han (1995) 

suggest the cross-impact analysis should be applied when the factors that affect the 

future technology are known, and the scenario developers should expert all aspect of the 

technology.  

2.1.3 The selection of technological forecasting models  

Levary and Han (1995) outline six factors that influence the selection of 

forecasting methods. First, money available for development, the more money invest in 

the given technology, the more opportunity the technology can be realized and the 
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shorter the development time. Second, data availability, what data researchers can 

retrieve affect the methods selection. Third, data validity also affects the choice. Fourth, 

uncertainty surrounding the success of technological development, some technology 

forecasting methods are suitable to high uncertainty situation while other are not. Fifth, 

if similarity of proposed and existing technologies is high, analogy or correlation 

methods can be applied. Finally, number of variables affecting the development of 

technology, the more influence factors, the more complex models should be applied, 

and therefore, combining forecast methods may be needed.  

Young (1993) applies nine growth models to determine the procedure of selecting 

an appropriate growth models. The author concludes that the most important procedure 

is to identify the characteristics of datasets before fitting the data into the growth curve 

models. Predictors intend to apply growth curve model need to know the knowledge of 

upper limit, to observe whether the fifty percent takeover point has been achieved in the 

dataset, and to study the length of datasets. 

2.2   Forecasting Short Product Lifecycles 

Short product lifecycles of one or two years have become more common in high 

technology and fashion-based industries which need to continuously introduce new 

consumer products to remain competitive (Kurawarwala & Matsuo, 1996; Zhu & 

Thonemann, 2004). New electronic products with more functions, faster speed, and 

finer quality are continuously being introduced and quickly replace models which may 

only be one year old. Quell, Olshavsky, and Michaels (1981) analyzed 37 types of home 

appliance from 1922 to 1979 and demonstrated that the shortening of product life cycles 

is an important issue for product designers and planners. Given the reality of this market 

condition, the development of new forecasting techniques will improve the competitive 
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response and manufacturing strategy of companies.  

In 1969, Bass (1969) proposed a diffusion model to forecast the sales volume of 

new products that used the adoption rates of innovators and imitators. Innovators are 

buyers that are not influenced by the previous buyers when making purchase decisions 

while imitators are those who are influenced by earlier buyers. The Bass model has been 

widely applied by practitioners and modified by researchers to forecast short product 

lifecycles. Kurawarwala and Matsuo (1996) proposed a growth model that forecasts the 

seasonal sales volume demand of short product lifecycles based on the Bass diffusion 

model. Thirty-eight monthly data points for five different personal computer products 

were used to estimate seasonal demand and to compare the fit and forecast performance 

for three models. The measures used for model comparison were the sum of squared 

error (SSE), the root mean squared error (RMSE), and the mean absolute deviation 

(MAD). Zhu and Thonemann (2004) used the discrete version of the Bass diffusion 

model and improved on Kurawarwala and Matsuo (1998) model to develop an adaptive 

forecasting algorithm. The demand data for a PC manufacturer was used to test the 

forecasting performance of the algorithm. Chen (2005) proposed an extended logistic 

model, which is called the time-varying extended logistic model. The researcher use 

seven durable home appliance datasets to compare the fit and prediction accuracy of the 

Fisher-Pry model, the Gompertz model, and the time-varying extended logistic model. 

Chen concluded that the proposed extended logistic model had better fit and forecast 

performances while the Fisher-Pry can have fine fit performance when the product has 

reached 100% penetration rate. Chen also suggested that the Gompertz model should be 

used only when the right capacity can be correctly set. This research uses the model 

from Chen’s study to demonstrate that the extended logistic model improved the 

forecast of both long and short lifecycle datasets.  
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Lackman (1993) reported that the simple logistic and the Gompertz models are 

suitable for forecasting high technology products. Morrison (1996) also showed that the 

simple logistic and the Gompertz models can be used to forecast the growth of new 

products. However, when the author applied the models, the upper limit was set 

subjectively. Bengisu and Nekhili (2006) used the simple logistic and the Gompertz 

models to predict emerging technologies using publications and patents from science 

and technology databases and Boretos (2007) used the simple logistic model to show 

that the diffusion of mobile phone technology follows an S-curve.  

Meade and Islam (1995) compared seventeen growth models based on 25 time 

series datasets describing the telecommunications market. Their literature review shows 

that the simple logistic model is the most widely used. The authors conclude that basic 

forecasting models using two or three parameters, such as the simple logistic and 

Gompertz model, offer the best forecasting performance. Their research used datasets 

for traditional land-line telephones to compare forecasting models. However, the classic 

telephone introduced in the 1960s and which remained in use through the 1980s has a 

long product lifecycle that lasted over 30 years. When there are sufficient data points, 

the trajectory of the product growth curve is clear and the point of inflection can be 

calculated. If the point of inflection can be estimated, then the upper limit of the simple 

logistic and the Gompertz models can also be estimated. The simple logistic model is 

symmetric about the point of inflection. So if the inflection point is defined, the upper 

limit is twice the market share that occurs at the inflection point. For the Gompertz 

model, the point of inflection occurs at 37.79% of the upper limit and the upper limit 

can also be calculated when the inflection point is found. Bengisu and Nekhili (2006) 

showed that the simple logistic and the Gompertz models are quite valid if the upper 

limit is correctly identified. However, the data points may not be sufficient (too few) to 
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see the point of inflection and to set the correct upper limit when forecasting short 

lifecycle products. Therefore, a model with more parameters, for example, the 

time-varying extended logistic model, is needed to project the trajectory of the growth 

curve. The time-varying extended logistic model uses a dynamic upper limit that can be 

estimated from the data. 

2.3   Growth Curve Models 

Most biological growth follows an S-shape curve or logistic curve which best 

models growth and decline over time (Meyer & Ausubel, 1999). Since the lifecycle of 

technology and technology based products is similar to biological growth, the growth 

curve models are used to capture the future development of the technology or products. 

There are many growth curve models, and Meade & Islam (1998) classify twenty-nine 

growth curve models into four categories: trend curve models, linearised trend models, 

nonlinear auto-regressive models, and hybrid models. However, the simple logistic and 

the Gompertz models are the two most applied models when forecasting the lifecycle of 

technology products. Nevertheless, the limitation of setting the correct upper limit for 

these two traditional models increases the difficulties of applying the models. Therefore, 

the extended logistic model with dynamic upper limit is introduced to see if this model 

can reach better performances in forecasting short lifecycle products than the two 

traditional models.  

2.3.1 Simple logistic curve model 

The simple logistic model is widely used for technology forecasting. Many new 

forecasting models were proposed based on the simple logistic model and include 

innovations such as the Bass diffusion model and extended logistic model (Meade & 

Islam, 1995). The most important characteristic of simple logistic model is that it is 
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symmetric about the point of inflection. This feature indicates that the process which 

will happen after the point of inflection is the mirror image of the process that happened 

before the point. 

The model for the simple logistic curve is controlled by three coefficients, a, b, and 

L is expressed as: 

btt ae
Ly −+

=
1

 (1) 

where  is the value of interest,  is the maximum value of , a describes the 

location of the curve, and b controls the shape of the curve. To estimate the parameters 

for a and b, the equation of the simple logistic model is transformed into a linear 

function using natural logarithms. The linear model is expressed as: 

ty L ty

( ) ( ) btayLyY ttt +−=−= lnln   (2) 

where the parameter a and b are then estimated using a simple linear regression. The 

simple logistic model (equation 1) and the linear model (equation 2) are quoted from 

Martino’s book (Martino, 1993) and the derivations are shown in Appendix 1. 

2.3.2   Gompertz model 

The Gompertz model was first used to calculate mortality rates in 1825 and has 

been widely applied to technology forecasting (Martino, 1993). Although the Gompertz 

curve is similar to the simple logistic curve, it is not symmetric about the inflection 

point which occurs at ( )( kbt ln= ) . The Gompertz model reaches the point of inflection 

early in the growth trend and is expressed as: 

btae
t Ley

−−=  (3) 

where L is the upper bound which should be set before estimating the parameters a and 
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b. Similar to the methodology of estimating the parameters of the simple logistic model, 

natural logarithms are used to transform the original Gompertz model to linear equation:  

( )( ) ( ) btayLY tt −== lnlnln  (4) 

and then the parameters are estimated (Martino, 1993). Equation (3) and equation (4) 

quoted from Martino’s book and the derivations are shown in Appendix 2. 

Although the predictive performance of the simple logistic model and the 

Gompertz model has been validated by many researchers (Meade & Islam, 1998), the 

models have definite limitations when used to forecast short product lifecycles. The 

reason is that it is almost impossible to estimate the correct upper limit for a new 

product when it is first introduced to market place.  

Figure 2 depicts the importance of setting the correct upper limit in the simple 

logistic and the Gompertz models. As can been seen in Figure 2, curves A and B start at 

the same point but have different upper limits, L1 and L2. Since the upper limits are set 

at different level, the two curves are different, and the prediction results will also be 

different. 

L1 

Time 

L2 

A 

B 

 

Figure 2  Curves with different upper limits 
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2.3.3   Time-varying extended logistic model 

The simple logistic model and the Gompertz model assume that the capacity of 

technology adoption is fixed and there is an upper bound to growth for these models. 

However, the adoption of new technology is seldom constant and changes over time. 

Therefore, researchers have proposed a dynamic carrying capacity and the carrying 

capacity can be any function (Meyer & Ausubel, 1999; Cohen, 1995). As shown by 

Meyer & Ausubel (1999), the original form of simple logistic model is written as: 

⎟
⎠
⎞⎜

⎝
⎛ −××= L

yyLb
dt

dy t
t

t 1  (5) 

Let Lb×=α  and replace the constant L in equation (5) with a function , and then 

the equation (5) is extended to:  

( )tk

( )⎟⎠
⎞⎜

⎝
⎛ −×= tk

yy
dt
dy t

t
t 1α  (6) 

where L is the upper limit of the logistic curve and ( )tk  is the time-varying capacity 

function similar to the logistic curve.  

In Meyer and Ausubel’s study, a special ( )tk  was set to represent a technology 

which has a bio-logistic growth rate. Chen (2005) follows the concept of Meyer and 

Ausubel and proposes a time-varying extended logistic model with dynamic 

capacity . This thesis applies Chen’s setting of ( )tk ( )tk  and uses the extended logistic 

model to forecast the future trend of technology product. The setting of  in Chen’s 

is expressed as 

( )tk

( ) ctedtk −×−= 1  (7) 

and c and d are parameters that are estimated. Chen defines the value of d can be any 

number and the value of c is larger than zero. The research also assumes that the 
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penetration rate capacity will fluctuate with time and may reach 100% but may also be 

as low as 30% or 50%. The reason for this assumption is that some new products may 

be introduced to the market and substitute older products. Thus, a product may not 

always achieve 100% market penetration and may be replaced earlier than expected. 

Finally, the time-varying extended logistic model is expressed as: 

( )
bt

ct

btt ea
ed

ea
tky

−

−

− ×+
×−

=
×+

=
1
1

1
 (8) 

where  is the capacity that fluctuates with time, and a, b, c, and d are the 

parameters computed using a nonlinear least squared estimation method provided by a 

statistic software package like SYSTAT. When this model is tested using sales volume 

data, the equation is changed to: 

( )tk

bt

ct

tt ea
edmymN
−

−

×+
×−

==
1
1**  (9) 

where Nt is cumulative volume by time t, and the coefficient m represents the total 

market sales which is estimated using nonlinear least squares method. 

The time-varying extended logistic model is similar to the Bass diffusion model 

which can be viewed as a special case of this model. The Bass model was developed for 

predicting sales volume, whereas the time-varying extended logistic model can be 

modified to predict sales volume as well as other proxies including market penetration 

rates. Therefore, the time-varying extended logistic model was selected for evaluation 

over the Bass model. 

There is little published research which compares the performance of forecasting 

models used on both long and short product lifecycle datasets. Thus, to see if the 

time-varying extended logistic model with dynamic upper limit has better fit and 

prediction results over the simple logistic and the Gompertz models, this study applies 
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Chen’s time-varying extended logistic model and compares the performance of the three 

models. Moreover, based on the comparison results, this research outlines the pros and 

cons of the three models and proposed a models selection chart to provide a suggestion 

of applying the three forecasting models.  
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3. Methodology 

This chapter presents the methodology used in this study, including the data 

collection and setting, the analytical process for comparing the fitting and predicting 

performances of forecasting models, and the proposed model selection procedure.  

3.1   Data Collection  

Twenty-two time-series datasets describing Taiwan penetration rate and 

cumulative sales volume of electronic products were collected to test the forecast 

accuracy of the simple logistic model, the Gompertz model and the time-varying 

extended logistic model. In order to see what kinds of products can be fitted and 

forecasted by the three models, the datasets are not pre-selected. The datasets for market 

penetration rates were providing by the Directorate General of Telecommunications and 

Chunghwa Telecom Co. (2007) and the Directorate General of Budget (2007). The 

market penetration rate datasets cover six products including color TVs, telephones, 

washing machines, Asymmetric Digital Subscriber Lines (ADSL), mobile Internet 

subscribers, and broadband networks. The cumulative sales volume datasets were 

provided by the Taiwan Market Intelligence Center (2007). These datasets cover sixteen 

products including LCD-TV, 19 inch LCD monitors, digital cameras with Charge 

Coupled Device image sensors (CCD DC), digital cameras with more than 5 million 

pixels (DC >5m), 802.11g wireless local area networks devices (WLAN 802.11g), cable 

modems, combo optical disk drives (combo ODD), Barebone computers (Barebone), 

China personal wireless access systems (China PAS), LCD panels for TV, LCD panels 

for notebooks, color mobile phones with 65K pixels (color-65k mobile phone), servers, 

over 30 inch wide LCD-TVs (LCD-TV >30”), Voice over Internet Protocol Integrated 

Access Devices (VoIP IAD), and Voice over Internet protocol (VoIP) routers. 
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3.2   Data Settings 

As shown in Table 1, the estimated sample period, predicted sample period, and sample 

sizes are presented. The data for color TVs, telephones and washing machines are 

yearly data points. Since the sample period for these data is greater than 30 years, these 

products depict a complete product life cycle (Figure 3). This research classifies the 

data for color TVs, telephones and washing machines as long product lifecycles with 

large datasets for forecasting. The other datasets (ADSL, mobile Internet subscribers, 

etc.) represent products rapidly brought to market and are categorized as short lifecycle 

products with limited or small (less than 30 data points) datasets for forecasting. Table 2 

lists the detail data of cumulative sales volume dataset. 

Figure 3 shows the penetration rate for the six products and Figure 4 shows the 

cumulative sales volume for the sixteen short lifecycle products. Figure 3 shows that 

color TVs, telephones, and washing machines have entered the mature stage of the 

product life cycle. Therefore, a clear upper limit for these products can be set. On the 

other hand, the curves for ADSL, mobile Internet subscribers, and other short lifecycle 

products are still evolving, making it difficult to define the stage of product life cycle or 

to predict when these products will stop growing.  

For the long product lifecycle datasets, the upper limit is set at 100%. For the short 

product lifecycle datasets, different upper limits are set to achieve the best estimates. 

The possible upper limit for the short lifecycle is set at 3 different levels to include 

optimistic, a conservative, and a pessimistic settings. An optimistic upper limit means 

that the product is new to the market and has potential to grow. A pessimistic setting 

means that the product almost reached the upper limit to market growth. Between the 

optimistic and pessimistic limits is the conservative setting. The conservative setting 
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models a product that has been in the market for a while and has reached about 

one-third or one-half of the upper limits to growth. 

Table 1  Estimated and predicted sample period and sample size 
Estimated sample 

period 
Predicted sample 

period Proxy Product 
From To From To 

Sample 
size 

Color TV 1974 1999 2000 2004 31 

Telephone 1970 1999 2000 2004 35 

Washing Machine 1974 1999 2000 2004 31 

ADSL 2000Q2 2005Q2 2005Q3 2006Q3 26 

Mobile Internet 2001Q4 2005Q2 2005Q3 2006Q3 20 

Penetration rate 

Broadband network 2000Q2 2005Q2 2005Q3 2006Q3 26 

LCD-TV 2003Q1 2006Q1 2006Q2 2007Q2 18 

19”LCD monitor 2003Q1 2006Q1 2006Q2 2007Q2 18 

CCD DC 2003Q1 2006Q1 2006Q2 2007Q2 18 

DC >5m 2003Q1 2006Q1 2006Q2 2007Q2 18 

WLAN (802.11g) 2003Q1 2006Q1 2006Q2 2007Q2 18 

Cable Modem 2003Q1 2006Q1 2006Q2 2007Q2 18 

Combo ODD 2003Q1 2006Q1 2006Q2 2007Q2 18 

Barebones 2003Q1 2006Q1 2006Q2 2007Q2 18 

China PAS  2003Q1 2006Q1 2006Q2 2007Q2 18 

LCD panel for TV 2003Q1 2006Q1 2006Q2 2007Q2 18 

LCD panel for 
notebook 

2003Q1 2006Q1 2006Q2 2007Q2 18 

Color-65k  
mobile phone 

2003Q1 2006Q1 2006Q2 2007Q2 18 

Server 2003Q1 2006Q1 2006Q2 2007Q2 18 

LCD-TV >30” 2004Q1 2006Q2 2006Q3 2007Q2 14 

VoIP IAD 2004Q1 2006Q2 2006Q3 2007Q2 14 

Cumulative sales 
volume 

VoIP router 2004Q1 2006Q2 2006Q3 2007Q2 14 

Source: Directorate General of Budget, Directorate General of Telecommunications and 
Chunghwa Telecom Co. (2007), and Market Intelligence Center Taiwan (2007).



Table 2  Cumulative sales volume dataset 
Products 

Sample 

period LCD-TV 19”LCD monitor CCD DC DC >5m WLAN (802.11g) Cable Modem Combo ODD Barebone China PAS 
LCD panel

 for TV

LCD panel

 for notebook
Mobile color-65k Server LCD-TV >30” VoIP IAD VoIP Router 

2003Q1 26.900 49.921  1540.638  33.759 56.588  1752.000 2946.440 2300.000 3815.000 25.340 2559.158 390.000  410.000    

2003Q2 63.100 389.660  3706.334  132.559 215.973  3614.000 5230.362 4720.000 9096.000 97.940 4956.234 490.000  850.000    

2003Q3 164.100 763.660  6537.814  302.049 500.027  5379.000 8882.726 7229.000 14799.000 359.369 8059.782 2893.000  1295.000    

2003Q4 407.500 1245.868  9196.234  602.352 958.930  7552.000 12461.777 10677.000 21275.000 795.749 11955.402 7557.000  1792.000    

2004Q1 787.500 2173.868  12021.892 1159.524 1572.550  9832.000 16351.273 14115.000 30759.000 1307.749 15826.702 11353.000  2295.000 84.000  425.000  30.800  

2004Q2 1194.500 3273.868  15788.372 1905.414 2244.595  12385.000 20438.203 17378.000 39869.000 2280.749 19619.702 14937.000  2809.000 146.000  1055.200 68.800  

2004Q3 1603.900 4025.868  20911.238 3480.309 3154.315  15865.000 26021.378 21389.000 48429.000 3207.749 23735.702 19398.000  3334.000 225.000  1869.500 267.600  

2004Q4 2178.600 5417.368  25733.319 5189.401 4499.246  19520.000 32006.914 25943.000 55984.000 4821.049 28662.202 24106.000  3900.000 338.000  2739.500 769.300  

2005Q1 2993.600 7735.268  30158.223 7221.865 5928.487  22604.000 36858.493 31263.000 62744.000 6606.549 33278.502 28003.000  4487.300 509.000  3698.500 1309.300  

2005Q2 4059.600 10957.768  36820.687 10907.315 7716.311  26086.000 41830.072 36523.000 69737.900 9046.649 38795.202 32758.000  5083.605 781.000  4773.500 1923.300  

2005Q3 5432.200 15307.768  45611.350 15795.081 9722.111  31326.000 47856.446 42451.000 76124.574 12112.899 44874.202 37099.000  5699.927 1219.000 6337.500 2345.300  

2005Q4 7101.652 20404.988  55382.907 22373.650 12482.311  35912.000 53790.890 49106.000 81922.139 17078.509 52274.002 54268.000  6353.141 1712.000 8489.500 2661.300  

2006Q1 8883.652 26032.988  63007.848 28958.121 14918.811  40315.000 58765.654 55533.000 85990.326 21967.809 59708.202 69451.000  7014.901 2403.000 11166.500 2967.300  

2006Q2 10896.652 32548.245  71902.554 37172.826 17202.311  45434.900 64048.872 61134.000 89875.326 26745.219 67162.002 84473.000  7681.721 3284.000 13853.950 3471.300  

2006Q3 13379.652 41731.245  83420.201 48149.297 19519.511  51546.900 68619.391 67911.000 93475.326 33127.219 74899.002 101103.000 8369.621 4330.000 16776.350 3880.300  

2006Q4 16097.652 52201.245  94502.554 59281.062 21876.301  56997.900 73063.269 74853.000 96525.326 40059.219 83663.352 117994.000 9076.997 5505.000 19727.650 4178.300  

2007Q1 18563.652 61755.245  102643.731 67488.821 24246.615  63382.900 76889.575 81808.000 99545.326 46143.219 92258.352 132689.000 9789.320 6699.000 22328.650 4575.300  

2007Q2 21794.652 71821.525  114524.165 79399.864 26800.515  70106.900 81083.108 86487.000 102795.326 54545.239 102214.352 146140.000 10506.950 8355.000 25181.450 4836.300  

Unit: thousand; Source: Market Intelligence Center Taiwan (2007)
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Figure 3  Market growth for saturation datasets 
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Figure 4  Market growth for cumulative datasets 
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The penetration rate datasets use upper limits of 100%, 50%, and 30%. However, 

since the current penetration rate of the mobile Internet is 40%, the pessimistic setting is 

change to 50% and conservative upper limit is changed to 60%. For the cumulative 

sales volume datasets, the upper limit is set based on the multiple of the most recent 

observation as recommended by Meade and Islam (1998). The optimistic, conservative, 

and pessimistic upper limits are 5 times, 3 times, and 1.5 times the most recent 

observation which is based on the cumulative sales volume of the second quarter in 

2007. In fact, 5 times the most recent observation means that the proportion of the 

current cumulative sales volume to maximum sales volume (upper limit) is 20%. Thus, 

the current cumulative sales volume only reaches 20% of the upper limit and there is 

still 80% of the maximum sales volume remaining to sell. So the setting of 5 times the 

most recent observation is an optimistic setting. A pessimistic setting of the cumulative 

sales volume dataset is set at 1.5 times the most recent observation. Using the cable 

modem dataset as an example, the most recent cumulative sales volume is 70,106,900 

units and the pessimistic upper limit is 105,160,350 units. This means that the current 

cumulative sales volume has already reached two-third of the upper limit and has 

entered the mature stage of the product lifecycle. 
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3.3   Model Comparison Analytical Process 

In order to test the forecast accuracy of the simple logistic, Gompertz, and the 

time-varying extended logistic models, the analytical process is divided into two steps.  

Step 1: Model estimation  

The first step is used to estimate the models. After reserving the last five data 

points to test forecast accuracy of the simple logistic, Gompertz, and the time-varying 

extended logistic models, the remaining data points were used to fit the three models. 

For the simple logistic and the Gompertz model, equation (2) and (4) are used to 

estimate coefficients using a simple linear regression. For the time-varying extended 

logistic model, the coefficients of the models are estimated using nonlinear least squares 

with SYSTAT statistical software (Chen, 2003). After the coefficients were computed 

and the models fitted, the estimated values were calculated.  

Step 2: Fit and forecast performance 

After the models are constructed, the fit and forecast performance between the 

three models is conducted. The test consists of checking residuals between actual values 

and estimated values to measure model performance (Kurawarwala & Matsuo, 1996; 

Meyer & Ausubel, 1998). Two measurements, mean absolute deviation (MAD) and root 

mean square error (RMSE) are used to calculate residuals. 

For the simple logistic and the Gompertz models, the upper limit must be set to 

obtain accurate results. Setting different upper limit levels of these two models will 

achieve different prediction results and the fit and predict performance will also be 

influenced. Thus, several upper limits of the simple and the Gompertz models were set 

to determine which upper limit would yield the best fit performance.  
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For forecast performance, the derived models are used to forecast the last five data 

points of the datasets. In this study, the Mean Absolute Deviation (MAD) and Root 

Mean Square Error (RMSE) are used to measure performance as recommended in the 

literature (Kurawarwala & Matsuo, 1996; Meyer & Ausubel, 1998; Islam & Meade, 

1996). The mathematical representations are shown below: 
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where  is the actual value at time t,  is the estimate at time t, and n is the number 

of observations. These measurements are based on the residuals, which represent the 

distance between real data and predictive data. Consequently, if the values of these 

measures are small, then the fit and prediction performance is acceptable. 

ty tŷ

3.4   The Proposed Model Selection Procedure  

According to previous literatures, this research proposed a decision chart for how 

to select a forecasting model among the simple logistic model, the Gompertz model and 

the time-varying extended logistic model. Figure 5 presents the decision flow for 

selecting the forecasting models. This study assume that the time-varying extended 

logistic model will have the best forecasting result, so it is firstly recommended for 

predicting the technology product life cycle. Extended logistic model can be used to 

forecast the future trend at the early lifecycle stage even when the point of inflection of 

the growth curve has not occurred. Young (1993) suggests that the predictors need to 

study the characteristics of datasets. Therefore, in Figure 5, the first step is to see if the 

cumulative quantity of the technology product can be drawn as an S-shape curve. If an 
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S curve is identified, then the time-varying extended logistic model can be applied, and 

if a convergent result can be reached with the extended logistic model, then the 

prediction process ends. However, since there are more parameters needed to be 

estimated in the time-varying extended logistic model, it may sometimes produce a 

non-convergent result. Thus, due to the characteristics and limitations of the extended 

logistic model, the data which can be plotted as an S-curve with more than fifteen data 

points is strongly recommended when using the extended logistic model. Besides, 

because the time-varying extended logistic model is developed based on S-curve, flat 

curves or curves with obvious jump are not suitable to be forecasted using extended 

logistic model. 

Under the non-convergent condition, predictors can check whether the point of 

inflection of the S-curve has occurred or not. If an inflection point occurred, the 

capacity of the simple logistic and Gompertz models can be estimated, and then these 

two models can be applied. Therefore, researchers can select the simple logistic or the 

Gompertz models based on their understandings of the product and the market. My 

suggestion is that if the researchers think the market has more potential to develop in the 

future, then the Gompertz model is more suitable for that kind of products than the 

simple logistic model since the inflection point of the Gompertz model occurs at 

37.79% of the upper limit, and there will be another 62.21% to grow. For the simple 

logistic model, it is a symmetric model and its point of inflection happens at the half of 

the curve, there will be only 50% potential to grow after the inflection point. Besides, 

when the analytical data is patent document data, the simple logistic model is suggested 

to use since it is the most applied model in the previous patent analysis literatures. 

However, if an inflection point has not occurred, the growth curve methods are not 

suitable for technology forecasting, and other technology forecasting methods, such as 
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Delphi, analogy forecast, trend extrapolation, correlation method, or scenario can be 

tried to use (Martino, 1993). This decision process will be demonstrated with a RFID 

case study presented in next chapter and the forecasting results will be verified with 

industrial experts to see if the proposed procedure has the validity. 

 

 

Start

An S-sharp curve

Extended logistic model

Try other forecasting 
methods, such as Delphi, 
analogy forecast, trend 

extrapolation, correlation 
method, or scenario analysis.

The point of 
inflection has occurred

Simple logistic model or 
Gompertz model

End

Yes

Yes

Yes

No

No

No

Converged results

 

Figure 5  Decision chart for applying forecasting models 
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4. Comparison Results 

 This chapter discusses the comparison results for evaluating the simple logistic, 

the Gompertz, and the time-varying extended logistic models. The fit and forecast 

performances are evaluated by using Mean Absolute Deviation (MAD) and Root Mean 

Square Error (RMSE). A sign test is also performed to show that there are statistically 

significant differences for the comparison results to reach more precise conclusions. 

Finally, suggestions for applying the three models and a decision diagram for model 

selection are presented for future researchers. 

4.1  Comparison of Performances 

Table 3 and Table 4 provide the fit and forecast performance for the penetration 

data set. The evaluation rule is that the smaller the value for MAD and RMSE, the 

better the fit and prediction performance. As shown in the Table 3 and Table 4, the 

time-varying extended logistic model has the best fit and prediction for both long and 

short lifecycle products. Table 5 and Table 6 provide the fit and forecast performance 

for the cumulative sales volume data set. Table 5 shows that time-varying extended 

logistic model has the best fit performance for all products. Table 6 shows that the 

time-varying extended logistic model has the best forecast performance for the majority 

of the products.  

Table 7 summarizes the comparative results of the time-varying extended logistic 

model, the simple logistic and the Gompertz models. The fit and forecast performance 

are compared and ranked using the root mean square error (RMSE) which is widely 

used for measuring the performance (Kurawarwala & Matsuo, 1996; Meyer & Ausubel, 

1998; Cohen, 1995). As can be seen in Table 7 the time-varying extended logistic 

model has the best predictive performance for 13 products among the 18 products for 
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which the model converged. The model has the second best predictive performance for 

4 products, and the worst predictive performance for LCD-TV >30” data. The 

Gompertz model predicts best for 4 product datasets and has the second best forecast 

performance for three models. The simple logistic model only predicts well for the 

LCD-TV >30” data. In summary, the time-varying extended logistic model is 70% 

better in prediction than the other models. 



Table 3  Fitting performance measures for the time-varying extended logistic, Gompertz, and the simple logistic models: penetration rate 
datasets 

Model Index Color 
TV 

Phone Washing 
Machine

ADSL 
L=100%

ADSL 
L=50%

ADSL 
L=30%

Mobile 
Internet 
L=100%

Mobile 
Internet 
L=60%

Mobile 
Internet 
L=50%
* 

Broadban
d network 
L=100% 

Broadband 
network 
L=50% 

Broadband 
network 
L=30% 

MAD 0.0053 0.0063 0.0098 0.0036 0.0057 0.0027  Extended
logistic 

RMSE 0.0071 0.0083 0.0118 0.0043 0.0073 0.0032  

MAD 0.0297 0.0290 0.0192 0.0154 0.0140 0.0102 0.0134 0.0077 0.0059 0.0146 0.0114  0.0075  Gompertz 

RMSE 0.0502 0.0440 0.0290 0.0228 0.0170 0.0119 0.0156 0.0094 0.0076 0.0176 0.0132  0.0084  

MAD 0.0361 0.0323 0.0276 0.0329 0.0274 0.0212 0.0337 0.0256 0.0217 0.0243 0.0075  0.0153  Simple 
logistic  

RMSE 0.0551 0.0453 0.0384 0.0483 0.0372 0.0264 0.0439 0.0304 0.0248 0.0328 0.0084  0.0180  

Note: L: upper limit  

 *The current saturation rate of mobile Internet is over 30% 

 Boldface number means the best performance among three models. 
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Table 4  Forecasting performance measures for the time-varying extended logistic, Gompertz, and the simple logistic models: penetration rate 
datasets 

Models Index Color 
TV 

Phone Washing 
Machine

ADSL 
L=100%

ADSL 
L=50%

ADSL 
L=30%

Mobile 
Internet 
L=100%

Mobile 
Internet 
L=60%

Mobile 
Internet 
L=50%
* 

Broadban
d network 
L=100% 

Broadband 
network 
L=50% 

Broadband 
network 
L=30% 

MAD 0.0025 0.0049 0.0021 0.0140 0.0117 0.0036  Extended
Logistic 

RMSE 0.0026 0.0057 0.0034 0.0147 0.0152 0.0041  

MAD 0.0042 0.0125 0.0095 0.1037 0.0671 0.0345 0.0627 0.0132 0.0146 0.0842 0.0531  0.0237  Gompertz 
model 

RMSE 0.0043 0.0130 0.0100 0.1060 0.0688 0.0352 0.0699 0.0154 0.0166 0.0867 0.0545  0.0243  

MAD 0.0045 0.0171 0.0140 0.2846 0.1688 0.0833 0.2397 0.0991 0.0503 0.1895 0.1185  0.0556  Simple 
Logistic 
model 

RMSE 0.0046 0.0174 0.0143 0.2933 0.1716 0.0839 0.2503 0.1021 0.0518 0.1958 0.1210  0.0562  

Note: L: upper limit  

 *The current saturation rate of mobile Internet is over 30% 

 Boldface number means the best performance among three models. 

 
 
 



Table 5  Fitting performance measures for the time-varying extended logistic, Gompertz, and the simple logistic models: cumulative shipment 
volume data 

Model 
Saturation 

specification 
Index

LCD-
TV

19”LCD 
monitor

CCD 
DC

DC 
>5m

WLAN 
802.11g

Cable 
Modem

Combo 
ODD

Barebone
s 

China 
PAS

Panel 
for TV

LCD-T
V >30” 

VoIP 
IAD 

MAD 51 167 451 161 586 207 435 165 398 147 11 82 Extended 
logistic

 
RMSE 58 212 593 188 772 282 538 184 483 182 15 100 

MAD 192 364 1314 205 3219 1022 2204 1412 12717 430 54 199 5*2007Q2 
volume RMSE 268 434 1542 274 4634 1293 2802 1740 14616 579 82 222 

MAD 141 412 998 297 2026 770 1696 1036 12298 305 70 198 3*2007Q2 
volume RMSE 174 495 1120 440 2637 927 2095 1208 14041 412 104 224 

MAD 134 13488 989 582 2026 354 678 553 2762 401 99 314 

Gompertz

1.5*2007Q2 
volume RMSE 172 15179 1226 954 2510 443 740 655 3357 575 143 386 

MAD 900 1958 3853 2461 14679 2484 4570 3543 14105 2445 65 660 5*2007Q2 
volume RMSE 1767 3925 5931 5439 27124 3656 6438 5080 16670 4943 119 1021 

MAD 823 1803 3487 2238 13007 2259 4076 3170 9084 2231 54 588 3*2007Q2 
volume RMSE 1569 3521 5160 4842 23147 3213 5542 4390 11961 4371 98 875 

MAD 656 1456 2615 1744 9414 1705 2820 2270 6280 1773 29 423 

Simple 
logistic

1.5*2007Q2 
volume RMSE 1148 2635 3440 3562 14974 2187 3478 2817 7605 3182 49 551 

Note: Boldface number means the best performance among three models. 
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Table 6  Forecasting performance measures for the time-varying extended logistic, Gompertz, and the simple logistic models: cumulative 
shipment volume data 

Model 
Saturation 

specification 
Index

LCD-
TV

19”LCD 
monitor

CCD 
DC

DC 
>5m

WLAN 
802.11g

Cable 
Modem

Combo 
ODD

Barebone
s 

China 
PAS

Panel 
for TV

LCD-T
V >30” 

VoIP 
IAD 

MAD 265 6072 923 10068 12030 2253 1878 2040 3115 5217 497 1342 Extended 
logistic

 
RMSE 301 7758 1157 12434 12505 2911 2029 2153 3305 5846 734 1740 

MAD 1820 2372 11176 1813 63530 7910 23077 14504 16194 5076 583 1548 5*2007Q2 
volume RMSE 1913 2706 12062 2303 69259 8238 24689 15519 20024 5433 697 2034 

MAD 280 6805 3223 5194 32902 3396 15549 7971 11017 604 887 302 3*2007Q2 
volume RMSE 360 7814 3452 5582 35553 3419 16541 8421 13492 703 1077 403 

MAD 2707 13488 9608 14066 11484 4205 2651 3031 14329 6885 1364 2069 

Gompertz

1.5*2007Q2 
volume RMSE 3116 15179 10662 15342 12692 5052 2764 3530 14703 7865 1668 2426 

MAD 26450 64846 70320 104201 365213 36609 61892 53560 43670 78644 2433 11727 5*2007Q2 
volume RMSE 29106 72596 76969 116523 396302 39564 66579 58014 51122 86272 3142 14568 

MAD 17740 44268 50134 68273 241342 26680 44945 38728 78007 51581 1643 8250 3*2007Q2 
volume RMSE 18836 47682 53567 73370 254235 28212 47516 41109 81173 54536 2060 10020 

MAD 6734 16090 16953 25192 86925 9222 16668 13437 29775 19611 295 2516 

Simple 
logistic

1.5*2007Q2 
volume RMSE 6786 16182 17113 25473 87717 9271 17002 13582 30183 19761 356 2881 

Note: Boldface number means the best performance among three models. 
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Table 7  Fitting and forecasting performance ranks of the extended logistic, Gompertz, 
and the simple logistic models 

Fitting Forecasting 
Product Extended 

logistic
Gompertz

Simple 
logistic

Extended 
logistic 

Gompertz 
Simple 
logistic

Color TV 1 2 3 1 2 3 

Phone 1 2 3 1 2 3 

Washing Machine 1 2 3 1 2 3 

ADSL 1 2 3 1 2 3 

Mobile Internet 1 2 3 1 2 3 

Broadband network 1 3 2 1 2 3 

LCD-TV 1 2 3 1 2 3 

19”LCD monitor 1 2 3 2 1 3 

CCD DC 1 2 3 1 2 3 

DC >5m 1 2 3 2 1 3 

WLAN (802.11g) 1 2 3 1 2 3 

Cable Modem 1 2 3 1 2 3 

Combo ODD 1 2 3 1 2 3 

Barebones 1 2 3 1 2 3 

China PAS  1 2 3 1 2 3 

LCD panel for TV 1 2 3 2 1 3 

LCD-TV >30” 1 3 2 3 2 1 

VoIP IAD 1 2 3 2 1 3 

Note: 1 means the model with the lowest RMSE and best performance  

 For the Gompertz and the simple logistic models, the capacity with the lowest RMSE is compared. 
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4.2   Test of the Comparison Results 

In order to test whether the root mean square error of the time-varying extended 

logistic (RMSEei) is smaller than error of the simple logistic (RMSEsi) and Gompertz 

(RMSEgi) models, we first calculate the statistics RMSEei-RMSEsi and 

RMSEei-RMSEgi. Then these statistics are used to test the null hypotheses that 

RMSEei=RMSEsi (H0a) and RMSEei=RMSEgi (H0b) using one-tail sign test. The 

reason why the one-tail sign test is chosen is because the distribution of RMSE is 

unknown and the sample size is small, so a nonparametric test is used. A sign test only 

needs a count of the number of sample value exceeding a defined constant which is 

equal to zero in this case (Sprent & Smeeton, 2007). 

Table 8 presents the P-values for the fit and forecast performance between the 

time-varying extended logistic model, the simple logistic model and the Gompertz 

model. As shown in Table 8, all P-values of sign test are smaller than 0.05, which 

means there are statistically significant differences among the three models at the 95% 

level. Further, the time-varying extended logistic model outperforms than the simple 

logistic and Gompertz models in both fit and forecast performance. 



Table 8  The P-value of sign test 
  Fitting performance Forecasting performance
H0a: RMSEei=RMSEsi 
H1a: RMSEei<RMSEsi 

0.0000*** 0.0001*** 

H0b: RMSEei=RMSEgi 
H1b: RMSEei<RMSEgi 

0.0000*** 0.0482*** 

 Note: The equation for P-value of one-tail sign test can be expressed as: 
  P-value of sign test=  ( )∑

+

=
⎟⎟
⎠

⎞
⎜⎜
⎝
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  Where  

  S+= the number of RMSEei> RMSEsi (or RMSEgi) 

  n’= the number of (n-S0) 

n= sample size 

S0= the number of RMSEei= RMSEsi (or RMSEgi) 

RMSEei= the RMSE value of time- varying extended logistic model 

RMSEsi: the RMSE value of the simple logistic model 

RMSEgi: the RMSE value of the Gompertz model 

  ***: 95% significant level 
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4.3  Suggestions for Applying Forecasting Models 

Based on the comparison and sign test results, the time-varying extended logistic 

model statistically significant outperforms than the simple logistic and Gompertz 

models. Since the time-varying extended logistic model uses more parameters to 

capture the trend of products, the fit and forecast performance are improved. This 

research used 22 product datasets to test the performance of the simple logistic, the 

Gompertz and the time-varying extended logistic model. However, the datasets for LCD 

panel for notebooks, color-65k mobile phones, servers, and VoIP routers, would not 

converge when using the time-varying extended logistic model to estimate the 

coefficients. A similar situation was reported by Meade and Islam (1998). Their 

research used 25 telecommunications market datasets to compare the performance of 

seventeen growth curve models. For their study, half of the datasets would not converge 

when estimating the coefficients of models. Our study showed four products would not 

converge among 22 products yielding a proportion less than 20%. Therefore, our 

convergence results are consistent with earlier research. 

The four products with data that would not converge provide some insight. These 

datasets are linear and the curve for the color-65k mobile phone has an obvious jump 

(Figure 4). Meade and Islam’s (1995) research used telephone data from Sweden to 

compare the simple logistic, extended logistic, and the local logistic models. They 

concluded that the extended logistic model had the worst performance. Although the 

setting of the extended logistic model is different with this research, Meade & Islam’s 

study serves as a useful example. The growth curve of the Swedish telephone data set is 

linear. Therefore, the time-varying extended logistic model should not have been used. 

If forecasters wish to apply the time-varying extended logistic model, then they should 
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confirm that the data has an S-shape prior to the forecast. 

When using the simple logistic and Gompertz models, the upper limit (L) must be 

set and then a linear transformation method is applied to calculate parameters using 

equation (2) and (4). Since only two parameters are estimated, it is easy for the models 

to converge. However, since the upper limit of the time-varying extended logistic model 

is dynamic with time, more parameters are needed to capture the trace. Therefore, the 

linear transformation method used in the simple logistic and Gompertz models cannot 

be used to estimate the parameters and a nonlinear estimation method must be used. For 

the cumulative sales volume dataset, five parameters are estimated using nine to thirteen 

data points which causes an increase in non-convergence for the extended logistics 

model. Therefore, this research suggests there should be at least fifteen data points in a 

database to apply the time-varying extended logistic model to reduce the probability of 

non-convergence.  

The problem of the simple logistic and the Gompertz models is because they are 

limited by the characteristic and the shape of the growth curve. For example, the simple 

logistic curve is symmetric about the point of inflection, so if the current data points 

have not reach the point of inflection of the growth curve, then the upper limit can not 

be estimated and the simple logistic does not predict well. The Gompertz curve is an 

asymmetric S-curve and the Gompertz model reaches the inflection point before the 

market penetration has reached half the upper limit (Meade &Islam, 1998). Thus, the 

Gompertz model may be more suitable for certain types of short lifecycle products than 

the simple logistic model. As shown in Table 4 and Table 6, the different capacity 

setting will lead to different forecasting results, and the wrong capacity will lead to an 

error in prediction. If industrial policy or enterprise decisions are made based on a 

model using the wrong upper limit, a serious forecast error can be made. However, if 
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the point of inflection of the growth curve has occurred, the maximum value can be 

estimated based on the characteristics of the simple logistic and the Gompertz models 

and then these two models can also be good forecasting models. Based on the 

discussions, a comparison for the pros and cons of the three models applied in this 

research is presented in Table 9. Table 9 also outlines the model setting, characteristics, 

and the timing for applying the three models.  

 

 



Table 9  The comparison of the time-varying extended logistic, Gompertz, and the simple logistic models 
 

 Extended logistic model Simple logistic model Gompertz model 

Model setting ( )
bt
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=
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btae
t Ley
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Characteristics 

 The upper limit is dynamic with 
time 

 Symmetric about the point of 
inflection 

 The point of inflection occurs at 
half of the upper limit 

 Asymmetric about the point of 
inflection 

 The point of inflection occurs at 
37.79% of the upper limit 

Pros 

 A time-varying upper limit 

 Suitable for predicting both long 
and short lifecycle products at 
early stage 

 Only two parameters to estimate, 
so it is easy to apply 

 Suitable for long historical data 

 Only two parameters to estimate, 
so it is easy to apply 

 Suitable for long historical data 

Cons 
 Can be used to the data with an 

S-shape curve 

 More parameters needed 

 Need a clear upper limit setting 
before forecasting 

 

 Need a clear upper limit setting 
before forecasting 

 

When to apply 

 The point of inflection has not 
occurred and the dataset has more 
than fifteen data points 

 An S-shape curve (no obvious 
jumps or a flat curve) 

 The extended logistic model 
cannot reach convergent results 

 The point of inflection occurred 

 The extended logistic model 
cannot reach convergent results 

 The point of inflection occurred 

Note  Can shorten the time interval of 
data to create more data points 
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5. Case Study of China Radio Frequency Identification Patent 

Analysis 

After evaluating the predicting performances of the time-varying extended logistic, 

the simple logistic and Gompertz models, a decision diagram for selecting the 

forecasting models has been validated. Although the decision diagram is tested with 

product lifecycle, the growth curve models can be applied to forecast both product 

lifecycle and technology lifecycle according to Nieto, Lopez, and Cruz (1998). 

Moreover, patent can serve as important indictors for technology development and can 

be used to explore the technology lifecycle (Ernest, 1997). Therefore, this chapter takes 

China patent applications for Radio Frequency Identification (RFID) as a case study to 

demonstrate how to apply this decision diagram to choosing a suitable model. Besides, 

this case will also explain how to apply a forecasting model to map the future trend of 

the technology. Section 5.1 introduces the background of RFID industry first and 

section 5.2 describes patent technology forecasting and the model selection procedure. 

Section 5.3 presents the results of China RFID patent analysis and section 5.4 provides 

the future development of China RFID industry. 

5.1   RFID Industry Introduction 

Radio Frequency Identification (RFID) tags are small silicon microchips (often 

less than one centimeter) designed as wireless identification systems to store and 

broadcast information while tracking things or people. RFID tags equipped with an 

antenna send information to readers which can be placed hundreds of meters away. 

RFID technology has a wide range of applications including retail inventory 

management, drug security, customer service, national defense, and health care (Want, 

2006). RFID greatly reduces management and labor cost and enhances the efficiency 

－ 44 －



and security of business processes by adding a “voice” to the objects it is attached to. 

The barcode is being replaced by RFID technology and this substitution has increased 

the demand for related market applications, products, and services. 

Since RFID automatically broadcasts signals, it facilitates a myriad of processes 

such as inventory control, delivery, pricing, product recall, and real time accounting 

(Taghaboni-Dutta, & Velthouse, 2005). Thus, the retail and logistics industries have 

accepted RFID technology as an important means to monitor, manage, and control 

business processes (Walton, 2005). For example, BEA Systems (2006) predicted that 

Wal-mart would save up to US$8.35 billion per year after building RFID capabilities 

into their supply chain. IDTeckEx reported that the global market scale for RFID 

products and systems was US $4.93 billion in 2007 and US $5.29 billion in 2008. The 

products and systems include tags, readers, software and services for RFID cards, labels, 

and chips. ABI Research (2008) estimates that global RFID expenditures will exceed 

US $8.49 billion in 2012 with the Asia-Pacific region to become the largest user of 

RFID tags. Clampitt (2005) also claims that China will be the largest potential RFID 

market of the world. Figure 6 shows the RFID global market distribution in 2008 with 

China and the US leading the other countries in this technology.  

Other, 5.34

Australia, 1.26

Latin America, 3

Germany, 3

Korea, 4

U.K., 4
Japan, 6

U.S., 13

China, 13

China
U.S.
Japan
U.K.
Korea
Germany
Latin America
Australia
Other

 

Figure 6  RFID global market distribution in 2008  
(by country, billion U.S. dollars) 
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In 2008, China’s Gross Domestic Product experienced a growth of 9% (Ma, 2009) 

and was the global leader in receiving foreign direct investment (Hussain & Fernandez, 

2005). China is widely recognized as an important player in this high-tech industry 

(Radjou, 2005), requiring the investors to better understand the marketplace and players 

before committing investments. China RFID technology was first deployed in the 

transportation industry and included rail car and freight container identification systems, 

entrance guard systems, parking lot control systems, and highway toll systems. 

Research by Wu et al. (2007) showed that the efficiency of global supply chain and the 

domestic logistics infrastructure and manufacturing operations would increase if 

China’s manufacturers placed more RFID tags on pallets and cases. Figure 7 illustrates 

the scale of China’s RFID market for the years 2006 to 2008 and forecasts the sales 

volume for the years 2009 to 2011. 

In this case study, patent content analysis is applied to the patent data from the 

State Intellectual Property Office of the People’s Republic of China (SIPO) to better 

understand China’s RFID industry development and trends. 
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Data Source: ICT Country Report, MIC, July 2008. 

Figure 7  2006-2011 RFID market scale of China 

5.2   Patent Technology Forecasting  

Patents contain detailed specifications used to define and protect the legal use 

boundaries of an invention. Through patent analysis, companies can monitor the 

development of a technology and evaluate the position of potential competitors in the 

market. Since patents provide exclusive rights and legal protection for inventors, patents 

play an important role in the development and fair diffusion of technology. This case 

study uses patent content analysis to map the current RFID technology development 

trends in China. The methodology first clusters patent documents into homogenous 

groups and then applies a technology forecasting model to evaluate possible market 

opportunities for new patent research and development. 

5.2.1 Technology and patent document clustering  

Clustering is widely used for text mining, pattern recognition, webpage analysis, 
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and marketing analysis (Berkhin, 2002; Chen et al., 2005). Clustering is used to separate 

a heterogeneous population into a number of homogeneous subgroups without 

predefined classes (Berry & Linoff, 1997). The purpose of clustering is to select 

elements that are as similar as possible within groups but as different as possible 

between groups. Groups are clustered based on entities’ similarity according to 

specified variables and the meanings of clusters depend on the context of the analysis. 

In this research, the clustering technique proposed by Hsu (2006) has been used to 

extract clusters from China RFID patent documents. The process includes data 

preprocessing and key phrase extraction, key phrase correlation measure, patent 

technology clustering and patent document clustering. Since Hsu used English patent 

documents, some of the processes are modified to accommodate Chinese language 

patent analysis. 

Step 1: Data preprocessing and key phrase extraction  

Patent document key phrase extraction requires preprocessing the patent 

documents into a standard format. The standard format is created by removing the 

spaces between words and phrases. Then, word processing software is used to count the 

frequencies of words and phrases. Ontology serves as the specification of related 

concepts used to extract meaningful words and phrases from the patent document. Since 

the ontology is domain specific, experts must define the key words and phrases related 

to the patent concepts. Then, the concept related key words and phrases of the patent 

document are extracted for analysis. The frequency of these key words and phrases are 

used as input for patent technology clustering.  

The RFID ontology tree for this research is a modification of the tree originally 

defined by Pitzek (2005). Since the RFID patent documents downloaded from SIPO use 

simplified Chinese characters, the 46 English phrases of the original ontology were 
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translated into Chinese. Figure 8 shows the ontology, and the simplified and traditional 

Chinese character translations for the Chinese language RFID ontology tree are 

presented in Appendix 3. 

portable  
inventory wired 

interaction connectorasset tracking RFID application 
device wireless personal tracking 

tracking  
RFID device animal tracking memory 

 
Source: modification from Pitzek (2005) 

Figure 8  RFID technology ontology tree 

 

Step 2:  Key phrase correlation measures 

The key phrase extraction generates a list of important phrases from each patent 

document which is then used to form logical link between ideas and methodologies. 

Hsu (2006) and Hsu et al.’s (2006) algorithm uses four stages for key phrases analysis. 

First, the patent document is transformed into a key phrases vector by analyzing the 
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frequency of the key words and phrases. Second, by eliminating redundant phrases, the 

key phrase frequency vector is derived. Third, the correlation values between key 

phrases are computed as shown in Formula (12). Finally, the number of different key 

phrases occurring in the document is used to derive the correlation coefficients as 

shown in Table 10. 
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where  is the total number of documents and  is the number of key 

phrase I occurring in document  

DN liX ,

lD

Table 10  Key phrases correlation matrix 

 KP1 KP2 KP3 … KPn

KP1 R1,1 R1,2 R1,3 .. …

KP2 R2,1 R2,2 … … …

KP3 R3,1 … … … …

… … … … … …

… … … … … …

KPn … … … … …

 

Step 3: Patent technology clustering  

Once the key phrase correlation matrix is derived, it is used for patent technology 

clustering. The key phrase correlation matrix is the input for the clustering algorithm 

and represents the technology contained in the patent documents. By applying the key 

phrases correlation matrix as input, the K-means algorithm generates patent technology 

clusters. Patent technology clusters provide insight into the relationships between 
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patents.  

Step 4: Patent document clustering  

Patent document clustering, unlike technology clustering which clusters 

technology represented by key phrases, splits many documents into groups according to 

the similarity between documents. Using the K-means algorithm, the technology 

clusters which are generated from the correlation matrices are then used as the key 

variables to cluster patent documents. As shown in Table 11, the matrix is constructed 

as an input for patent document clustering. Patent document clustering derives the 

internal relationship based on the key aspects of the technologies and groups patents 

that are within the same technology field. In addition to generating the characteristic of 

each patent document cluster, the frequency of each key phrase (KP) appearing in each 

patent cluster is calculated as shown in Table 12. The KPn is the representative phrase 

of the patent cluster TCM if FnM is the largest frequency in TCM. For example, if F12 is 

the largest frequency among TC1 to TCM, then KP1 is the representative phrase of TC2.  

Table 11  The matrix of patent documents with M patent clusters 
  Patent 1 Patent 2 Patent 3 … Patent N 

TC1 N11 N12 N13 … N1N 

TC2 N21 N22 N23 … N2N 

TC3 N31 N32 N33 … N3N 

. . . . … . 

. . . . … . 

TC M NM1 NM2 NM3 … NMN 

Notation: 
( )

∑
=

=
iKPN

m
mij KPFN

1

, where ( )iKPN  is the number of 

key phrases (belonging to technology cluster i) that 
are included in patent j and  is the 
frequency of the key phrase m (belonging to 
technology cluster i) of the document j. TC M: Total 
Patent cluster M. 

mKPF
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Table 12  The frequency of key phrase in M patent clusters 
  TC 1 TC 2 TC 3 … TC M 

KP1 F11 F12 F13 … F1M 

KP 2 F21 F22 F23 … F2M 

KP 3 F31 F32 F33 … F3M 

. . . . … . 

. . . . … . 

KP n Fn1 Fn2 Fn3 … FnM 

 

5.2.2 Patent technology forecasting 

Patents are important indicators that can be used to explore technological trends 

and development (Campell, 1983; Ernst, 1997; Anderson, 1999). Ernest (1997) states 

that patent applications are easily retrieved and can measure the impact of R&D 

activities. Anderson (1999) suggests that the accumulations of patents are useful for 

measuring technology trends and reflect the diffusion of the technology. Therefore, in 

this case study, cumulative patent applications are used for forecasting future RFID 

technology development trends. Patent application volume reveals the maturity of a new 

technology and can be viewed as shared knowledge. If the volume of patent 

applications is growing, then there are many resources creating the technology and the 

innovation. In such cases the technology may soon reach its peak. On the other hand, if 

the volume of applications is declining, then the technology may be is in the processes 

of being substituted by a new technology and thus entering the decline stage of the 

technology life cycle. Using forecasting models, one can forecast how many patent 

applications will be submitted in the future. 

The most common technology forecasting model is the S-curve which is used to 

model product life cycles (Levary & Han, 1995; Meade & Islem, 1995; Meade & Islem, 
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1998; Meyer & Ausubel, 1999). In this thesis, a decision diagram of selecting predicting 

model among the time-varying extended logistic, the simple logistic and Gompertz 

models is presented. Based on the decision diagram proposed in Figure 5, the step one is 

to check if the cumulative volume of patent application can be plotted as an S-curve. If 

so, the time-varying extended logistic model will be firstly applied to forecast the future 

trend of China RFID patent applications. If the data points are enough to produce a 

convergent result with the time-varying extended logistic model, the procedure is end. 

However, if a convergence results could not be reached, then we have to check whether 

the point of inflection has occurred or not. If the inflection point appears, then the 

simple logistic or the Gompertz models can be selected based on the researchers’ 

understands about the market. In this case study, cumulative patent application volume 

is modeled as an S-curve with a point of inflection. Therefore, all the three forecasting 

models can be applied in this case study. For the simple logistic and Gompertz models, 

once the possible ceiling value of cumulative applications (L) is determined, the stage 

of the technology life cycle is estimated and time when the saturation of the technology 

will occur is computed. 

5.2.3 Technology life cycle analysis 

Patent activities can be used to interpret the technological stage of an industry. 

Ernst (1997) suggests that the cumulative patent applications for a particular technology 

over time can be plotted as S-shape curve to represent its technology life cycle. The 

technology life cycle has four stages including introduction, growth, maturity and 

saturation (Ernst, 1997). During the introduction stage, there is little growth in the 

number of patent applications. The growth stage, on the other hand, is characterized by 

exponential growth. As the patent application rate declines, the mature stage is entered. 

The saturation stage indicates limited growth with few patent applications. Anderson 
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(1999) used simple logistic models to plot the technology lifecycle and uses different 

cyclical points to calculate the duration of the four stages of the life cycle. After the 

upper limit L is estimated using the forecasting model, and then the technology’s life 

cycle stage is determined. For the simple logistic model, Meyer, Yung and Ausubel 

(1999) propose that the range from 10% to 90% of the limit L represents the growth 

stage. Additionally, Ernest (1997) defines the maturity stage beginning from the 

inflection point, or 50% of the upper limit, for a simple logistic curve.  

In this case study, the 10%, 50%, and 90% of the limit L are used to define the 

three cyclical points for classifying the four stages of the technology life cycle. Thus, if 

y(T) represents the cumulative patent applications at time T, L is the maximum value of 

y(T). Then, y(T)/L<10%, 10% y(T)/L<50%, 50% y(T)/L<≦ ≦ 90%, and 90% y(T)/L≦ , 

mark the range for technology in introduction, growth, maturity, and saturation stages 

respectively. 
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5.3   China RFID Patent Analysis 

In order to understand the development of RFID technology in China, the patent 

database maintained by the State Intellectual Property Office of the People’s Republic 

of China (SIPO) was used. The SIPO database covers all patent information filed in 

China since September, 1985. The SIPO database does not provide a function to search 

for key phrases among full text patent documents. Patents can only be searched using 

attributes set by the SIPO database. The search attributes are limited to the patent title, 

abstract, the application number, the application date, publication number, publication 

date, international classification, name of the applicant(s), inventor’s name, priority, 

patent cooperation treaty (PCT), grant publication date, attorney and agent, and the 

address of the applicant. Since the database does not allow a key phrase search among 

the full text of the Chinese document, the search and analysis is limited to the electronic 

text contained in the abstract. Thus, the patents abstracts from 1995 to 2008 with either 

the key phrases of “RFID” or “Radio Frequency Identification” were downloaded and 

archived for analysis.  

Figure 9 shows the patent counts and cumulative number of RFID patent 

applications generated from the SIPO patent database from the earliest filings until the 

year 2008. 
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Figure 9  Number of RFID patent applications per year in SIPO database  

 

 The patent abstracts are written in simplified Chinese so a modified ontology tree 

with 46 translated key phrases was used to extract key words and phrases. Since the 

Chinese translation of five key phrases; wired device (无线装置), passive tag (被动式

标签), directivity (方向系数), personal tracking(个人跟踪), and animal tracking (动物

追踪) do not appear in any patent abstracts, only 41 key phrases are used for our 

analysis. After key phrases extraction, the correlation matrix was derived as shown in 

Table 13. 

The key phrase correlation matrix is used for patent technology clustering. In this 

step, patent technology clusters are computed using the K-means clustering method. 

The 41 key phrases are clustered into six technology clusters. Figure 10 presents the six 

clusters and the key phrases of each cluster.  
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Table 13  Key phrase correlation matrix (partial) 
  device connector wireless reader memory tag active standard

device 1.0000 -0.0125 0.0175 -0.0172 0.0284 -0.0465 -0.0161 -0.0104 
connector -0.0125 1.0000 -0.0093 0.0202 -0.0053 0.0136 -0.0021 -0.0083 
wireless 0.0175 -0.0093 1.0000 0.0036 -0.0080 -0.0058 0.0049 0.0037 
reader -0.0172 0.0202 0.0036 1.0000 -0.0237 0.1384 0.0066 0.0141 

memory 0.0284 -0.0053 -0.0080 -0.0237 1.0000 0.0273 -0.0033 0.0074 
tag -0.0465 0.0136 -0.0058 0.1384 0.0273 1.0000 0.0764 -0.0255 

active -0.0161 -0.0021 0.0049 0.0066 -0.0033 0.0764 1.0000 -0.0053 
standard -0.0104 -0.0083 0.0037 0.0141 0.0074 -0.0255 -0.0053 1.0000 
 

Patent document clustering is a method that classifies patents based on the 

similarity of the technologies. Patents with similar technologies fall into the same 

clusters which enables researchers to readily analyze the characteristics or features of 

the patent documents within the cluster. By comparing the frequency of each key phrase 

appearing in the patent document cluster, the representative phrases of each document 

clusters can be generated. As shown in Table 14, six clusters are classified from the 

patent documents and the representative phrases of each cluster are shown in Table 14. 

The clustering results are then used to forecast the future trends of the clusters. 

According to decision diagram as Figure 5, the time-varying extended logistic model 

was first applied to forecast the future trend of China RFID patent applications, 

however, a convergence results could not be researched. Besides, although there are 

only fourteen data points for China RFID patent dataset, the point of inflection of the 

growth curve is revealed. Therefore, based on the model usage criteria concluded in 

Figure 5 and suggestions by literature, this study applies the simple logistic model to 

predict the development of China RFID patent applications. The simple logistic model 

is a widely used S-curve forecasting model (Boretos, 2007; Bengisu & Nekhili, 2006; 

Lackman, 1993; Morrison, 1996). The most important characteristic of the simple 
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logistic model is its symmetry about the point of inflection. Therefore, if the point of 

inflection of an S-curve has occurred, then it is easy to forecast the remaining trend. 

The growth curves of the six clusters are depicted in Figure 11. Using the simple 

logistic model, the trajectory of the Chinese RFID patents and the maximum cumulative 

RFID patent applications (upper limit) are estimated. The data are then used to 

determine the stage of cluster’s technology life cycle as shown in Table 15.  
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Figure 10  Technology clusters for RFID 
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Table 14  The patent document clustering result  

Clusters 
Number Cluster Features Representative Phrases 

The number 
of Patent in 
the cluster 

1 RFID concepts and 
application 

tag, security, interaction, item, 
distribution, active, value, access, 
tolerance 

217 

2 
Wireless 
communication 
device 

device, wireless, communication, 
identification, portable, band, parts 134 

3 RFID architecture reader, protocol, processor, standard 73 

4 Frequency band 
and wave frequency band, wave 54 

5 RFID tracking 
implementation 

RFID application, tracking, asset 
tracking, inventory, creature, person, 
animal, memory, unit, gain, encoding, 
plant 

686 

6 RFID transmission 
apparatus 

antenna, circuit, connector, direction, 
frequency, impedance, range 225 

 

Table 15  The forecasting results 

 
Patent 

Applications 
(1995-2007)* 

Estimated 
Maximum Patent 

Applications 

Year of 
upper limit 

Share of 
upper 
limit 

Stage of 
technology life 

cycle 
Cluster 1 201 279 2018 72.04% Mature 
Cluster 2 128 142 2013 90.14% Saturated 
Cluster 3 70 90 2016 77.78% Mature 
Cluster 4 48 73 2018 65.75% Early Maturity
Cluster 5 644 927 2021 69.47% Mature 
Cluster 6 193 240 2018 80.42% Mature 

Total 1284 1734 2020 74.05% Mature 
*: Since SIPO only published the patent applications applied before August, 31, 2008 when 
retrieving; only applications from 1995 to 2007 are used for forecasting.  
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5.4   The Development of China’s RFID Industry 

To interpret the current and future trends of RFID development in China, the data 

was further analyzed. The first cluster, RFID concepts and applications, contains the 

fundamental RFID technologies, including the concepts of developing a tag and the 

interaction system. Some basic functions of RFID, such as security and distribution are 

also included in this cluster. The patents in this cluster provide innovations for 

providing improvements such as the modification to RFID tags and security system to 

increase the safety in using RFID tags. One purpose of this case study is to determine if 

there are RFID technology gaps that can be exploited for further R&D. From the 

technology life cycle analysis (Table 15), the first cluster appears to be in the maturity 

stage and the number of patent applications is forecasted to reach its upper limit (279) in 

2018. 

The second cluster, wireless communication devices, introduces techniques for tag 

identification and includes RFID wireless transmission technologies. Communication 

devices are the main focus of this cluster and many patents describe the wireless signal 

transmission technologies, and the communication of different kinds of messages. For 

example, there is a patent in this cluster which utilizes an RFID tag in an IC card to 

automatically send messages to other electronic devices. The life cycle analysis shows 

the second cluster to be in the saturation stage with a predicted 90% share of upper limit 

to be reached in the year 2013. This cluster is the only cluster in the saturation stage. 

Cluster number 3, RFID architecture, contains key phrases like “reader,” 

“protocol,” “processor” and “standard” and these terms describe the essential 

architecture of RFID. The patents in this cluster focus on how to improve the functions 

of RFID readers or protocols and increase the efficiency of RFID operations. For 
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example, a patent in this cluster describes a method and protocol to communicate 

between different RFID readers and simultaneously transmit data. The ability to 

strengthen the processors for RFID readers is also mentioned in this cluster. As shown 

in Table 15, the current share of RFID patent applications is at 78%, which means this 

cluster has entered the mature stage and will reach an upper limit (90 applications) in 

2016.  

The fourth cluster contains patents relating to frequency bands and waves. 

Frequency bands and waves are the means by which RFID systems transmit data. 

Different waveforms use different transmission methods and carry different amounts of 

data with different efficiencies. Therefore, methods to improve wave patterns are a 

crucial R&D direction. Noting that this cluster has the fewest patent applications and a 

continuing growth rate shown in Figure 11, there is good potential for the development 

of related technology. As shown in Table 15, this cluster has only reached 66% of its 

upper limit and the life cycle is in the early part of the mature stage. Therefore, 

inventors and investors should analyze potential opportunities in this cluster.  

The fifth cluster represents the implementation and applications of RFID related 

technologies used for tracking. There are more patents in this cluster (686) than any 

other cluster. The technologies developed within this cluster contain technologies 

needed in monitoring and tracking of inventories, people and animal. The patented 

technologies in this cluster define how RFID technology can be implemented in the 

public transportation system, mobile phones, community security systems and animal 

tracking systems. This cluster includes patents from the earliest application period (i.e. 

1995), is in the mature stage, and is forecasted to reach its upper limit in 2021 (Table 

15).  

Finally, cluster number 6, RFID transmission apparatus, defines the framework and 
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architecture for RFID transmission apparatus and systems. Most patents in this cluster 

are related to the antenna, circuits and connectors which improve the functions of RFID. 

Some device innovations for data transmission and the activation range are introduced 

in this cluster. As shown in Table 15, the sixth cluster has entered the mature stage of 

the technology life cycle with 80% share of its upper limit. This cluster is predicted to 

reach saturation in the year 2018.  
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Figure 11  China RFID patents application and cumulative patent number  
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In summary, the results show that RFID wireless communication devices have 

entered the saturation stage and the technology in this cluster is mature with little room 

for development. Four clusters: RFID concepts and applications, RFID architecture, 

RFID tracking implementation, and RFID transmission apparatus, have also entered the 

maturity stage. One clusters, RFID frequency and waves is still in the early growth 

stage with the most potential for further development. The RFID operating frequencies 

are generally organized into four main frequency bands including low frequency (LF), 

high frequency (HF), ultra high frequency (UHF) and microwave (Ward & Kranenburg, 

2006). Higher frequencies cover longer ranges and have higher data transfer rates and 

offer better security. RFID can be further applied in tracking and managing living things 

(e.g., medical care) and there is a growing need for RFID systems that can better utilize 

high frequency bands for communication. 

Patent management strategy should be planned according to the technology life 

cycle (Liu, 2000). Therefore, for those RFID manufacturers in RFID frequency and 

waves area, modifying the core technology and searching for more applications is a 

critical objective for them. For those in RFID wireless communication devices subarea, 

they should not to invest in this area and start to create a new technology to replace the 

old technology, and the old technology patents can be resold or licensed as needed. As 

for the RFID manufacturers in other four subareas, since they are in the maturity stage, 

patent applicants should avoid invading other’s patent intellectual property and 

innovators should seek the cooperation of the other applicants (i.e. formation of 

alliances). 

Based on the forecasting model used in this case study and given the rate of 

applications filed in China, it appears that the China RFID patent applications will reach 

an upper limit of 1734 in the year 2020. Although there will likely be another ten years 
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of growth and innovation, each subarea does not have the same potential for 

development. Using the patent clustering and forecasting methods, the most promising 

niche to invest in appears to be the improvement of the RFID frequencies and waves, a 

technology development area that will yield more reliable RFID systems and 

applications.  
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6. Conclusion and Discussion  

6.1   Conclusion 

This study compares the fit and prediction performance of the simple logistic, 

Gompertz, and the time-varying extended logistic models for 22 electronic products, 

proposes a decision process for selecting forecasting models, and demonstrates a case 

study to predict the future trajectory of RFID industry using the proposed procedure. 

Since the simple logistic and Gompertz curves require the correct upper limit settings 

for accurate market growth rate predictions, these two models may not be suitable for 

short product lifecycles with limited data. Therefore, to solve this problem, the 

time-varying extended logistic model was tested. Since the time-varying extended 

logistic model estimates the time-varying capacity from the data, it tends to perform 

better for both long and short lifecycle products if the data are not linear. The results 

show that the time-varying extended logistic model statistically significant outperforms 

the simple logistic and the Gompertz models in most of product datasets where the data 

has the beginnings of an S-shape. 

A decision diagram is proposed after comparing the three models to help select a 

suitable forecasting model among the three models. Although the time-varying extended 

logistic model has better prediction performance, its advantage of having more 

parameters is also a limitation for it. Since the time-varying extended logistic model 

have more parameters to capture the dynamic upper limit, it sometimes will produce 

non-convergence results. For avoiding this problem, this research recommends that 

there should be at least fifteen data points in the database for applying the time-varying 

extended logistic model. However, if a non-convergence result happened using the 

time-varying extended logistic model but the point of inflection of the curve has 
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occurred, then the simple logistic or Gompertz models can be alternative forecasting 

models. The simple logistic model is a symmetric model about its point of inflection 

and this means the upper limit will be twice the volume occurring at the inflection point. 

For the Gompertz model, although it is an asymmetric model, the point of inflection 

occurs at 37.79% of the upper limit and the upper limit can then be calculated when the 

inflection point is found. Therefore, if the inflection point has occurred, then the simple 

logistic model and the Gompertz model can be used to forecast. Moreover, if a 

forecaster perceives there will be a larger market potential, the Gompertz model may be 

a suitable alternative forecasting model. Thus, a forecaster needs to master the market 

situation to select a suitable prediction tool. This research also presents a case study of 

China RFID patent analysis to demonstrate the process of applying forecasting models. 

The forecasting results show that the China RFID patent applications will reach an 

upper limit of 1734 in the year 2020. A subarea, RFID frequency and waves, has the 

most potential for future development rather than other subareas and the results has 

been confirmed with industrial experts. Therefore, the forecasting process proposed by 

this research has the validity.  

In product lifecycle management, different strategies need to be deployed to adapt 

different lifecycle stages. This research recommends several strategies which can be 

applied in PLC management based on the works of Chen, Liu, and Tzeng (2000) and 

Kotler, Keller, Ang, Leong, and Tan (2006). Table 16 generated and tablets the 

marketing, R&D, innovation, and patent strategies of different product lifecycle stages. 

Take the RFID case study as an example. From the previous forecasts results, the 

whole China RFID industry is current in the mature lifecycle stage. However, the RFID 

industry can be classified into six subareas and different subareas have different 

development trajectories. Most subareas are in mature stage while wireless 
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communication device (cluster 2) is in saturation stage. Therefore, the strategies for 

mature and saturation stages should be different. In mature stage, the basic 

characteristic is a peak growth. Sixty eight percent of the customers, called majority, 

adopt the product or technology in this stage. The competition is fiercer and the 

development of the product or technologies is mature, therefore, the marketing objective 

in maturity stage is to maximize profit while defending market share. Thus, to provide 

distinguished product form other competitors, RFID manufacturers need to diversify 

their products which can satisfy different potential customers’ demand, stress brand 

difference and benefits, set the price to match or beat competitors’, and build more 

intensive distribution. Moreover, a customer-orientated R&D strategy is needed to 

improve or design a RFID product or technology which can attract more customers. 

Therefore, marketers and researchers can apply quality function deployment (QFD) 

method, a customer-centric market research method, to investigate the product features 

that the potential customers like. Besides, since customers will put more emphasis on 

the quality, RFID manufacturers should stable and standardize their products by 

improving their production process and robust design. In maturity stage, the existing 

manufacturers have developed and owned many patents related to the products, so if 

new functions or designs will be added on the product or technology, patent search is 

strongly recommended before production. Patent licensing then may be needed when 

offending other inventor’s intelligence property.  

As for saturation stage, its characteristic is that the growth begins to slow down 

and decline. Laggards which count for 16% of the customers are used to describe the 

adopters in this stage for their late to adopt the product or technology. The market is 

stable and strong brands appear, so there are no fierce competitions in this stage. Some 

new products or technologies will replace the existing ones, so the marketing objective 
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for those companies in the subarea of wireless communication device is to reduce 

marketing expenditure and milk the brand. Therefore, weak items and models must be 

phased out, the promotions have to be reduced to the level needed to loyal customers, 

cut the retail price, and eliminate the unprofitable distribution points to lower the 

operation cost. In addition, a price-orientated R&D strategy is appropriate. Since there 

will be new substitutions for this product or technology, the leading manufacturers need 

to sell their stock items with lower price. For those producers with no strong brand, they 

can only provide additional functions with much lower price to survive in the market. 

Thus, the function combinations or alternative materials or technologies are useful 

innovations strategy in maturity stage. Patent strategy is focus on the development of 

new designs or accessories.  

6.2   Implication and Limitation 

Forecasting models are useful for product lifecycle management (PLC), if the 

lifecycle stage of the product or technology can be defined, a development project can 

be planed in time. By using the decision diagram proposed in this research, researchers 

can select a proper forecasting model based on the pattern of the database to predict the 

lifecycle stages of a product and technology. Then the strategies of different stages can 

be designed in advance to face the challenge and minimize the failure of the products. 

Therefore, the PLC concept is not only a forecasting tool; it can also be used for 

planning and controlling (Kotler, 2003).  

When forecasting the future growth and market for products, forecasters need to 

study the shape and the characteristics of the growth curve before selecting a suitable 

model. Although the time-varying extended logistic model has better performance for 

forecasting short lifecycle products, care must be taken when using this model. Since 
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the extended logistic model is developed under the assumption of S-curve model, the 

extended logistic model may only be suitable for data that grows as an S-curve and may 

not be suitable for linear data or for curves with many anomalous data points.  

One contribution of this study is to verify that the time-varying extended logistic 

model can better predict the technology product lifecycle than the simple logistic model 

and the Gompertz model. Therefore, the problem of setting the correct upper limit for 

the two traditional growth curve models can be avoided by using the extended logistic 

model. Another contribution is to propose a decision procedure to help predictors select 

suitable model among the three models. So when the time-varying extended logistic 

model cannot produce the convergent results and the inflection point of the growth 

curve has occurred, predictors can utilize the characteristics of the simple logistic and 

the Gompertz models to set the upper limit and to forecast.  

The assumption of growth curve models may be the limitation for this study. This 

research evaluates the forecasting performance of the three growth curve models. When 

using the growth curve models, predictors assume the historical data will contain all 

information that will influence the future development of the given technology or 

products. However, future is very uncertain and may not be predicted solely with 

historical data. Therefore, in addition to the growth curve models, some qualitative 

forecasting methods which do not use historical data, such as Delphi, scenario, or 

environmental monitoring can also be applied at the same time to gain more accurate 

prediction results.  

The result of this study can be applied to forecast the technology product lifecycles 

and to define what the lifecycle stage the product is current in to help managers plan 

strategies in advance. However, the lifecycle of technology products becomes shorter 

and shorter, when the existing product will be substituted be new products is a 
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challenging issue. There are some forecasting models to discuss and forecast the 

substitution process. Therefore, the future research can focus on comparing these 

substitution models to see which one is more suitable for technology products, 

especially for short PLC technology products.  



Table 16  Strategies for different product life cycle stages 

 Introduction Growth Maturity Saturation 

Characteristics  Low growth  Rapidly rising growth  Peak growth  Declining growth 

Adopters  Innovators (2.5%)  Early adopters (13.5%)  Majority (68%)  Laggards (16%) 

Marketing objectives  Create product awareness 
and trail 

 Maximize market share  Maximize profit while 
defending market share 

 Reduce expenditure and 
milk the brand 

Product strategy  Offer a basic product  Offer products 
extensions, service, and 
warranty 

 Diversify products  Phase out weak items 
and models 

Promotion strategy  Build product awareness 
among early adopters and 
dealers 

 Build awareness and 
interest in the mass 
market 

 Stress brand differences 
and benefits 

 Reduce to level needed 
to loyals 

Price strategy  Charge cost-plus  Price to penetrate 
market 

 Price to match or beat 
competitors’ 

 Cut price 

Place strategy  Build selective distribution  Build intensive 
distribution 

 Build more intensive 
distribution 

 Go selective: phase out 
unprofitable outlets 

R&D strategy  Innovation orientation  Function orientation  Customer orientation  Price orientation 

Innovation strategy  Personal inspiration 
 Brainstorming 
 Combination with current 

product concepts 

 Former R&D 
experiences 

 Imitation 

 Quality function 
deployment (QFD) 

 Manufacturing process 
improvement 

 Robust design 

 Functions combinations 
 Alternative materials or 

technologies 

Patent strategy  Intensive patent 
applications 

 Patent allocation  Patent license  Design patent 
 Patent development on 

accessories 
Sources: Adapted from Chen, Liu, & Tzeng (2000) and Kotler, Keller, Ang, Leong, and Tan (2006).  
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Appendix 1  Simple logistic model derivations 
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where L is the upper limit to the growth of the interest variable yt, e is the base of 
the natural logarithms, t is time, a and b are the coefficients obtained by fitting the 
curve.  

After multiple by , we can get ( btae−+1 )
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then both sides of equation subtract by yt and divide by yt, and the equation 
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let the transformed variable be Yt. Yt is performed by taking the natural logarithm 
of data value Yt, divided by the difference between the data value yt and the upper 
limit L. Yt is then a linear function of time t, where the constant term is –lna and 
the slope is b.  

( ) btayLyY ttt +−=−=∴ lnln  
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Appendix 2  Gomperz model derivations 
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where L is the upper limit; e is the base of natural logarithm; a and b are 
coefficients to be obtained from fitting the curve. 

After Equation (3) is divided by L, the equation becomes 
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by taking natural logarithm, we get 
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take natural logarithm again. 
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Let Yt be the transformed variable, so  

( )( ) btayLY tt −=∴ lnlnln  (4) 

where Yt is regressed on t, the constant term is lna, and the slope is –b.  
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Appendix 3  RFID technology ontology tree with simplified 

and traditional Chinese characters 

 

 
RFID technology ontology tree with simplified Chinese characters  

RFID 
Ontology 

RFID本体论

device 装置 

wired 有线装置 

connector 连接器

memory 内存 

frequency band 频带 

tag 标签 

standard 标准 unit 单位

value 数值 

antenna 天线

frequency 频率 

band 波段 

active 主动式标签 

passive 被动式标签

impedance  
阻抗 

directivity  
方向系数 

天线给定方向 

gain 获取

wave 波 

direction 方向 

communication 通信, 通讯 

tolerance 公差 

protocol 协议 

security 安全

processor 处理器 

person 人 

plant 植物 

parts 配件 

creature 生物 item项目

circuit 电路

animal 动物 

encoding 编码 

range 范围

RFID application 
RFID 应用 

portable  
便携

tracking  
追踪

interaction 
 交互 

identification 辨识

personal tracking 人追踪 

asset tracking 资产 

animal tracking 动物追踪 

inventory 库存 

access 存取 

distribution 配送 

wireless无线
RFID device
RFID装置

reader读取器

  79



 
RFID technology ontology tree with traditional Chinese characters  

RFID 
Ontology 

RFID本体论

device裝置 

wired有線裝置 

connector連接器

wireless無線

RFID device
RFID裝置

memory 記憶體 

frequency band 頻率 

tag 標籤 

standard 標準 unit 單位

value 數值 

antenna天線

frequency 頻率 

band 波段 

active 主動式 

passive 被動式

impedance  
阻抗 

directivity  
方向係數 

天線給定方向 

gain 獲取

wave 波 

direction 方向 

communication 通訊 

tolerance耐受度、容

忍限度 

protocol 通訊協定

security 安全性

processor 處理器 

person人 

plant 植物 

parts 配件 

creature 生物 item項目

circuit晶片

animal動物 

encoding 編碼 

range範圍

RFID application 
RFID 應用 

portable  
可攜性

tracking  
追蹤

interaction 
 互動 

identification 辨識

personal tracking 人追蹤 

asset tracking 物品追蹤 

animal tracking 動物追蹤 

inventory 存貨 

access 存取 

distribution配送 

reader讀取器
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