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ABSTRACT

The IP Multimedia Core Network Subsystem (IMS) provides the IP multimedia services on
the Universal Mobile Telecommunications System (UMTS) all-IP network. According to the
network functionalities, the UMTS-all-IP architecture can be partitioned into three categories:
IMS network, application and service.network; and wireless access networks. Through the
wireless access networks, the Mabile Station (MS) can access the IMS network for IP
multimedia services. The application and- service network supports flexible and efficient
approaches for services development and deployment. This dissertation focuses on the
authentication and security mechanisms in this UMTS all-IP architecture. Before providing
IMS services, the application and service network should perform the authentication
mechanism with the IMS network. Moreover, for secure IMS service access, the MS should
perform the authentication and security mechanisms with the UMTS-all-IP network.

In the first part of this dissertation, we study on the authentication mechanism between
the IMS network and the application and service network. We utilize the Open Service Access
(OSA) to illustrate the concept of the application and service network, and study how the
OSA Application Server (AS) mutually authenticates with OSA Framework before providing
services.

In the second part of this dissertation, we demonstrate on the authentication and security

mechanisms performed in the UMTS all-IP network. First, we study the authentication
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mechanism in the wireless access network. Before accessing services through the wireless
access networks, the MS should authenticate with the UMTS all-IP network. However, the
execution of authentication on handoff may incur long delay and result in force-termination for
real-time applications. To address this issue, we investigate how to eliminate the
non-necessary authentication cost in Wireless Local Area Network (WLAN) and mobile
Worldwide Interoperability for Microwave Access (WiMAX). After authentication, the MS
should perform the security mechanism for secure service access. Thus we utilize the
end-to-end secure Short Message Service (SMS) to illustrate the security mechanism between
the MS and the application and service network. We implement two secure SMS mechanisms
over the standard SMS network and estimate the encryption overhead.

These research results presented in this dissertation can be viewed as a useful foundation

for further UMTS all-IP network study in'authentication and security mechanisms.

Keywords: authentication, IP Multimedia Core Network Subsystem (IMS), Open Service
Access (OSA), security, Short Message Service (SMS), Universal Mobile
Telecommunications System (UMTS), Wireless Local Area Network (WLAN),

Worldwide Interoperability for Microwave Access (WiMAX)

v



Acknowledgements

I would like to express my sincere thanks to my advisor, Prof. Yi-Bing Lin. Without his
supervision and perspicacious advice, I can not complete this dissertation. Special thanks are
due to my committee members: Dr. Chung-Hwa Rao, Prof. Chu-Sing Yang, Prof. Han-Chieh
Chao, Prof. Jean-Lien Chen, Prof. Ming-Feng Chang, and Prof. Rong-Jaye Chen for their
valuable comments and helpful discussions.

I also express my appreciation to all the faculty, staff and colleagues in the Department
of Computer Science. In particular, I would like to thank Prof. Shun-Ren Yang, Prof.
Pei-Chun Lee, Dr. Lin-Yi Wu, Prof. Sek-lan Sou, Mr. Yung-Chun Lin, Mr. Meng-Hsun Tsali,
Ms. Ya-Chin Sung, Mr. Chien-Chun ‘Huang-Fu; and Ms. Hsin-Yi Lee in the Laboratory 117
for their friendship and support in various ways.

Finally, I am grateful to my dear parents, brother, sister, and girl friend Winnie Wang for

their encouragement and firm support during these years.



Contents

BB B i
AB ST RACT ettt b e bt st e bt et e e Rt e e bt et e Rt e b e e be Rt e b e e et eneenres ii
ACKNOWIEAGEMENTS ...ttt e e e e e re e teenaesneenneenenneas %
CONEBNTS ...t Vi
LISE OF TADIES ...t viii
TS o) T 10 2SR P PSR IX
INOTATIONS. ...t b et b et r ettt n e eren e ans X
Chapter 1. INtrOAUCTION ...c.eiiiiiiiieieee et ne e 1
1.1 UMTS All-IP Network ATChiteCtUIE. ... .cccvvieeiiieeiiieeiieeeiee ettt e e eeee e e 2
1.2 OPEN SETVICE ACCESS ..vvveevveeenereeensussishiassseeesssssessseessseessssesesssssessseesssseessssesssseesssseessseeenns 4
1.3 AAA and Security Mechanisms in Wireless Access Network.........ccceeeevveevciieeiiieeniieeens 6
1.4 Dissertation OTZaniZatiON ... . iueeeseesicasstiaeereeesreeesseessseeesseesssseessseeessseesssseessssessnses 7
Chapter 2. CCL OSA: a CORBA-based Open Service ACCess System..........cccccvevverrenne. 9
2.1 Introduction to OPen SEeTVICE ACCESS wiiiiiiiuiiirierieeitierieeiteereeeteesreenseesaeeseessreenseesaneens 10
2.2 CORBA-based OSA AP ..ot 12
2.3 OSA Mutual Authentication for Initial ACCESS.......c.eerierriierireiieiieeiieeie et 17
2.4 Detailed CORBA Interactions for CCL OSA ........ccoiiiiiiiiiiieieceeeeee e 19
2.5 Application Server ATChIECTUIE ..........ccuieriieriieiieeiieeie ettt ettt e aeesseeeaaeens 23
2.6 Authentication between AS and Framework ..........c.coocoeiiiiiiiniiiiiinecceccee e 24
2.7 SUININATY c...teeeiiieeeiiteeeiite et et ee ettt e st e e et e e s bt e e sabeeesabeeenbeeenebeesnsseesnsaeesnsaeesnsaeenaseeennseens 27
Chapter 3.  Selecting Transition Process for WLAN Security.........cccccevvevieiiieiiieninnnn, 29
3.1 Introduction to IEEE 802. 111 ..cccviiiiiiiiiie ettt ee e e 29
3.2 Initial MD Association Process (Inter-MD Scenario) .........cccceeeveeevveeenieeeiieesiieesieeenne 32
3.3 Fast BSS Transition (Intra-MD SCENarios)...........ccecvveeriireriiieeniieerieeeneeeesveeeneeesneeens 34
3.4 Transition Process Selection MeChaniSm ..........ccceeeciierciiieiiiieeiiie e 35
3.5 SUIMIMATY ....uiiiiieieitteeeeteee ettt e et e e e sttt e e et e e e e esnaaeeeessssaeeeeansseeesannsseeeeanssseessnnssaeesannns 37

Chapter 4. A Key Caching Mechanism for Reducing WiMAX Authentication Cost in
Handoff 39
4.1 Introduction to WIMAX AAA ArchiteCture .........cceeevviiieiieeiiieeeiee e 39
4.2 WIMAX Initial Network Entry ProCess........cccuievuieriieiieniieiieeie et 41



4.3 The Key Caching MeEChaniSIm ..........cccociiriiieniiiiiieiieeie ettt ettt e s ens 44

4.3.1 Derivation for Exponentially Distributed ty and Fixed T .........ccccoee. 46

43.2 Derivation for Generally Distributed ty and Exponential T ..................... 47

4.4 SIMulation Validation .........ccceeiiiiiiiiiiieiie ettt ettt et e e e e eneens 49
4.5 Numerical EXAMPIES ....cc.oooiiiiiiiiiiiiiieiiee ettt et e ens 51
4.0 SUITITIATY .....eieeiiiieetieeeitee ettt e site e st e e st eeeabeeesabeeesaseeesbeeessteesnsteesnseeesnsaeesaseeennseeennseeennnes 55
Chapter 5.  End-to-End Security Mechanisms for SMS ...........cccooiiiiiiinnine e 57
5.1 Introduction to Wireless Cryptography .......cc.eeeceveecieeriiieiiie ettt 57
5.2 Public Key Cryptographiy .......ccccuiieiiiieiie ettt e ve e e ave e tee e eveeesnvee e 59
5.2.1 Certificate-based Public Key Cryptography........cccccceveeviieeiieeniiieenieeens 60

52.2 ID-based Public Key Cryptography ........ccceecveeeiiieeeiiieeniie e 61

5.3 End-to-End Security for SIMS ......oooiiiiie et e 62
5.3.1 SMS ATCHILECTUIE .....veeeiiieeiieecee et e s 62

53.2 RSA MEChaniSM......ccccuiiieiiiieiieeciie ettt e vee e e e sareeen 63

533 ID-based MechaniSm...........ccccueieiuiieriiieeiieeciie et 65

5.4 Performance COMPATISON ........eeeviieriuireiiieeiieeerteeesteeessteeeeeeessseeessseeessseeessseessssesssseeenns 68
5.5 SUMIMATY ....uiiiiieeeittee ettt e e e ser 88 54b et eeenttaeesenseeeeeansseeeessnssaeesennsseeeeannsseessnnssneesannns 71
Chapter 6.  Conclusions and FULUFre WOrKK......ccc.ccve e 73
0.1 CONCIUSIONS ...uvviiiiieiiieniieet st sasesatbaen e sed b oateeeeseenseesateenseessseensaessseenseassseenseennseenseennns 73
0.2 FULUIE WOTK ..ot e i i et ettt et 75
Appendix A.  OSA-based Push to Talk over Cellular Service.........ccccccoovveiininiennenn, 78
A.1 Introduction to Push to Talk over Cellular............cccooeoiiieiiiiiniiieeeee e 78
A.2 OSA AS Architecture for POC SEIVICE .....c.uveviviieeiiiieeiieecite ettt 79
A.3 PoC Session EstabliShmMent ...........coceciiieiiiiiiiiieciieeeecee e e 81

= o] [ToTe T ir= o )2 USSR 87
PUBHCATION LIST ...ttt bbbt 91

vii



List of Tables

Table 2.1 POA policy modes for CCL OSA ..ottt
Table 4.1 Comparison of analytic and simulation results...........ccccecevieniniieniinenieneeeeene,

Table 5.1 Key length for equivalent security levels (in bits)........ccoeceevirienienenienenienieee

viii



List of Figures

Figure 1.1 UMTS all-IP network architeCture...........cocerieriinieiienieierieeeiceeseee e 3
Figure 1.2 Open Service AcCess archit@CtUIe ..........c.eevueriiriienierieniieieeiesteste et 5
Figure 2.1 Open Service Access archit@CtUre .........ocuevueerueeierienienienienieeie st 10
Figure 2.2 CORBA archit@CtUIE ..........covivuiiiiiieiieieeiieieee ettt 13
Figure 2.3 Message flow for OSA mutual authentication ............cccecveveevienienennienieneeienenn 18
Figure 2.4 CORBA interaction flows between the AS and the FW ... 20
Figure 2.5 Application SErver architeCture ............coceviereerierieriiiieniesieeie st 23
Figure 2.6 Message flow for OSA mutual authentication .............cccoceeveevienieneniienienieeienene 25
Figure 3.1 IEEE 802.11r security hierarchy ..........ccccceeviieniieiiieniieiiecieceee e 30
Figure 3.2 IEEE 802.11r initial MD assOCIation PrOCESS ........cccververierruerienieenienieerieeieseenaeenne 32
Figure 3.3 Derivation of PMK-R0, PMK-R1, and PTK.........c.ccccooiiiiiiiiiiiiiieeeeeeee, 33
Figure 3.4 IEEE 802.11r fast BSS transition proCess..........cecuererviereeneeieneenenienieeneseenaeenns 35
Figure 3.5 The proposed selection mechanism for transition process..........eveevereeerveruennenn 36
Figure 4.1 WIMAX AAA architecture and protocol stack ...........cccceceevieiinieninninienceenne 40
Figure 4.2 WiMAX initial network entry PrOCeSS .. co.e uuierieeiieriieeiieiiieereeeee et see e ere e 42
Figure 4.3 WIMAX Kkey derivation trEe. . ...ecuitene e ietiinnienieeieeiienie ettt 44
Figure 4.4 Relationship of the MSK key lifetime and the MS movement............c.cccceeiennnn. 45
Figure 4.5 The simulation flowchart ... il e 49
Figure 4.6 EFTECt OF [ ..ot 53
Figure 4.7 EFEECt OF VM veeueeieieiieeeee et 54
Figure 5.1 The man-in-the-middle attack ..........coceeveriiniiiiiiiniiee e 60
Figure 5.2 The certificate-based public-key distribution...........ceceevuerienieniiininninienicienne 61
Figure 5.3 The ID-based public-key distribution ............ccecevieririieniiiiinienieieneeeeeeee 62
Figure 5.4 GSM SMS network archit€Cture ..........cocevverieiiiiieniiierieeeieeeeeee e 63
Figure 5.5 The RSA procedure for sending an encrypted short message...........ccceceeeeveeennennne. 64
Figure 5.6 ID-based end-to-end encryption mechanism ............cccoeeveevieeiienieeiieenieeieenee e 67
Figure 5.7 Encrypted short message experimental environment............cccceeeeveenierveneeniennenn 68
Figure 5.8 Delivery delays of SMS ...t 70
Figure A.1 Application server architecture for POC Service ..........coceveevenienennieneenenienenn 79
Figure A.2 Message flow for PoC session establishment............cccoocueviiviniininninicncnnenne 82
Figure A.3 Message flow for PoC session termination ............coeeceveenueerieneenenseeneeniesnenieenne &5

X



Notations

The notation used in this dissertation is listed below.

a: the probability that the MS returns to the old ASN-GW before the MSK lifetime expires
E [tk | tm > tk] : the expected unused key period under the condition that the MS does not
return to the old ASN-GW before the MSK lifetime expires

E [tk * | tm <tk] : the expected reused key period under the condition that the MS returns to
the old ASN-GW before the MSK lifetime expires

f (tm) : the distribution of ty

f *(s) : the Laplace transform of the ty distribution

kip : the ID-based cipher key length

Krsa : the RSA cipher key length

Lip : the ID-based ciphered short message length

Lrsa : the RSA ciphered short message length
= E [tm] : the mean MS residence time in new ASN-GWs

A
1
— =E [T] : the mean MSK lifetime
U
T : the MSK lifetime

tk : the residual MSK lifetime after the MS moves from the old ASN-GW to the new
ASN-GW

tc* : the reused key period after the MS returns to the old ASN-GW

tm : the MS residence time in new ASN-GWs

Vv : the variance of MS residence time in new ASN-GWs



Chapter 1.

Introduction

Universal Mobile Telecommunications System (UMTS) evolved from General Packet Radio
Service (GPRS) is a mobile telecommunication network providing high speed data services.
To integrate Internet Protocol (IP) with UMTS, the UMTS all-IP architecture is proposed

[21]. In UMTS release 5, the IP Multimedia Core Network Subsystem (IMS) is introduced on

top of the UMTS all-IP architecture to support the IP multimedia services, such as voice over

IP. Figure 1.1 illustrates the UMTS all-IP architecture. According to the network

functionalities, the UMTS all-IP architecture can be partitioned into three categories:

IMS Network (Figure 1.1 (1)) provides the IP multimedia services to the Mobile Station (MS;
Figure 1.1 (A)). The IMS is responsible for call routing and delivering voice data to the
MSs in various access networks, including Public Switch Telephony Network (PSTN),
wired access networks, and wireless access networks. In this dissertation, we focus on the
wireless access networks.

Wireless Access Networks (Figure 1.1 (2)) provide wireless connectivity for the MS to access
the IMS services. In this dissertation, we elaborate on three popular wireless access
networks: the UMTS network (Figure 1.1 (4)), the Wireless Local Area Network (WLAN;
Figure 1.1 (5)), and the mobile Worldwide Interoperability for Microwave Access
(WiIMAX; Figure 1.1 (6)).

Application and Service Network (Figure 1.1 (3)) supports flexible and efficient approaches
for mobile service development and deployment through a service platform. With this
platform, the service control is implemented in dedicated application servers with
service-related databases, and is separated from the call and connection control. UMTS
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defines several alternatives to construct the application and service network platform. In

this dissertation, we use the Open Service Access (OSA) platform to illustrate the

concept of the application and service network.
In the UMTS all-IP network, Authentication, Authorization, and Accounting (AAA) and
encryption are two important mechanisms. Before the MS associates to the wireless access
networks, the AAA mechanism is exercised to mutually authenticate the MS and the UMTS
all-IP networks. Following the AAA mechanism, the encryption mechanism is performed to
provide secure signaling and data delivery between MS and the wireless access networks and
between the MS and the application and service networks.

In the remainder of this chapter, we briefly introduce the UMTS all-IP network
architecture. Then we present the OSA platform implemented in the application and service
network. Finally, we describe the AAA and encryption mechanisms performed in the wireless

access networks and describe the organization of this dissertation.

1.1 UMTS AIll-1P Network Architecture

Figure 1.1 illustrates the UMTS all-IP network architecture. In the IMS network, the AAA
server (Figure 1.1 (B)) is responsible to mutually authenticate with the MS when the MS
associates to the WLAN and the mobile WiMAX networks. The Call Session Control Function
(CSCF) and Media Gateway (MGW; Figure 1.1 (C)) are in charge of delivering the call control
signaling and the voice data respectively, and interact with the application and service network
to provide IP multimedia services.

The MS can access the IMS network through the UMTS network, the WLAN, or the
mobile WiMAX network. In UMTS, the MS associates with the Base Station (BS) or Node B
(Figure 1.1 (F)) through the air interface. The Serving GPRS Support Node (SGSN) and the
Gateway GPRS Support Node (GGSN; Figure 1.1 (E)) provide mobility and session
managements to the MS. Through the GGSN, the UMTS network connects with the IMS
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network to provide IP multimedia services. The Home Subscriber Server (HSS; Figure 1.1 (D))
is the master database containing all subscriber-related information. The Authentication Center
(AuC; Figure 1.1 (D)) maintains the secret key of the MS. When performing the AAA
mechanism, the SGSN, the GGSN, and the AAA server communicate with the HSS/AuC to
retrieve authentication information and subscriber data of an MS. The Short Message Service
Center (SM-SC; Figure 1.1 (G)) provides the Short Message Service (SMS) to the MS in
UMTS. The SMS can be utilized to deliver control signaling between the MS and the

application and service network.

@ Application and Service Network
@ OSA App. Server (PoC)
| 0sA APIQ)

® osA scs

€@ IS Network

|_ () AAA Server

HSS / AuC
(2 S.sG | [ GGSN®  [ROKH/ ASN-GW
Wireless / SGSN R1KH

|
Access BS/ | [ @ss
Networks | [Node B | @umTs @ AP © WINAX

i Network @ WLAN Network
@

CSCF/
© vew
|

AAA T Authentication, Authorization, and Accounting

AP : Access Paint APl @ Application Programming Interface
ASN-GW © Access Service Network Gateway AuC @ Authentication Center
BS : Base Station CSCF : Call Session Control Function
GGSN - Gateway GPRS Support Node HSS : Home Subscriber Server
MGW : Media Gateway MS : Mobile Station
OSA : Open Service Access PoC : Push-to-Talk over Cellular
ROKH : Pairwise Master Key R0 Key Holder  R1KH : Pairwise Master Key R1 Key Holder
SCS © Service Capability Server SGSN @ Serving GPRS Support Node

SM-5C : Short Message Service Center
Figure 1.1 UMTS all-IP network architecture



In WLAN, the MS connects to the IMS network through the Access Point (AP; Figure 1.1
(H)). In IEEE 802.11r WLAN, the authentication message is exchanged between the MS and
the AAA server through the AP, the Pairwise Master Key (PMK) RO Key Holder (ROKH), and
PMK R1 Key Holder (R1KH; Figure 1.1 (I)). After authentication, ROKH, R1KH, and the MS
generate an encryption key to provide secure signaling and data delivery between the MS and
the AP.

The mobile WiMAX network consists of BS (Figure 1.1 (J)) and Access Service Network
(ASN) Gateway (ASN-GW; Figure 1.1 (K)). The BS provides WiMAX radio access for the
MS. Similar to the SGSN and the GGSN in UMTS, the ASN-GW provides mobility and
session managements to the MS, and is responsible to forward the authentication messages
between the MS and the AAA server. After authentication, the MS and the ASN-GW generate
an encryption key to provide secure signaling:and data transmission between the MS and the
BS.

The IMS applications are implemented in the application and service network through
the OSA platform. The OSA platform provides the third parties controlled access to the
operator’s network (i.e., the IMS and the UMTS networks). The third patties run their own
applications in the OSA application server (Figure 1.1 (M)), and interworks with the OSA
Service Capability Server (SCS; Figure 1.1 (L)) through the OSA Application Programming

Interface (API; Figure 1.1 (N)). Details of OSA will be elaborated in Section 1.2.

1.2 Open Service Access

The OSA platform deployed in the application and service network is illustrated in Figure 1.2.

The OSA consists of three parts.

OSA Application Server (AS; Figure 1.2 (A)) provides service by invoking the OSA SCS.

OSA SCS (Figure 1.2 (B)) provides the network functionalities to the OSA AS through a set of
Service Capability Features (SCFs; Figure 1.2 (E)). These SCFs are offered by Service
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Capability (SC; Figure 1.2 (F)), which interacts with the UMTS and IMS networks (Figure
1.2 (D)) to realize the network functionalities. To communicate with the UMTS and IMS
networks, the SCs are implemented all kinds of interfaces. For example, the SC
communicates with the CSCF through Session Initiation Protocol (SIP), and utilizes the
Message Transfer Part (MAP) to retrieve authentication information from the HSS/AuC.
Framework (FW; Figure 1.2 (C)) is considered as one of the OSA SCSs. Before accessing the

OSA SCS, the OSA AS should be authorized by the FW.

@) 0OSA Application Server (AS)

IpApp ! IpClient IpApp +
LI 1O

Framework '°Fv/1p @ @scF [

(FW) ' IpSrv /
© IpClient. —— |

I_I:

APl : Application Programming Interface e sCc |
IMS & IP Multimedia Core Network Subsystem

SC : Service Capability @80
SCF : Service Capability Feature
SCS : Service Capability Server @ IMUSMJS??E?I{E

Figure 1.2 Open Service Access architecture

Through the standardized OSA APIs, an application needs not directly access the UMTS and

IMS networks for services. Three classes of OSA APIs are defined among the AS, the FW, and

the SCFs.

® Interfaces between the AS and the FW (Figure 1.2 (1)) provide authentication, network
functionality discovery, and service agreement establishment mechanisms that enable the
AS to access the SCSs. The FW-side interfaces to be invoked by the AS are prefixed with
“Ip”. The AS-side interfaces to be called back by the FW are prefixed with “IpApp” or

“IpClient”.



® Interfaces between the AS and the SCFs (Figure 1.2 (2)) allow the AS to invoke network
functionality for services. The SCF-side interfaces to be invoked by the AS are prefixed
with “Ip”. The AS-side interfaces to be called back by the SCFs are prefixed with
“IpApp”.

® Interfaces between the FW and the SCFs (Figure 1.2 (3)) provide the mechanisms for SCF
registration. The FW-side interfaces to be invoked by the SCFs are prefixed with “IpFw”.
The SCF-side interfaces to be called by the FW are prefixed with “IpSvc”.

With these OSA APIs, OSA provides a unified service creation and execution environments

which is independent from the underlying network technologies. The OSA platform can be built

via the object-oriented techniques, such as Common Object Request Broker Architecture

(CORBA) and Simple Object Access Protocol (SOAP).

1.3 AAA and Security Mechanisms in Wireless Access

Network

In UMTS, the MS secret key Ki is stored in the Subscriber Identity Module (SIM) card and the
HSS/AuC. Based on this Ki, the MS mutually authenticate with the HSS/AuC and generate the
cipher key Kc before accessing the UMTS network. The Kc is utilized to encrypt the signaling
and data delivery between the MS and the BS/Node B.

In WLAN and mobile WIMAX, the MS should mutually authenticate with the AAA server
and generate an encryption key before accessing the networks. The IEEE 802.1X Extensible
Authentication Protocol (EAP) standard specifies authentication and authorization for WLAN
and mobile WIMAX. When performing authentication, the ROKH (in IEEE 802.11r WLAN)
and the ASN-GW (in mobile WiMAX) serve as the authenticator. The authenticator is
responsible to forward authentication messages between the MS and the AAA server, and to
maintain the MS related information (e.g., encryption key) after authentication. To reuse the
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UMTS authentication mechanism, the SIM-based EAP authentication is introduced on top of
the IEEE 802.1X EAP standard to authenticate the MS. Details of the SIM-based EAP
authentication will be elaborated in Chapter 5. Following the authentication, the security
mechanism is performed to provide secure signaling and data transmission between the MS and
wireless access network. When accessing the IP multimedia services, the MS should perform

the other security mechanism with the application and service network.

1.4 Dissertation Organization

Based on the above discussion, we study how UMTS all-IP applications can be implemented
and exercised in OSA platform, and study the AAA and security mechanisms. In Chapter 2, we
utilize the CORBA technique to develop the OSA platform in the application and service
network. We use the authentication process between the OSA AS and the FW to illustrate how
CORBA technique works in our :OSA implementation. Then we propose an OSA AS
architecture, and show how the OSA'AS provides services by integrating the services supported
by different SCFs. The mutual authentication procedure is used to demonstrate the interaction
between the OSA AS and the FW. In Appendix A, we use the Push to Talk over Cellular (PoC)
service to illustrate the interaction among the OSA AS and the SCFs for services. The PoC
service is a walkie-talkie like service defined by the Open Mobile Alliance (OMA) PoC
working group [25, 26].

Chapter 3 elaborates on the AAA and security mechanisms in WLAN. When switching
from one AP to another, the MS executes the IEEE 802.1X EAP authentication, which may
incur long delay and result in force-termination for real-time applications. The IEEE 802.11r is
proposed to reduce the switching delay. However, we find an ambiguous Mobility Domain
Identifier (MDID) issue in IEEE 802.11r WLAN. This chapter proposes a mechanism to
resolve this issue, and therefore eliminates the cost for MDID management.

Chapter 4 describes the AAA and security mechanisms in mobile WiMAX. We propose a
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key caching mechanism to eliminate the non-necessary IEEE 802.1X EAP authentication cost
in mobile WIMAX handoff. This mechanism is investigated through analytic and simulation
modeling. Our study indicates that the key caching scheme can effectively speed up the handoff
process. In Chapter 5, we use two end-to-end security mechanisms for SMS to illustrate the
security mechanism between the MS and the application and service network. Finally, we

conclude this dissertation and give the future directions of this work.



Chapter 2.
CCL OSA: a CORBA-based Open Service Access

System

Existing telecommunications services are considered as a part of network operation’s domain
and the development of services are achieved by, for example, Intelligent Network (IN)
technology. By introducing internet and mobility into the telecommunications networks, more
flexible and efficient approaches are required for mobile service deployment. Such approaches
must allow network operators and enterprises to increase revenues via third party applications
and service providers. To achieve the above goals, standardization bodies such as 3GPP CNS5,
ETSI SPAN12, ITU-T SG11 and the Parlay Group have been defining Open Service Access
(OSA) specifications [1]. OSA provides unified service creation and execution environments to
speed up service deployment that is independent from the underlying mobile network
technology. In a research collaboration between National Chiao Tung University and Computer
and Communications Laboratories (CCL)/Industrial Technology Research Institute (ITRI), we
have developed the CCL OSA system. This chapter describes how the CCL OSA system can be
implemented by the Common Object Request Broker Architecture (CORBA) technique. We use
the authentication procedure for initial access to illustrate how the CORBA works in the CCL
OSA system. Then we propose an OSA AS architecture. We show how the AS provides
services by integrating the services supported by the Service Capability Features (SCFs). Then
the OSA mutual authentication is utilized to illustrate the interaction among the AS modules
and how the AS interacts with the Framework (FW). In Appendix A, we use the Push to Talk

over Cellular (PoC) service to illustrate how the AS interacts with the SCFs for services.



2.1 Introduction to Open Service Access

This section describes the architecture and the features of the OSA system. As illustrated in
Figure 2.1, the OSA consists of three parts: applications are implemented in one or more
Application Servers (AS; Figure 2.1 (A)). Framework (FW; Figure 2.1 (C)) authorizes
applications to access the Service Capability (SC; Figure 2.1 (F)) in the network. That is, an
application can only access the OSA Application Programming Interface (API) via the FW for
services. Service Capability Servers (SCS; Figure 2.1 (B)) provide the applications access to
underlying network functionality through Service Capability Feature (SCF; Figure 2.1 (E)).
These SCFs, specified in terms of interface classes and their methods, are offered by SCs within
networks (and under network control; Figure 2.1 (D)). SCs are bearers needed to realize

services.

@) 0OSA Application Server (AS)

o IpApp [ IpClient Ip,.ﬁ.,pp—_e
Ip lp__

Framework PP /1> €@ @scr H

(FW) ' IpSrv /
© IpClient —— |

IJ:

APl Application Programming Interface e sC LI
IMS @ IP Multimedia Core Network Subsystem

SC : Service Capability @80
SCF : Service Capability Feature
SCS © Service Capability Server @ IMUSMIZIFS\F?E?I-;E

Figure 2.1 Open Service Access architecture

The FW is considered as one of the SCSs and is always present, one per network. The FW
provides access control functions to authorize the access to SCFs or service data for any API
method invoked by an application, with specified security level, context, domain, etc. Before
any application can interact with a network SCF, an offline service agreement must be
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established. Once the service agreement exists, mutual authentication can be performed
between the application and the FW. Then the application can be authorized by the FW to
access a specific SCF (in OSA, authentication must precede authorization). Finally the
application can use the discovery function to obtain information on authorized network SCFs.
The discovery function can be used at any time after successful authentication. SCFs offered by
an SCS are typically registered at the FW. This information is retrieved when the application
invokes the discovery function. Framework allows OSA to go beyond traditional IN technology
through openness, discovery, and integration of new features. Based on TINA [28], the FW
provides controlled access to the API by supporting flexibility in application location and
business scenarios. Furthermore, the FW allows multi-vendorship and even the inclusion of
non-standardized APIs, which is crucial for innovation and service differentiation. An SCS can
be deployed as a standalone node in the network:or directly on a node in the core network. In the
distributed approach, the OSA gateway node contains the FW and zero or more SCS
components. Other SCSs are implemented in different nodes. It is possible to add more SCSs
and distribute the load from different applications over multiple SCSs. At the service selection
phase, the FW may divert one application to one SCS and another to a different SCS. With
middleware such as CORBA, it is possible to distribute load on a session basis without the
application being aware that different sessions involve different SCSs. In some APIs, it is
possible to add multiple application callbacks to the SCS so that the SCS can distribute the load
of multiple sessions over different applications running on different servers. To allow
applications from visited networks to use the SCSs in the home network, all communications
between the application server and the SCSs must be secured through, for example, Secure
Socket Layer or IPSec.

Examples of OSA SCFs are given as follows: call and session control SCFs provide
capabilities for setting up basic calls or data sessions as well as manipulating multimedia
conference calls. User and terminal related SCFs allow obtaining information from the end-user
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(including user location and status) and the terminal capabilities, playing announcements,
sending short text messages, accessing to mailboxes, etc. management related SCFs provision
connectivity Quality of Service (QoS), access to end-user account and application/data usage
charging. Interaction between an application and an SCS is always initiated by the application.
In some scenarios, it is required to initiate the interaction from the SCS. An example is the call
screening service. Suppose that the network routes a call to a user who has subscribed to this
OSA service. Before the call reaches the user, the call screening application needs to be invoked.
This issue is resolved by the OSA request of event notification mechanism. Initially, the
application issues an OSA interface class method (API call) to the SCS. This OSA method
allows the SCS to invoke the application (e.g. call screening) through a callback function when
it receives events (e.g. incoming calls) from the network related to the application.

Since functionality inside a telecommunications network can be accessible via the OSA
APIs, applications can access different network capabilities using a uniform programming
paradigm. Three OSA API classes are defined among the applications, the FW and the SCFs as
described in Section 1.2. To be accessible to a side developer community, the APIs should be
deployed based on open Information Technology (IT). The details will be elaborated in the

Section 2.2.

2.2 CORBA-based OSA API

CORBA is an emerging open distributed object computing infrastructure, which provides the
higher layers a uniform view of underlying heterogeneous network and OS layers. CORBA
automates many common network programming tasks such as object registration, location,
activation, request demultiplexing, framing and error-handling. Figure 2.2 illustrates the
CORBA architecture.

In this architecture an object is a CORBA programming entity that consists of an identity,
an interface and an implementation known as servant (Figure 2.2 (A)). An object reference
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uniquely identifies the object across servers. This reference associates the object with one or
more servant implementations. In CCL OSA API, every CORBA object is associated with one
servant.

A servant is an implementation programming language entity that defines the operations to
support an Object Management Group (OMG) Interface Definition Language (IDL) interface.

Servants can be written in languages such as C, C++ or Java.

() CORBA Client O servant
@ oL
IDL ORB Skeletons
Stubs | | Interface | ["Portable Object
Adapter (POA)
@ Object Request Broker (ORB) Core

Figure 2.2 CORBA architecture

A client (Figure 2.2 (B)) is a program entity that invokes an operation on a servant. The
client performs application tasks by invoking operations on object references. An object can be
remote or local to the client. In CORBA, accessing a remote object should be as simple as
calling an operation on a local object. A client always interacts with a servant through the
corresponding object reference. Note that the CORBA concepts of client and servant are
different from that of applications and servers in OSA (to be elaborated in Sections 2.3 and 2.4).

Object Request Broker (ORB) is a logical entity that can be implemented through several
alternatives (such as one or more processes or a set of libraries). In CCL OSA, ORB is
implemented as libraries. An ORB consists of an ORB Core (Figure 2.2 (C)) and an ORB
interface (Figure 2.2 (D)). The ORB simplifies distributed programming by decoupling the

client from the details of the method invocation. This makes client requests appear to be local
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procedure calls. The ORB Core provides a mechanism for transparent delivery requests from
clients to target servants. When a client invokes an operation, the ORB Core is responsible for
finding the servant, transparently activating it if necessary, delivering the request to the object
and returning any response to the client. An ORB Core is typically implemented as a run-time
library linked into both client and server applications.

To decouple applications from implementation details, the CORBA specification defines
an abstract ORB interface that provides various helper functions such as converting object
references to strings. Specifically, CORBA IDL stubs (Figure 2.2 (E)) and skeletons (Figure 2.2
(F)) glue the clients, servants and the ORB. The CORBAIDL definitions are transformed into
classes, structs, and functions in a particular language (e.g. C++, C, Java, etc.). Such
transformation is automated by a CORBA IDL compiler. In CCL OSA, the target language is
JAVA. We note that an object is an instance 'of an IDL interface. The corresponding servants
implement the operations defined by _the IDL. Several interfaces have been defined by IDL
stubs to provide a strongly typed, Static Invocation Interface (SII) that marshals application
(client) parameters into a common data-level representation. On the other hand, skeletons
demarshal the data-level representation back into typed parameters that are meaningful to an
application (server).

Portable Object Adapter (POA; Figure 2.2 (G)) is a CORBA portability enhancement.
POA enables ORBs to support various types of servants that process similar requirements [37].
POA associates an IDL servant with objects, demultiplexes incoming requests to the servant
and dispatches the appropriate operation on that servant. The POA design results in a smaller
and simpler ORB that can still support a wide range of object granularities, lifetimes, policies,
implementation styles and so on.

Several POA policies are specified in CCL OSA. Threading policy specifies the POA
threading model. A POA can either be single-threaded or multithreaded concurrently controlled
by the ORB. CCL OSA implementation uses ORB controlled multithreading model.
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Lifespan policy specifies whether the CORBA objects created within a POA are persistent
or transient. A transient object is destroyed when the process creating the object terminates. On
the other hand, a persistent object can live beyond the life time of the process that created it. All
POAs are transient. In any CORBA system, there is a root POA called rootpoa. In CCL OSA,
rootpoa creates several POAs with the persistent life span policy. An example is POA
ipinitialpoa created for the FW. In CCLOSA, rootpoa creates transient objects. For example, in
Initial Access service, an authentication object (with the reference ipAPllevelauthentication
_ref) is transient because this object is session-oriented and is destroyed when the
authentication procedure is complete. On the other hand, the FWInitialContact object (with the
reference ipinitial_ref; see Step 1 in Figure 2.3) created by ipinitialpoa is persistent and should
not be destroyed after the authentication action (between an AS application and the FW) is
complete. The FWInitialContact object.is the first contact point for any applications to start the
authentication procedure. Therefore:it must be persistent and active at any time. When the CCL
OSA recovers from a failure, all persistent objects will be reactivated.

Object Id uniqueness policy specifies whether the servants activated in a POA must have
unique Object Ids. In CCL OSA, since every object is implemented with one servant, the
servant always has a unique Object Id. Object Id assignment policy specifies whether the Object
Ids in a POA are generated by the application or the ORB. In CCL OSA, object Ids are
generated by the ORB to avoid accidentally generating duplicated Object Ids by the
programmer.

Implicit activation policy specifies whether implicit activation of servants is supported in a
POA. With the implicit policy, the POA implicitly activates an object when the server
application attempts to obtain a reference to a servant that is not already active. In CCL OSA,
objects in rootpoa are implicitly activated. These implicitly created transient objects can be
destroyed at the end of the session of a client application or are automatically cleaned up when
the server process terminates. In CCL OSA POAs such as ipinitialpoa, objects are persistent
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and should not be automatically clean up when the server process terminates. Therefore, these
persistent objects are explicitly activated and should be explicitly destroyed by the programmer
when he/she decides to stop providing the functionality.

Servant retention policy specifies whether the POA retains active servants in an active
object map. A POA either retains the associations between servants and CORBA objects or
establishes a new CORBA object/servant association for each incoming request. In CCL OSA,
the POA retains the associations between servants and CORBA objects in an active object map.

Request processing policy specifies how requests are processed by the POA. The
alternatives include:

1. to consult its active object map only

2. touse a default servant or

3. toinvoke a servant manager

There are two types of servant managers: a manager of the ServantActivator type follows the
RETAIN policy. A manager of the ServantLocator type follows the NON RETAIN policy.
Since CCL OSA uses active object map, it uses first alternative for the request processing policy;

that is, we consult POA’s active object map for request processing.

Table 2.1 POA policy modes for CCL OSA

Policy Mode of Policy
Thread Policy ORB_CTRL MODEL
Lifespan Policy TRANSIENT (rootpoa)

PERSISTENT (e.g. ipinitialpoa)
Object ID Uniqueness Policy  UNIQUE ID

ID Assignment Policy SYSTEM ID

Servant Retention Policy RETAIN

Request Processing Policy USE ACTIVE OBJECT MAP ONLY
Implicit Activation Policy IMPLICIT ACTIVATION (for rootpoa)

NO_IMPLICIT ACTIVATION (e.g. ipinitialpoa)

16



The servant retention and request processing policies determine how the POA dispatches
the request. The RETAIN and USE_ACTIVE _OBJECT MAP_ONLY policies used in our
approach allow simple and quick request processing at the cost of larger memory usage as
compared with other servant retention and request processing policies. Table 2.1 lists the POA

policy modes used in CCL OSA.

2.3 OSA Mutual Authentication for Initial Access

As mentioned in Section 2.1, an OSA application must authenticate with the FW before it can
access any SCFs. Figure 2.3 illustrates the message flow of the mutual authentication procedure
for initial access in CCL OSA. As shown in Figure 2.4, each of the AS and the FW implements
both CORBA clients and CORBA servants. In the OSA mutual authentication procedure, the
AS CORBA client uses the FW reference ipinitial_ref of initial contact interface Iplnitial. In
CCL OSA, this reference is _obtained * through a URL (e.g. corbaname::
pcs.csie.nctu.edu.tw:3500#Iplnitial) and the naming service of the FW. This naming service
is a standard CORBA service that allows the CORBA client application to locate the object
through a URL. Iplnitial is implemented by the FW servant ipinitialimpl (Figure 2.3 (3)) to
support the authentication function initiateAuthenticationWithVersion.

To authenticate the FW, the AS CORBA Client (Figure 2.3 (2)) invokes the challenge
function in the FW interface IpAPILevelAuthentication (implemented by the servant
ipAPllevelauthenticationimpl; Figure 2.3 (4)). To authenticate the AS application, the FW
CORBA client (Figure 2.3 (5)) invokes the challenge (callback) function in the AS interface
IpClientAPILevelAuthentication (implemented by the servant ipclientAPllevelauthen-
ticationimpl; Figure 2.3 (1)). The detailed steps are described as follows.

Step 1. The AS CORBA client first generates the reference ipclientAPllevelauthen-
tication_ref of the AS interface IpClientAPILevelAuthentication. This reference will be
called back by the FW to authenticate the AS application in Steps 5 and 6. The AS CORBA
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client uses ipinitial_ref to invoke the FW function initiateAuthenticationWithVersion
where the callback object reference ipclientAPllevelauthentication_ref is included as a
parameter. The FW servant ipinitialimpl returns a reference ipAPllevelauthen-
tication_ref of the FW interface IpAPILevelAuthentication. This FW interface is
responsible for answering the authentication challenge from the OSA application.

Step 2. The AS CORBA client selects the authentication algorithm by invoking the FW
function selectAuthenticationMechanism of the reference ipAPllevel authentication-
_ref. In CCL OSA, authentication algorithm SHA-1 is utilized.

Step 3. The AS CORBA client authenticates the FW by invoking the function challenge of the
FW reference ipAPllevelauthenticationi_ref. The challenge function takes a random
number as the parameter (in the byte-stream format). The FW servant
ipAPllevelauthenticationimpl executes'the SHA-1 algorithm using the received random

number and returns the result fw_digest to the AS CORBA Client.

@ inClientAPILevel | OSAAS || OSAFW gy AP evel
Authentication | |@ AS - Authentication | |@ Fw
(ipclientAPllevel || CORBA Q'P!mtlﬂ' (ipAPllevelauthen| | CORBA
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=
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Figure 2.3 Message flow for OSA mutual authentication
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Step 4. The AS CORBA client validates the result fw_digest. Suppose that the authentication
is successful, the AS CORBA client invokes the function authenticationSucceeded of
ipAPllevelauthentication_ref to inform the FW servant ipAPllevelauthenticationimpl
of the result. Then the servant ipAPllevelauthenticationimpl activates the FW CORBA
client to authenticate the AS application.

Step 5. The FW CORBA client invokes the function challenge in the AS (callback) reference
ipclientAPllevelauthentication_ref (obtained in Step 1). Similar to Step 3, this function
takes a random number as the parameter. The AS servant ipclientAPllevelauthen-
ticationimpl executes the SHA-1 algorithm and returns the result app_digest to the FW
CORBA client.

Step 6. The FW CORBA client validates the result app_digest. Suppose that the
authentication is successful, the FWCORBAcIient invokes the function authentication-
Succeeded of ipclientAPllevelauthentication_ref to inform the AS servant ipclient-
APllevelauthenticationimpl of the result. This result is passed to the AS CORBA Client.

At this point, the mutual authentication procedure is complete, and the OSA CORBA Client can

access SCFs through the FW.

2.4 Detailed CORBA Interactions for CCL OSA

We use the initiateAuthenticationWithVersion function invoked from the AS to the FW (see
Step 1 in Figure 2.3) and the callback challenge function invoked from the FW to the AS (see
Step 5 in Figure 2.3) as examples to illustrate the CORBA interaction between the AS and the
FW.

As we mentioned in the previous section, before the AS CORBA client requests mutual
authentication, it first retrieves the FW reference ipinitial_ref of the Iplnitial interface. The
CORBA behavior for invoking initiateAuthenticationWithVersion is described as follows
(which implement Step 1 in Figure 2.3).
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Step 1. The AS CORBA client uses ipinitial_ref to invoke the FW function
initiateAuthenticationWithVersion ~ where  the  callback  object  reference
ipclientAPllevelauthentication_ref is included as a parameter. This request is sent to the
AS stub _IplInitialStub.

Step 2. The stub _lIplnitialStub marshals the parameters clientDomain, authType and
framework Version into the Common Data Representation (CDR) format and forwards the
CDR data and the operation name initiateAuthenticationWith- Version to the AS ORB
Core. The AS ORB Core wuses the CDR data, the operation name
initiateAuthenticationWithVersion, an object key and other information to construct a
request message. Then the AS ORB Core sends this request message to the FW ORB Core.

Step 3. The FW ORB Core uses the object key in the request message to locate the target POA
ipinitialpoa and delivers the request message to ipinitialpoa.

Steps 4 and 5. The FW POA ipinitialpoa uses the received object key to locate the servant
ipinitialimpl in the ipinitialpoa’s active object map, and then activates the skeleton
IpInitialSkeleton.

Step 6. The skeleton demarshals the parameters in the request message into arguments. Three
arguments clientDomain (containing the callback reference ipclientAPllevelauthen-
tication_ref to be used in Step 10), authType (P OSA AUTHENTICATION) and
frameworkVersion (FWv1.0) are passed as parameters to the function
initiateAuthenticationWithVersion of the servant ipinitialimpl.

Step 7. The servant ipinitialimpl performs the function initiateAuthenticationWith- Version
and returns the result or exceptions to the skeleton IplnitialSkeleton.

Step 8. IplnitialSkeleton marshals the related results returned by the servant into the CDR
format and forwards the CDR data to the FW ORB Core. The FW ORB Core uses the CDR
data and other information to construct a reply message and sends the reply message back
to the AS ORB Core.
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Step 9. The stub _IplnitialStub demarshals the results in the reply message and returns the
result (i.e, ipAPllevelauthentication_ref; see Step 1 in Figure 2.3) to the AS CORBA
client.

The CORBA behavior for invoking the callback challenge from the FW to the AS is described

in Steps 10—18 (which implement Step 5 in Figure 2.3).

Step 10. The FW CORBA client uses ipclientAPllevelauthentication_ref (obtained from the
argument clientDomain in Step 6) to invoke the callback function challenge. This request
is sent to the FW stub _IpClientAPILevelAuthen- ticationStub.

Step 11. The stub _IpClientAPILevelAuthenticationStub marshals the parameter challenge
into the CDR format and forwards the CDR data and the operation name challenge to the
FW ORB Core. The FW ORB Core uses the CDR data, the operation name challenge, an
object key and other information to construct a request message. Then the FW ORB Core
sends this request message to the AS ORB Core.

Step 12. The AS ORB Core uses the object key in the request message to locate and delivers the
request message to the target POA rootpoa.

Steps 13 and 14. POA rootpoa uses the received object key to locate the servant
ipclientAPllevelauthenticationimpl in its active object map, and activates the skeleton
IpClientAPILevelAuthenticationSkeleton.

Step 15. Upon receipt of the request message, the AS skeleton IpClientAPILevel-
AuthenticationSkeleton retrieves the argument challenge and instructs the servant
ipclientAPllevelauthenticationimpl to execute the function challenge.

Step 16. After the function challenge is executed, the AS servant
ipclientAPllevelauthenticationimpl ~ returns  the result to the  skeleton
IpClientAPILevelAuthenticationSkeleton.

Step 17. IpClientAPILevelAuthenticationSkeleton marshals the related results returned by
the servant into the CDR format and forwards the CDR data to the AS ORB Core. The AS
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ORB Core uses the CDR data to construct a reply message and sends the reply message
back to the FW ORB Core.

Step 18. The FW stub _IpClientAPILevelAuthenticationStub demarshals the result
(app_digest) in the reply message and returns the result to the FW CORBA Client.

The above two examples illustrate how CCL OSA interaction can be implemented using

CORBA technology.

2.5 Application Server Architecture

This section describes the proposed AS architecture with six modules (see Figure 2.5).

® An appService module (Figure 2.5 (a)) implements services by accessing SCF through the
“lp” interfaces. Furthermore, it generates the interface objects in the corresponding
appService callback module (to be:elaborated at Step 3 in Figure 2.6, Section 2.6) and

passes the references of these objects as the callback references to the SCFs.

Application Server (AS)

®

User Interface
AS Database fj |
T/ appLogic Module
|
b ]
appService appServie
Callback Module [T Module T

@ CORBA Module

— 4+ — OSAAP| ——{+
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Figure 2.5 Application server architecture
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The appService callback module (Figure 2.5 (b)) provides the “IpApp” and “IpClient”
callback interfaces to the SCFs/FW. Through these interfaces, the AS can receive specific
events from the SCFs/FW. Upon receipt of the events, the appService callback module
stores them in the AS database and may inform the appService module to handle the
events. For each SCF, there exists one appService module and one appService callback
module in our AS design.

The AS database (Figure 2.5 (c)) stores the event information to be accessed by other
modules. The information includes the list of the authorized SCFs, the events received
from the SCFs, the log file of the AS, etc. The AS database module can be implemented by
SQL database.

The CORBA module (Figure 2.5 (d)) is an emerging open distributed object computing
infrastructure. It provides the higher'layers (i.e., other AS modules) a uniform view of
underlying heterogeneous network, which is described in Section 2.2.

The appLogic module (Figure 2.5 (e)) implements the logic of an AS application. It
integrates services supported by different SCFs and the FW through appService modules
without directly accessing the CORBA module and OSA interfaces.

The user interface module (Figure 2.5 (f)) provides interfaces to monitor the AS operations,

obtain the records stored in the AS database, and invoke the services offered by the SCFs.

2.6 Authentication between AS and Framework

An OSA AS must authenticate with the FW before it can access any SCFs. Before executing the

OSA mutual authentication, the AS must obtain the FW reference ipinitial_ref of the initial

contact interface object IpInitial from the CORBA module. This reference is obtained through a

URL (e.g., corbaname::pcs.csie.nctu.edu. tw:3500#Iplnitial in our implementation) and the

naming service of the FW. This naming service provided by the CORBA module allows the

CORBA client to locate the object through a URL.
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Figure 2.6 illustrates the message flow of mutual authentication for initial access in our
implementation. The FW mutually authenticates with the AS through the fwLogic module and
the Access Session API module.

On the FW side, the fwLogic module (Figure 2.6 (a)) is the control logic of the FW that
authenticates the AS at Steps 10 and 11 in Figure 2.6. The Access Session API module (Figure
2.6 (b)) provides the initial contact interface Iplnitial and the FW authentication interface
IpAPILevelAuthentication to communicate with the AS (see Steps 4, and 6~8 in Figure 2.6).
Details of the OSA mutual authentication are described as follows:

Steps 1 and 2. The AS control logic appLogic first generates the appFw object to access the

FW. appLogic invokes the appFw function authenticationReq to start mutual

authentication procedure with the FW.
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Module Module Module API Module Module
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Figure 2.6 Message flow for OSA mutual authentication
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Step 3. appFw creates the IpClientAPILevelAuthentication object that provides
authentication-related functions to be invoked by the FW (e.g., function challenge
invoked at Step 10 and function authenticationSucceeded invoked at Step 11).

Step 4. appFw generates the reference ipclientAPllevelauthentication_ref of the
IpClientAPILevelAuthentication object. This reference will be used by the FW to invoke
the callback functions to authenticate the AS at Steps 10 and 11. appFw uses ipinitial_ref
to invoke the FW function initiateAuthentication- WithVersion that includes the
callback object reference ipclientAPllevel- authentication_ref as a parameter.

Step 5. The FW creates the IpAPILevelAuthentication object that provides the
authentication-related functions to be invoked by the AS (e.g., function
selectAuthenticationMechanism invoked at Step 6, function challenge invoked at Step
7, and function authenticationSucceeded invoked at Step 8). Then Iplnitial generates
the reference ipAPllevelauthentication ref of IpAPILevelAuthentication. This
reference is returned to~ . the 'AS /as the return value of function
initiateAuthenticationWithVersion invoked at Step 4.

Step 6. Through the ipAPllevelauthentication ref reference, appFw selects the
authentication algorithm by invoking the FW function selectAuthentication-
Mechanism. In our implementation, the default algorithm is SHA-1 [10, 23].

Step 7. appFw authenticates the FW by invoking function challenge through the FW
reference ipAPllevelauthentication_ref. This function takes a random number as the
parameter (in the byte-stream format). Then the FW IpAPILevelAuthentication object
executes the authentication algorithm SHA-1 using the received random number and
returns the result to the AS.

Step 8. appFw checks the returned result from the FW. If the FW is successfully authenticated,
appFw invokes function authenticationSucceeded through ipAPllevelauthen-
tication_ref to inform the FW of the authentication result.
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Step 9. The FW IpAPILevelAuthentication object invokes the function fwAuthenticated to
inform fwLogic of the result.

Step 10. fwLogic authenticates the AS by invoking the callback function challenge through
the AS reference ipclientAPllevelauthentication_ref. Similar to Step 7, this function
takes a random number as the parameter. The AS IpClientAPlLevelAuthentication
object executes the authentication algorithm SHA-1 using the received random number
and returns the result to the FW.

Steps 11 and 12. fwLogic checks the returned result from the AS. If the AS is successfully
authenticated, fwLogic invokes the callback function authenticationSucceeded through
IpClientAPILevelAuthentication to inform appFw of the result.

Step 13. At this point, the mutual authentication procedure is complete, and appFw invokes
function authenticationRes to inform‘appLogic of the successful mutual authentication.

After mutual authentication with the FW, the AS can identify the authorized SCFs through the

FW discovery mechanism. To select the SCFs for service (e.g., the PoC SCF and the GLMS

SCF), the AS first establishes the service agreement with the FW. Then the AS can obtain the

object references of the PoC SCF and the GLMS SCF for PoC service. The details are omitted.

2.7 Summary

This chapter described a CORBA-based OSA system we designed and developed in CCL/ITRI,
and proposed an OSA AS architecture. In the CORBA-based OSA system, we showed how
OSA API interfaces and functions can be implemented by CORBA clients, stubs, servants and
skeletons. We described how CORBA POA and ORB are set up for CCL OSA. Then we used
the authentication procedure for initial access to illustrate how CORBA mechanism works for
CCL OSA. One of the challenges for future OSA extension is to deploy open API-based
services that support both legacy circuit-switched networks and all-IP based networks.

In our proposed OSA AS architecture, a new application is created by implementing the
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appLogic module that invokes the SCFs through the appService modules and appService
callback modules. To interact with an SCF, the AS implements one appService module and one
appService callback module for that SCF. When the existing SCFs are reused for new services,
the corresponding appService and appService callback modules for accessing these SCFs can
also be reused. Through this modulized AS design, the service deployment can be sped up. We
used the OSA mutual authentication to illustrate the interaction within the AS modules and how
the AS interacts with the FW. Details of the interaction among the OSA AS and the SCFs for

PoC services will be elaborated in Appendix A.
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Chapter 3.

Selecting Transition Process for WLAN Security

Wireless local area network (WLAN) was originally designed for cable replacement. In the
UMTS AII-IP network, WLAN functionality has been extended for users with mobility and has
even been integrated with cellular system to serve as an access technology to the cellular system,
and therefore scales up the coverage of mobile services. In WLAN, an Mobile Station (MS)
accesses the IMS network through an access point (AP). When switching from one AP to
another, the MS executes the transition process, which may incur long delay and result in
force-termination for real-time applications. The IEEE 802.11r proposes the fast basic service
set (BSS) transition to speed up the transition process for a MS moving within the same
mobility domain (MD). This scheme requires unique MD assignment so that the MS knows
whether it should conduct fast BSS transition-process (for intra-MD scenario) or the expensive
initial MD association process (for inter-MD scenario). However, how to guarantee unique MD
identifier (MDID) assignment is not mentioned in the specification. This chapter proposes a
mechanism for IEEE 802.11r fast transition without using MDID, and therefore eliminates the

cost for MDID management.

3.1 Introduction to IEEE 802.11r

In IEEE 802.11 WLAN, a Mobile Station (MS; Figure 3.1 (1)) accesses the IMS network
through an Access Point (AP; Figure 3.1 (2)) over the air [9, 15]. Because WLAN is much
easier to be intercepted than a wired network, it is important to exercise authentication and
encryption between the MS and the AP with a security key. If the MS and the AP are not

assigned the same security key through an offline process, the key must be generated in the
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transition process. When an MS connects to an AP for the first time or switches from one AP to

another, the transition process consisting of the following four procedures is exercised.

® |EEE 802.11 open system authentication is performed between the MS and the AP. The AP
will grant any authentication request from the MS unless the open system authentication is
disabled in the AP.

® Association enables the MS and the AP to negotiate the security policy and the encryption
algorithm.

® |EEE 802.1X authentication is executed between the MS and an authentication,
authorization, and accounting server (AAA server; Figure 3.1 (3)) [21]. A Master Session
Key (MSK; or AAA-Key) is generated independently in both the MS and the AAA server.

® |EEE 802.11i 4-way handshake generates the Pairwise Transient Key (PTK) from the
MSK. This PTK provides data integrity and confidentiality by encrypting data transmitted

between the MS and the AP.

(3) AAA
Server

(a) Level 1

(b) Level 2

(c) Level 3

Figure 3.1 IEEE 802.11r security hierarchy
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This transition process may incur long delay and result in force-termination for real-time
applications such as voice over IP. To reduce the latency for security key generation in the
transition process, IEEE 802.11r proposed fast Basic Service Set (BSS) transition implemented
in a three-level key hierarchy [15]. In this hierarchy, the first-level key is Pairwise Master Key
first level (PMK-RO) derived from the MSK and is shared between the MS and the PMK-RO
Key Holder (ROKH; Figure 3.1 (a)). The ROKH is the authenticator that maintains the MSK
received from the AAA server. The second-level key is PMK second level (PMK-R1) shared
between the MS and the PMK-R1 Key Holder (R1KH; Figure 3.1 (b)). PMK-R1 is derived from
PMK-RO and is used to derive PTK at the third-level (i.e., the AP; Figure 3.1 (c)).

Mobility domain (MD) is defined in this three-level key hierarchy. An MD consists of
several ROKHs. Figure 3.1 illustrates two mobility domains MD; and MD,. MD; consists of
two ROKHs (i.e., ROKH; and ROKH,) and MD,; consists of one ROKH (i.e., ROKHj3). Each
ROKH directly associates with several nearby R1KHs that can acquire PMK-R1 from this
ROKH. In Figure 3.1, ROKH; directly associates with two R1KHs (i.e., RIKH; and R1KHj; the
connectivity is represented by solid links) and ROKH, directly associates with one R1KH (i.e.,
R1KH3). An RIKH can obtain PMK-R1 from an ROKH which does not directly associate with
this R1KH, if both key holders are in the same MD. In Figure 3.1, R1IKH; and R1KH; can
acquire PMK-R1 from ROKH,, and this indirect association is represented through the dashed
links. Based on the MD structure, there are three MS transition scenarios: intra-R1KH
transition (e.g., from APy to AP; in Figure 3.1), inter-R1KH transition in an MD (e.g., from AP,
to AP, or AP3), and initial MD association (or inter-MD transition; e.g., from AP; to AP4)
scenarios. In this chapter, the third scenario is described in Section 3.2. The first two scenarios
are intra-MD scenarios described in Section 3.3. Section 3.4 proposes a selection mechanism

that automatically selects the appropriate transition process for intra- and inter-MD scenarios.
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3.2 Initial MD Association Process (Inter-MD Scenario)

When an MS first associates to the WLAN or moves from one MD to another (inter-MD
transition), PMK-R0 and PMK-R1 for this MS are generated and stored in the ROKH and the
R1KH, respectively [15]. Assume that an MS first connects to AP in Figure 3.1. The steps in

Figure 3.2 are executed as follows.

MS AP R1KH;| |ROKH,

Server

0. Channel Scanning

1. Authentication Request ( Open ) _

|_2. Authentication Response ( Open )

3. (Re)association Request ( MDIE=0 )}

4. (Re)association Response ( MDIE,
FTIE[ROKH, R1KH] )

-

5. Perform |EEE 802.1X Authentication
] ] ]
6. Derive PMK-RO 7. Derive PMK-RO
and PMK-R1 and PMK-R1
I I
8. Derive the PTK

I I
Figure 3.2 IEEE 802.11r initial MD association process

Step 0. The MS scans multiple channels for an AP with good signal, and checks the information
elements (IEs) advertised in the signal (i.e., Beacon and Probe Response frames). If the
mobility domain IE (MDIE) is included in the frames, it means that the AP supports the
IEEE 802.11r fast BSS transition. The MDIE contains the mobility domain identifier
(MDID) of MD; and the transition policy.

Steps 1 and 2. Suppose that AP, is selected. The MS sends an authentication request message

to AP, and performs the open system authentication.
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Steps 3 and 4. The MS sends an association request message to AP;. In this message, the
MDIE field is set to 0 to indicate that the initial MD association process is exercised. AP,
replies an association response message to indicate the MDID of MD,, and fast BSS
transition IE (FTIE) which includes the identifiers of ROKH; and R1KH;.

Step 5. The IEEE 802.1X authentication is executed between the MS and the AAA server. A
new MSK is independently generated in the MS and the AAA server. This key is also
passed from the AAA server to ROKH,. Details of the IEEE 802.1X authentication will be
illustrated at Steps 2~6 in Figure 4.2 and will be described in Section 4.2.

Steps 6 and 7. The MS and ROKH; independently generate the PMK-RO key by executing the
key derivation function (KDF; Figure 3.3 (1)) with the ROKH; identifier, the MSK
(generated at Step 5), the MD; identifier, and the supplicant address (SPA; the MS’s
Medium Access Control (MAC) address).. Then PMK-R1 is derived from PMK-R0, SPA,

and the R1KH;, identifier (Figure 3.3 (2)).

r_____________________———i [———————————————=
| | MDID | [ROKH Identity| " ROKH 1| INRIKH |
I | | I
i MSK SPA | ; i i
| v J RIKH | || |
| (1) KDF Identity : | |
| l | ANonce |
I l ¥ : | I
| PMK-RO|— (2) KDE " || SNonce |
| | | T |
l | h J |
I | | I
| |
| I

PMK-R1|—+» (8)KDE =~ PTK

Figure 3.3 Derivation of PMK-R0, PMK-R1, and PTK

Step 8. The MS and AP; perform the IEEE 802.11i 4-way handshake procedure by exchanging
two random numbers (i.e., ANonce generated by AP; and SNonce generated by the MS).

To derive PTK, AP; sends the related parameters to R1KH;, including the ROKH;
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identifier, SNonce, ANonce, and SPA. Then the MS and R1KH;, independently derive the

PTK key from inputs including the PMK-R1 generated at Steps 6 and 7 (Figure 3.3 (3)).

After PTK is generated, RIKH, passes it to AP; for encrypting and decrypting data

transmitted between the MS and AP;.

After this initial MD association process, PMK-R0 and PMK-R1 are kept in ROKH; and
R1KH;, respectively. When the MS moves to another AP in MD, these two keys are reused to

generate new PTK without executing the IEEE 802.1X authentication.

3.3 Fast BSS Transition (Intra-MD Scenarios)

The IEEE 802.11r fast BSS transition is exercised in intra-MD transition scenarios. When the
MS performs inter-R1KH transition from AP, to AP; in MD,, the following steps are executed
(see Figure 3.4).

Step 1. Since AP; and AP; are in the same MD, the MS sends an authentication request
message with fast BSS transition (FT) authentication to AP;. This message contains the
MDID of MD; and FTIE (containing the ROKH; identifier and a random number SNonce
for PTK derivation).

Step 2. From the MDIE and the FTIE provided by the MS, AP; knows that the inter-R1KH
transition occurs. AP; sends an authentication response message to the MS. This response
message contains the identifiers of ROKH,, R1KHj;, MD, and a random number ANonce
for deriving PTK.

Step 3. Upon receipt of ANonce and the identifiers from AP, the MS generates a new PMK-R1
key from the R1KHj; identifier, SPA, and PMK-RO (Figure 3.3 (2)). This PMK-R1 key is
shared between the MS and R1KHj3, and is used together with SPA, ANonce, and SNonce
to derive the PTK key (Figure 3.3 (3)). If the MS moves from AP; to AP, connecting to the

same R1KH in Figure 3.1, the old PMK-R1 is reused to generate the new PTK key.
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MS AP, AP; R1KH;| [ROKH;
| |

Successful (Secure) Session and Data
Transmission / Channel Scanning
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1. Authentication Request ( FT, MDIE,
FTIE[ROKH, SNonce] )
» 4. SPA,

2. Authentication Response ( FT, TSIE, ANonce,
FTIE[ROKH, R1KH, Anonce] ) Snonce,

ROKH; Identit‘;

€

5. Obtain PMK-R1

3. Derive PTK

< 6. PTK

7. Resources Reservation and Ee-association
I |
Figure 3.4 IEEE 802.11r fast BSS transition process

Step 4. AP; sends SPA, ANonce, SNonce, and the ROKH; identifier to R1KHj; for deriving new
PTK.

Step 5. According to the ROKH; identifier, R1IKH3 acquires the new PMK-R1 from ROKH;. If
the MS moves from AP; to APy in Figure 3.1, this step is omitted.

Step 6. R1KHj; derives PTK by executing KDF (Figure 3.3 (3)) and sends the generated PTK to
AP;. After this step, PTK is kept in both the MS and APs.

Step 7. The MS switches from AP; to AP; after resource reservation and re-association
between the MS and APs.

In the fast BSS transition, the IEEE 802.1X authentication procedure is omitted. Instead,

PMK-RO is reused to derive the new PTK key to speed up the transition process.

3.4 Transition Process Selection Mechanism

Since every AP advertises the MDID in the Beacon and Probe Response frames, the MS can

select the appropriate transition process for intra-MD or inter-MD scenarios. Specifically, the
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MAC addresses are used as the identifiers for ROKH and R1KH to ensure global uniqueness.

The MDID is assumed to be managed by vendors [15]. However, it is not clear how to

guarantee unique MDID among vendors. If ambiguity of MDID does occur, this error will be

detected at Step 5 in Figure 3.4 because the new PMK-R1 cannot be acquired. Therefore the

MS is forced to stop the fast BSS transition process and is switched to perform the IEEE

802.11r initial MD association process.

MS APoid

Server

Successful (Secure) Session and Data
Transmission / Channel Scanning

I

FTIE[ROKH, Snonce] )

1. Authentication Request ( FT, MDIE,

g

2. Transition
Process Selection

L 3. Authentication Response ( Open )

For Inter-MD

4_|EEE 802.11r Initial MD Association

Process

Transition

5. Authentication Response ( FT, MDIE,

FTIE[ROKH, R1KH, Anonce])

6. IEEE 802.11r Fast BSS Transition Process

!

’ _

For Intra-MD

Transition

Figure 3.5 The proposed selection mechanism for transition process

To resolve the ambiguous MDID issue, we propose a new method that does not require the

MDID for transition. In our approach, every AP maintains an ROKH table recording all ROKHs

that can be accessed by the AP. In Figure 3.1, the identifiers of ROKH,; and ROKH, are recorded

in APy, AP;, AP,, and AP3, and the ROKHj identifier is recorded in AP4 and APs. Upon receipt
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of the authentication request message (i.e., Step 1 in Figure 3.4), an AP queries its ROKH table

to determine whether the MS comes from another MD, and selects the appropriate transition

process for execution. Suppose that the MS moves from APgjg to APnew. The following steps

are executed (see Figure 3.5).

Step 1. The MS sends an authentication request message with FT authentication algorithm to
APnew. This message is similar to that in Step 1 of Figure 3.4, but does not include the
MDID in MDIE.

Step 2. Upon receipt of the authentication request, APnew checks the ROKH identifier in FTIE.
There are two possibilities. If the ROKH identifier is not found in the ROKH table of APxew,
Steps 3 and 4 are executed (for inter-MD scenario). Otherwise, Steps 5 and 6 are executed
(for intra-MD scenarios).

Steps 3 and 4. APy., exercises open.system authentication and replies the authentication
response message with parameter “‘open system authentication”. Then the MS proceeds to
execute the IEEE 802.11r initial MD association process (Steps 2~8 in Figure 3.2).

Steps 5 and 6. APy exercises FT authentication and replies the IEEE 802.11 authentication
response message with parameter “FT authentication”. The IEEE 802.11r fast BSS
transition process is executed (Steps 2~7 in Figure 3.4).

Through the ROKH table in an AP, the above mechanism correctly distinguishes the inter-MD

scenario from the intra-MD scenarios without using the MDID.

A few other studies have been reported in the literature which has also carried out research

similar to that reported in this chapter [5, 17, 27].

3.5 Summary

This chapter describes the IEEE 802.11r transition process for WLAN, where a three-level key
hierarchy was proposed to speed up the transition process without executing the expensive
IEEE 802.1X authentication for some scenarios. This hierarchy requires assignment of unique
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MDIDs worldwide. However, how to guarantee the uniqueness of MDID is not clear. This
chapter proposed a mechanism that does not need MDID, and therefore MDID management is
eliminated. This mechanism also saves four message exchanges incurred in the original fast

BSS transition when MDID ambiguity occurs.
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Chapter 4.
A Key Caching Mechanism for Reducing WiMAX

Authentication Cost in Handoff

IEEE 802.16e mobile Worldwide Interoperability for Microwave Access (WiMAX) provides
broadband wireless services with wide service coverage, high data throughput, and high
mobility. To access the IMS network with mobile WiMAX, several mobile telecommunications
network issues, e.g., mobility management, voice quality, and power saving, must be addressed
in the mobile WiMAX environment. Among them, security is probably one of the most
important and essential issue that must -be carefully addressed, which includes authentication
and encryption aspects. This chapter will focus on the authentication aspect for mobile
WIiMAX.

The IEEE 802.1X is utilized in mobile WiMAX authentication. This procedure incurs long
delay in WiMAX handoff. To resolve this issue, this chapter proposes a key caching mechanism
to eliminate the non-necessary IEEE 802.1X authentication cost in WiMAX handoff. This
mechanism is investigated through analytic and simulation modeling. Our study indicates that

the key caching scheme can effectively speed up the handoff process.

4.1 Introduction to WIMAX AAA Architecture

To support security network access, the authentication, authorization, and accounting (AAA)
mechanism is exercised in WiIMAX [38]. Figure 4.1 shows the AAA architecture and protocol
stack for WIMAX. In this architecture, the Access Service Network (ASN; Figure 4.1 (2))

consists of Base Stations (BSs; Figure 4.1 (4)) and ASN Gateways (ASN-GWs; Figure 4.1 (5)).
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Figure 4.1 WIMAX AAA architecture and protocol stack

An ASN-GW controls several BSs. A BS provides WiMAX radio access for Mobile Stations
(MSs; Figure 4.1 (1)) after the MSs are authenticated by the AAA server (Figure 4.1 (6)) in the
Connectivity Service Network (CSN; Figure 4.1 (3)). In the WIMAX AAA architecture, the
ASN-GW serves as the authenticator for the-MS. The authenticator is responsible for
forwarding authentication messages between the MS and the AAA server, and for maintaining
the MS related information (e.g., encryption keys) after authentication. We assume that the
Subscriber Identity Module (SIM)-based Extensible Authentication Protocol (EAP) is utilized
for AAA [12]. Note that this approach reuses the authentication mechanism in mobile
telecommunications [8]. In the authentication procedure, an EAP-SIM message (Figure 4.1 (a))
is encapsulated in an EAP message (Figure 4.1 (b)). The MS then encapsulates the EAP
message in Privacy Key Management protocol version 2 (PKMv2; Figure 4.1 (¢)) before it is
transmitted to the BS. The BS exercises the Authentication Relay protocol (AuthRelay; Figure
4.1 (d)) to forward the received EAP message to the authenticator (i.e., the ASN-GW). Upon
receipt of an EAP message, the authenticator translates it into a Remote Authentication Dial-In

User Service (RADIUS; Figure 4.1 (e)) message. Then the RADIUS message is sent to the
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AAA server. Upon receipt of the RADIUS message, the AAA server utilizes the Mobile
Application Part (MAP; Figure 4.1 (f)) of the Signaling System Number 7 protocol (SS7; Figure
4.1 (g)) to communicate with the Home Subscriber Server (HSS)/Authentication Center (AuC;
Figure 4.1 (7)). The HSS is the mobility database of the GSM/UMTS mobile
telecommunication networks [8, 21]. The AuC maintains the secret keys of the MSs, and

provides the authentication information to the AAA server.

4.2 WIMAX Initial Network Entry Process

By using the protocols described in Figure 4.1, the WiMAX authentication works as follows.
Suppose that an MS first connects to the WIMAX network, the following steps are executed for
the initial network entry process (see Figure 4.2):

Step 1. The MS, the BS, and the ASN-GW (authenticator) negotiate the security policy (i.e., to
select the encryption and decryption algorithms) and the authorization policy; specifically,
to select the message authentication code (MAC) type.

Step 2. The authenticator sends an EAP Request message to the MS. This message initiates
the IEEE 802.1X authentication procedure by requesting the user identity.

Steps 3 and 4. The MS replies an EAP Response message with the user identity to the
authenticator. The user identity consists of two elements: the AAA server address
AAA-addr and the user account User-acct. In the SIM-based EAP authentication, the
user account is set to the International Mobile Subscriber Identity (IMSI) of the MS [21].
According to AAA-addr, the authenticator forwards the EAP Response message to the
AAA server.

Step 5. Upon receipt of the user identity, the AAA server performs the SIM-based EAP
authentication with the MS as follows:

Step 5.1. The AAA server issues an EAP Request message with type “Start” to the MS.
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Figure 4.2 WiMAX initial network entry process

5.3 and 5.5.
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MS-RAND. This random number is used to derive the encryption keys in Steps

Based on the IMSI received in Step 4, the AAA server communicates with the
HSS/AuC to obtain the authentication information, including a random number
RAND, a signed result SRES, and a cipher key Kc. Both the MS and the
HSS/AuC utilize the RAND and the secret key Ki (stored in the SIM card and
the HSS/AuC) to execute the A3 and the A8 algorithms for deriving the signed
result SRES and the cipher key Kc [20]. Then the AAA server utilizes Kc and

MS-RAND (received in Step 5.2) to derive the Master Session Key (MSK) and




the EAP integrity key Kgap.

Step 5.4. The AAA server sends a challenge EAP Request message with the RAND and
the MAC. This MAC is derived from Kgap and is used to ensure integrity of this
message.

Step 5.5. Upon receipt of the EAP Request message, the MS utilizes RAND, MS-RAND
(generated in Step 5.2), and Ki (stored in the SIM card) to generate SRES*, Kc,
MSK, and Kgap. With Kgap and the received RAND, the MS verifies the
received MAC. If the MAC is correct, the AAA server is successfully
authenticated by the MS. Then the MS replies a challenge EAP Response
message with a code MAC* derived from Kgap and SRES*.

Step 6. The AAA server verifies MAC* by using Kgap (generated in Step 5.3) and SRES
(received in Step 5.3). If MAC* is correct, the MS is successfully authenticated by the
AAA server. The AAA server sends the EAP Success message to the authenticator
containing MSK (generated in Step 5.3), the MSK lifetime, and the MS authorization
profile (e.g., service restrictions and supplementary services). The MSK lifetime is the
period that the MS is authorized to access the ASN-GW. When the MSK lifetime is
expired, the MS should execute the IEEE 802.1X authentication with the AAA server
again.

Step 7. The ASN-GW stores MSK, the MSK lifetime, and the authorization profile. Then it
derives the Authentication Key (AK) by using the MSK and the BS address. This AK is
shared between the MS and the BS.

Step 8. The ASN-GW forwards the EAP Success message to the BS with AK. The BS passes
the EAP Success message to inform the MS that the authentication is successful. Upon
receipt of this message, the MS generates its version of AK.

Step 9. The BS generates the final encryption key Traffic Encryption Key (TEK). This
encryption key is used to provide data integrity and confidentiality for a communication
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session between the MS and the BS. The BS passes the generated TEK (encrypted by AK)
to the MS.
The relationship of WiMAX encryption keys and the locations maintaining these keys are

shown in Figure 4.3.

Locations | HSS | |[AAA Server| [Authenticator] [BS| | BS |
I ms | | wMs | | MS | [MS] [ MS |

[ Ki F» Kc ] MSK | AK [ TEK]

Keys

Figure 4.3 WiMAX key derivation tree

If the MS moves from the old BS to the new BS connecting to a different authenticator
(ASN-GW), a new MSK must be generated in this inter-ASN-GW handoff process, which is
the same as the initial network entry process described in Figure 4.2. In this case, the
authenticator (ASN-GW) of the old BS will remove the MS key record (i.e., MSK, the MSK
lifetime, and the MS authorization profile). When the MS moves back to the old ASN-GW
again, another inter-ASN-GW handoff process should be performed, which may incur long

delay.

4.3 The Key Caching Mechanism

To speed up the inter-ASN-GW handoff process, we propose a key caching mechanism. The
idea is simple: When the MS moves from the old ASN-GW to the new ASN-GW, the old
ASN-GW still keeps the MS key record. If the MS returns to the old ASN-GW before the MSK
lifetime expires, it can reuse the MSK without executing the IEEE 802.1X authentication. That
is, only Steps 1 and 9 in Figure 4.2 are executed to speed up the inter-ASN-GW handoff process.

In Figure 4.2, Step 1 contains 2 message exchanges and Step 9 contains 5 message exchanges
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[38]. Therefore, the caching mechanism speeds up the process by saving 50% (= 7/14) message
exchanges between the MS and the BS.

Although the key caching mechanism may effectively avoid the execution of IEEE 802.1X
authentication, it consumes extra storage to keep the MS key records at the old ASN-GW,
where a stored key record includes 512 or 1024 bits for MSK, 32 bits for the MSK lifetime, and
512 or 1024 bits for the MS authorization profiles. Therefore, it is desirable to select an
appropriate MSK lifetime to eliminate the IEEE 802.1X authentication without consuming too
much extra storage in the ASN-GW. We investigate the effect of the MSK lifetime on the

caching performance by an analytic model described below.

9 MS moves

O sk Lifetime
(1) to the new Expired
IEEE 802.1X ASN-GW ©
Authentication MS returns to
for the MS the old ASN-GW
¢ Y i Y »
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<« [y —>\<— t* —»
P tyk ——»
< MSK Lifetime T >

Figure 4.4 Relationship of the MSK key lifetime and the MS movement

Figure 4.4 illustrates the relationship between the movement of an MS and its MSK
lifetime. In this figure, the IEEE 802.1X authentication is executed at time 1o (Figure 4.4 (1)),
and the MSK lifetime expires at time 13 (Figure 4.4 (4)). At time 1, (Figure 4.4 (2)), the MS
moves from the old ASN-GW to the new ASN-GW. The residual MSK lifetime is tx =15 - 1. If
the MS will not return to the old ASN-GW before the MSK lifetime expires, we call this tk

period the unused key period. At time t, (Figure 4.4 (3)), the MS returns to the old ASN-GW.
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Let tv =T2 - 11 be the period between when the MS leaves the old ASN-GW and when it returns.

If the MS returns before the MSK lifetime expires, the MS can reuse the MSK for period tx* =

tk - tw without executing the IEEE 802.1X authentication. Period tx* is referred to as the reused

key period. We make the following assumptions:

®  We consider two distributions for the MSK lifetime T. That is, T is either an Exponential
period with rate J or a fixed period.

® The MS residence time ty in new ASN-GWs has the density function f (ty) with mean 1/A
and variance V.

Three output measures are evaluated in our study.

® Q: the probability that the MS returns to the old ASN-GW before the MSK lifetime
expires.

® E [tk |tu>tk]: the expected unused key period under the condition that the MS does not
return to the old ASN-GW before the MSK lifetime expires (therefore, the cached MSK
will not be reused).

® E[tk* |ty <tk]: the expected reused key period under the condition that the MS returns to
the old ASN-GW before the MSK lifetime expires (the cached MSK is reused).

We derive the above output measures for Exponentially distributed ty with fixed T, and then

generalize the derivation for Generally distributed ty with Exponentially distributed T.

4.3.1  Derivation for Exponentially Distributed tyy and Fixed T

Suppose that the departure of the MS from the old ASN-GW is a random observer to the MSK
lifetime. For fixed MSK lifetime T, from the residual life theorem [32], tx has the Uniform

distribution over 0 <tx <T. Then a is derived as

T o e M+ T~ 1
a=Prity <tgl = f (—) X f Ae~Atmdt,, | dt, = 4.1)
tg=0 T ty=0 AT

E [tk | tm > tk] is expressed as:
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Eltglty = tg] = f tx X Pritg|ty = tgldtk
tg=0

o0 1 _
fT Prty N (ty = ty)] fT tg X ftM=tKT x Ae~*mdty,
= tK K =
tg=0 t

dt
Pr[tM 2 tK] K=0 1 — K
_( 1 )X 1—e? e\ 1 Te “2)
" \l-a 2T A ) A 1—eT '
Similarly, E [ t* | tw < tk] is expressed as:
T
Eltglty = tg] = f ) ti™ X Prity* |ty < tildt™
tg =0
T Pritey* n(ty <t
N PRLICELOI P
Tt 1 _
~ jT te* X, —o T XAeTMMdty T
- K
tx¥=0 a
_<1>>< T 1+1—e—” AT? 1 “3)
\a ) AT J2(AT +e*T —1) 2 ‘

4.3.2  Derivation for Generally Distributed ty, and Exponential T

Since the departure of the MS from the old ASN-GW is a random observer to the MSK lifetime,
from the residual life theorem, tx is Exponentially distributed with mean E[T] = 1/p. Let ty have
a General distribution with density function f (ty) and Laplace transform f *(S). Then a is

derived as

tg

[ee]
o= J. pe Mtk x
t

k=0

f(tM)dtMl dtx = f*(w) (4.4)
tpm=0
E [tk | tm > tk] is expressed as

Eltglty = tg] = f ty X Prltg|ty = tgldty
tg=0

f"" tg X ftzth pe MK X f(ty) dty
t

B =0 1-« i
e 1 [ fw
= [l {H * l as |, K I -
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E [ tk* | tu <tk] is derived as

Eltglty = tg] = f ti™ X Prlty ™|ty < tg]dtg”
k
t

f*(u)l _1

(4.6)

- [f*(u)] 8

Equation (4.6) says that E [ tx* | ty <tk] is not affected by the ty distribution.
To further investigate (4.4) and (4.5), we assume that ty has the Gamma distribution,
which has been used in telecommunication modeling [22, 39]. The Gamma distributed ty has

the mean 1/A, variance Vy and Laplace transform

1

ro = (o)
Then from (4.4),
1
«=Fw=(mr 1) (4.7

and E [ t | tm > tk] is expressed as

df*(s) A
Eftklty = tx] = {ﬂ [ ds l } [1 f(u)]
e N e I

When ty is Exponentially distributed (i.e., Vi = /N ), (4.7) is rewritten as
1

_ (;)m __ 4 4.9)

AuVy +1 A+u

and (4.8) is expressed as

Eltxlty = tg]

1
)
1 1 1 2 1 2
zl__ix(AVﬂ)“/M T AV+1}LVMl
n ngy n ngy L AZVM
l/,LVM+1
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1
= 4.10
F (4.10)

Equations (4.1), (4.2), (4.3), (4.6), (4.9) and (4.10) provide the mean value analysis to show the
“trends” of the output measures. These equations are also used to validate the simulation

experiments in the next section.

4.4 Simulation Validation

We utilize simulation experiments to validate the analytic model described in Section 4.3. The
MSK lifetimes T are either produced from a random number generator with mean 1/u or set as a
fixed period 1/u. According to the residual life theorem, the residual MSK lifetime tk can be
generated directly. The ty periods are first drawn from an Exponential random number
generator with mean 1/A to validate against the analytic model. Then we use Gamma random

number to investigate the impact of General ty.

0Set initial values :

= 0
-« unusedT =0 (a) Generate ty and tx
- reusedT =0 (b) tx™* = tx - tu
= nm’
]
Yes
h 4

(@n=n+1

unusedT = unusedT + fx (b) reusedT = reusedT + t*

-
|

Y
@N=N+1

No Yes
Compute output measures : — ?@'
-a=n/N

+ E [tx | ty 2 ] = unusedT | (N-n)
« E[tc*| tu = te] = reusedT / n End

Figure 4.5 The simulation flowchart
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To ensure that the results are stable, we simulate 107 departures from the old ASN-GW. In
the simulation process, the counter N records the number of simulation runs, n counts the
number of MSK reused times, unusedT calculates the sum of periods which the unused MSK
stored in the old ASN-GW, and reusedT calculates the sum of periods which the MSK reused in
the old ASN-GW. The simulation flowchart is shown in Figure 4.5, and the details are described
as follows.

Step 1. The variables N, n, unusedT, and reusedT are initialized to 0.

Step 2. The Nth departure from the old ASN-GW is performed. Periods ty and tx are generated,
and tk* is set to tk - tm.

Step 3. If tg* > 0, it means that the MS returns to the old ASN-GW before the MSK lifetime
expires, and the flow goes to Step 4. Otherwise, go to Step 5.

Step 4. The MSK is reused in the old ASN-GW, and the MSK reused counter n is incremented
by 1. The sum of the MSK reused periods reusedT is added by tx*.

Step 5. Since the MSK cannot be reused, the sum of the MSK unused periods unusedT is added
by tk.

Step 6. N is incremented by 1.

Step 7. Check if 10’ MS departures from the old ASN-GW have been simulated. If so, go to
Step 8. Otherwise, go to Step 2.

Step 8. The simulation is complete, and the output measures are computed as follows.

n
a = N

unusedT

Eltgltn 2 ti] = ———

i reusedT
Eltg [ty S tg] =———

Based on equations (4.1), (4.2), (4.3), (4.6), (4.9) and (4.10), Table 4.1 shows that the
simulation is consistent with the analytic analysis and all errors are within 1%. Therefore, the

analytic and the simulation results are consistent.

50



Table 4.1 Comparison of analytic and simulation results

E[T] Fixed T Expanential T

(1/A) | Analytic |Simulation|Errors (%) Analytic [Simulation|Errors (%)
107 | 0.005| 0.005| 0.2187| 0.0099| 0.0098| 0.7171
1071 | 0.0484| 0.0484| 0.0068| 0.0909| 0.0909| 0.0444
10° | 0.3679| 0.3676| 0.0645 0.5] 0.4998| 0.0492
10° 0.9 0.9| 0.005| 0.9091| 0.9092| 0.0122
10° 0.99 0.99| 0.0008| 0.9901| 0.9901| 0.0007

(a) a (Exponential ty)

Vi E[T]1=0.1/A E[T]=10/4

(1/A%)| Analytic [SimulationErrors (%)| Analytic [Simulation|Errors (%)
1071 | 0.0995| 0.0996| 0.0575| 0.5364| 0.5363| 0.0261
10° | 0.0909| 0.0909| 0.0372| 0.9091 0.91] 0.0947
10" | 0.0831| 0.0831| 0.0257| 3.0336| 3.0425| 0.2914
10° 0.086| 0.0861| 0.0505| 6.2541| 6.229| 0.4019
10° | 0.0892| 0.0893| 0.1398| 7.8596| 7.8467| 0.1651

(b) E [ tk | tm = tk] (Gamma ty; and Exponential T)

Vi E[T]1=0.1/A E[T]=10/4

(1/A%)| Analytic [SimulationErrors (%)| Analytic [Simulation|Errors (%)
107 0.1] 0.1006| 0.5986 10| 10.005| 0.0501
10" 0.1] 0.1001| 0.1492 10| 10.001| 0.0137
10! 0.1 0.1001| 0.1074 10| 10.012| 0.1206
10° 0.1 0.1| 0.0222 10| 10.003| 0.032
10° 0.1 0.1] 0.0104 10| 9.9999| 0.001

(c) E[ tk* | tm <tx] (Gamma ty and Exponential T)

4.5 Numerical Examples

According to the analytic and the simulation models, we use numerical examples to investigate
how the MSK lifetime T affects the performance of the key caching mechanism. Figure 4.6
plots the results for Exponential ty. Figure 4.6 (a) plots a against E[T]. The figure indicates that

a is an increasing function of E[T]. It is intuitive that if E[T] is large, then it is more likely that
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the MS will return before the MSK lifetime expires. From (4.1)

i _ e T+ AT -1 _
E[YE{LLOOQ_TZQO AT B

Since E[T]=1/p, from (4.9), we have

A
i a= i [t
Eff oo & T Ef15e |2 + (1/E[T])
This figure also shows that the Exponential T outperforms the fixed T in terms of a.

Figure 4.6 (b) plots the unused key period E [ tk | tm > tk] as the function of E[T]. The figure

shows that the unused key period increases as E[T] increases. From (4.2), we have

, (1 Te™*T 1
el Bl = 6l = Jip \ 3 =1 oo ) =3

and from (4.10)

1 1
. U S R |
s, Elteltn = te] = lim [,1 el /E[T])] p)

Therefore, the maximum unused key period is E[ty] = 1/A. When E[T] is small (e.g., less than
1/N), the fixed T outperforms the Exponential T. When E[T] is large, the Exponential T yields
better performance in terms of the unused key period.

Figure 4.6 (c) plots the reused key period E [ tx* | ty < tk] as the function of E[T]. The
figure indicates the intuitive result that the key reused period increases as E[T] increases. From

(4.3), we have

li Elte* |ty < te]| =Ll AT 1_
e, Ble ltn < tel = lim sy =7 =

and from (4.6)

1
. o < _ _
i, Bl e < tel = fim, (1/E[T]) ”
The figure also indicates that the Exponential T outperforms the fixed T in terms of the reused

key period.
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Figure 4.7 Effect of Vi

Figure 4.7 (a) plots the unused key period E | tx | tu > tk] against E[T] and V. When E[T]
> 1/A, the unused key period increases as Vy increases. This phenomenon is explained as
follows. As Vy increases, more long and short ty; are observed. Since a random observer (an MS
movement) tends to observe long ty, short ty will not contribute to E [ tk | tm > tk]. Therefore,

more long tk are observed as V) increases. From (4.8),

lim E[tglty = tg]
Vpm—oo

1 1
1—1><( 1 )m“_lx( 1 )m
=Vli2100 T =—
“ - )™ “
AuVy +1

When E[tk] < 1/A, E [ tk | tu > t] =E [tk], which is not sensitive to V.

Figure 4.7 (b) plots the reused key period E [ tx* | tu < tk] against E[T] and V. For
Exponential T, according to (4.6), E [ t* | tu < tk] = E[T]. This phenomenon is explained as
follows. Since the residual MSK lifetime tk is Exponentially distributed, the arrival of the MS to

the old ASN-GW is a random observer to tx. Thus, from the residual life theorem, t* is also
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Exponentially distributed with the mean E[T]. For fixed T, E [ t* | tm < tk] increases as Vu
increases. Since we only consider the case when ty < tk, as Vj increases, short tx periods are
observed and long tx will not contribute to E [ tc* | tw < tk]. Thus, for fixed T, the reused key
period increases as Vi increases and eventually approaches to E [tx] = T/2.

Figure 4.7 shows that the Exponential T outperforms the fixed T in terms of the reused key
period. On the other hand, for the unused key period, the fixed T outperforms the Exponential T
in most cases. Another advantage of Exponential T over the fixed T is that the reused key period
E [ t* | tm < tk] performance is not affected by the variance V. This stability property is

important for telecom-grade system.

4.6 Summary

This chapter proposed a key caching mechanism to speed up the inter-ASN-GW handoff for
mobile WiMAX. With this mechanism, when an MS leaves the old ASN-GW, the MS key
record (e.g., the MSK) is cached in‘the old ASN-GW. If the MS returns to the old ASN-GW
before the MSK lifetime expires, it can reuse the MSK without executing the IEEE 802.1X
authentication. On the other hand, the old ASN-GW consumes extra storage to maintain the MS
key records when the MS leaves the old ASN-GW. This chapter investigated how the period T
of the MSK lifetime affects the key caching performance by an analytic model and simulation
experiments. Three output measures are evaluated: the key reused probability, the unused key
period, and the reused key period. We showed that the caching mechanism can effectively
speed up the inter-ASN-GW handoff. We also observed that the Exponential T outperforms the
fixed T in most cases. Moreover, for the reused key period, the Exponential T is not affected by
the variance of MS residence period in new ASN-GWs, and is more suitable for
telecommunications system. As a final remark, the operator uses our study and the number of
serving MSs to calculate the storage budget at an ASN-GW. Our study indicates that E[T] >
10/A will not improve the performance. Therefore, if E[T] < 10/A is selected, the extra storage
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can be computed from Little’s Law N = XE[T] < 10x/A, where N is the extra storage (the number

of MS key records) and X is the rate of the MSs leaving the ASN-GW [18].
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Chapter 5.

End-to-End Security Mechanisms for SMS

In the UMTS all-IP network, the security mechanism (i.e., encryption) offered by the network
operator applies only on the wireless link in the wireless access networks. Data delivered
through the mobile core network may not be protected. Existing end-to-end security
mechanisms are provided at application level and typically based on public key cryptosystem.
This chapter introduces two encryption mechanisms for Short Message Service (SMS) to
illustrate the security mechanism between the MS and the application and service network.
These two mechanisms are based on the Rivest-Shamir-Adleman (RSA) scheme and the
Identity-based (ID-based) scheme. We implement these two mechanisms over the standard
SMS network and estimate the encryption overhead. Our study indicates that the ID-based
mechanism has advantages over the RSA-mechanism in key distribution and scalability of

increasing security level for mobile service.

5.1 Introduction to Wireless Cryptography

In today’s mobile communication systems, the symmetric key technology is used to
authenticate the Mobile Station (MS). The authentication method is based on the pre-shared
secret key Ki (created at the service subscription) between the user and the mobile operator [20].
The symmetric session key Kc derived during the authentication phase (by using Ki) only
applies on the wireless link, that is, from the MS to the base station. End-to-end security or
confidentiality and integrity over the whole path between two parties (e.g. an MS to another
MS) is not provided by mobile systems (such as Global System for Mobile Communication

(GSM) and Universal Mobile Telecommunications System (UMTS)) and therefore has to be
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provided at application level. Asymmetric cryptography is typically used in mobile systems to
provide end-to-end security.

Asymmetric cryptography or Public Key Cryptography (PKC) involves two distinct keys,
public key KU and private key KR. KU can be widely distributed without compromising its
corresponding private key KR. In some systems, KR remains known only to the user that
generated it, while in other systems, KR is given to a user by another trusted entity. To
generate the key pair, one first chooses a private key KR and applies some trapdoor one-way
function to KR to obtain a random and uncontrollable public key KU. The main concern in a
public key setting is the authenticity of the public key. If an attacker convinces a sender that
the receiver’s public key is some key of the attacker’s choice instead of the correct public key,
he/she can eavesdrop and decrypt messages intended for the receiver. This is the well known
man-in-the-middle attack [36]. This authentication problem is typically resolved by the use of
verifiable information called certificate, which is issued by a trusted third party and consists
of the user name and his/her public key.

In 1984, Shamir (1984) introduced the concept of Identity-based (ID-based)
cryptography where the public key of a user can be derived from public information that
uniquely identifies the user. For example, the public key of a user can be simply his/her e-mail
address or telephone number, and hence implicitly known to all other users. A major
advantage of ID-based cryptosystem is that no certificate is needed to bind user names with
their public keys.

ID-based cryptosystem transparently provides security enhancement to the mobile
applications without requiring the users to memorize extra public keys. For example, sending
an ID-based encrypted short message is exactly the same as sending a normal short message
[14] if the mobile phone number of the short message recipient is used as the public key.
Therefore, the mobile user (the sender) does not need to memorize an extra public key for the
receiver. This feature is especially desirable for transaction-type mobile applications such as
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bank or stock transactions [21].

In this chapter, we implement two encryption systems for Short Message Service (SMS)
and estimate the encryption overheads compared with the original non-ciphered message
transmissions. We first introduce the certificate-based and the ID-based public key
cryptosystems, which provide authentic solutions for public key distribution. Then we
propose two applicable end-to-end encryption mechanisms for SMS based on the
certificate-based public key cryptosystem and the ID-based public key cryptosystem,
respectively. Finally, we also evaluate and compare the delivery overheads between these two

mechanisms.

5.2 Public Key Cryptography

Public key techniques utilize the asymmetric key pairs. In an asymmetric key pair, one key is
made publicly available, while the other is kept private. Because one of the keys is available
publicly, there is no need for a secure key exchange. However, it is required to distribute the
public key authentically. Because there 'is no need for pre-shared secrets prior to a
communication, public key techniques are ideal for supporting security between previously
unknown parties. Authentication is achieved by proving possession of the private key. One
mechanism for doing this is digital signature. A digital signature is generated with the private
key and verified using the corresponding public key. Since the public key of a key pair is
usually published in a directory, the overhead associated with distributing keys is reduced
significantly in comparison with secret key techniques.

A main concern in public key distribution is the authenticity of the public key. Figure 5.1
illustrates how an adversary between a sender B and a receiver A can impersonate the receiver
A in the public key encryption scheme. The adversary achieves this by replacing A’s public
key KU, with a false public key KU,' which is then received by B (see Figure 5.1 (1) and (2)).
User B uses the false public key KU,' to encrypt the message M (see Figure 5.1 (3)). The
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adversary obtains the secret message M (see Figure 5.1 (4)) and delivers the re-encrypted
cipher to user A (see Figure 5.1 (5)). In this way, the secret message M is acquired by both
user A (see Figure 5.1 (6)) and the adversary. Similar impersonation settings exist between the
signer and verifier in the signature schemes. This is the well known man-in-the-middle attack.
The following issue arises from the need to prevent these kinds of attacks: how does B know
(or authenticate) which particular public key is A’s? To answer this question, authentication of
public key distribution is required. Authenticating public keys provides assurance to the entity

that the received public key corresponds to the sender’s identity.

User B L{Uﬁ‘ Adversary .:(UA User A
(2) | (KUAKRA) | (1) | (KUsKRR)

KUh‘l KRH‘l M lﬂuﬁ lmﬁ
c' | v C

M= Encrypt f----- » Decrypt | | Encrypt p----- » Decrypt [ M
(3) (4) (3) (6)

Figure 5.1 The man-in-the-middle attack

5.2.1 Certificate-based Public Key Cryptography

A typical approach to guarantee the authentication of the public key holder relies on a trusted
agent named Certificate Authority (CA). The CA’s digital signature binds entity A’s identity
ID4 to the corresponding public key KUa. The CA’s signature, when sent along with the
identity (e.g. name or telephone number) and public key, forms a digital certificate, which can
be verified by any entity in possession of the CA’s public key.

This certificate provides a binding between the identity and the public key. Digital
certificates can contain extra information, such as cryptographic algorithms to be used in
conjunction with the public key in the certificate. The most widely adopted certificate format

is based on the X.509 standard [16]. A basic certificate issued by a CA for entity A is of the
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form:
Cert, = (IDA, KU,, Signgg ca(IDa, KUA))

where Signgr ca(-) denotes the signing algorithm with the CA’s private key as the signing

key.

Certificate
Authority

, (2) Certp = (ID4, KU4,
(1) Authenticate (1D, KUﬁ}T Signe callDa, KUA))

User A » User B
(3) Certy,

Figure 5.2 The certificate-based public-key distribution

The certificate-based public-key distribution works as follows. User A first chooses a
public key cryptosystem, and generates his/her own key pair (KUa, KRa), where KUy
denotes the public key and KR, is:the-private key. To attain the authenticity of public-key
distribution, user A has to subscribe to the trusted CA (see Figure 5.2 (1)), and requests a
certificate Certa for his/her public-key from CA (see Figure 5.2 (2)). The CA signs the
certificate with its private key. Then user A can send his/her certificate directly to another user
B (see Figure 5.2 (3)) or put it on the public key directory. Once user B is in possession of A’s
certificate, B verifies the certificate with the CA’s public key and has confidence that the
messages he/she encrypts with A’s public key will be secure from eavesdropping and that

messages signed with A’s private key are unforgeable.

5.2.2 ID-based Public Key Cryptography

Shamir (1984) proposed the ID-based public key approach to support PKC without the use of
certification. In ID-based PKC user A’s public key KU, is not delivered to user B, and
therefore eliminates the attack shown in Figure 5.1. User B encrypts a message for user A or

verifies a signature from user A using a public key which is derived from user A’s identifier
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ID4 (e.g. e-mail address or telephone number; see Figure 5.3 (3)). The trusted agent has a new
role in ID-based public key cryptosystem, and is renamed as the Private Key Generator
(PKG). The PKG issues the private key corresponding to the public key (derived from the
identifier ID4) to user A over a secure channel (see Figure 5.3 (2)). This issuing action takes
place after user A is authenticated by the PKG (see Figure 5.3 (1)). To generate private keys,
the PKG makes use of a master key which must be kept in secret. The requirement to have an
authentic CA’s public key for verifying certificates in certificate-based cryptosystem is
replaced by the requirement to have authentic PKG’s system parameters in ID-based

cryptosystem. Notice that both the PKG and the user A know the private key KRa.

Private Key
Generator

(1) Authenticate (1D,) T
User A User B

(2) KRy {3}+|D.q

Figure 5.3 The ID-based public-key distribution
5.3 End-to-End Security for SMS

This section first introduces the SMS for GSM [20, 21]. Then we describe the

Rivest-Shamir-Adleman (RSA) and the ID-based encryption mechanisms for SMS.

5.3.1 SMS Architecture

The network architecture of SMS in GSM is illustrated in Figure 5.4. In this architecture, the
short message is first delivered from the MS A (Figure 5.4 (A)) to a Short Message Service
Centre (SM-SC; Figure 5.4 (E)) through the Base Station System (BSS; Figure 5.4 (B)), the
Mobile Switching Centre (MSC; Figure 5.4 (C)) and then the Interworking MSC (IWMSC;

Figure 5.4 (D)). The SM-SC then forwards the message to the GSM network through a
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specific GSM MSC called the SMS gateway MSC (SMS GMSC; Figure 5.4 (F)). The SM-SC
may connect to several GSM networks and to several SMS GMSCs in a GSM network.
Following the GSM roaming protocol, the SMS GMSC locates the current MSC of the
message receiver and forwards the message to that MSC. The MSC then broadcasts the
message through the BSS to the destination MS B (Figure 5.4 (G)). In Section 5.3.2, we will
describe two encryption mechanisms for end-to-end secure SMS based on certificate-based

and ID-based cryptosystems.

GSM Network A

A1 ‘ ‘ @swm-sc
MS A _

o ©BSS @usc @ wmsc

,a-“‘."f"’
-
MSB

SMS GMSC
GSM Network B

Figure 5.4 GSM SMS network architecture

5.3.2 RSA Mechanism

The most widely implemented approach to public key encryption is the RSA scheme [30].

The RSA scheme is a block cipher in which the original non-ciphered text and cipher text are

integers between 0 and n—1 for some n. That is, the block size kgrsa is determined by the bit

length of the integer n and regarded as the key size of the RSA scheme. This scheme consists

of the following three functions:

® Key generation: a user first selects two prime numbers p and g, randomly chooses e with
ged(e, (p—1)(g—1)) = 1 and calculates d = e ' mod (p—1)(g—1). Then the public key is
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KU = (e, n) and the private key is KR = (d, n), where n = pqg.

® Encryption: for a given message represented as an integer M < n, the cipher text is
computed by C =M ° mod n.

® Decryption: for a given cipher text C, the original non-ciphered text is computed by

M = C Ymodn.

User A ESSP User B

1. Public Key Request (User Esl
{2. Public Key Response (KUg)

3. Encrypted Short Message

Figure 5.5 The RSA procedure for sending an encrypted short message

A RSA mechanism for end-to-end: secure SMS s introduced as follows. The End-to-end
Security Service Provider (ESSP) plays a role as the CA in the certificate-based public key
cryptosystem. To access the end-to-end security service, a user first chooses his/her own key
pair (KU, KR) and subscribes to the ESSP for requesting a certificate of his/her public key
KU. The ESSP signs the certificate with its private key and publishes the certificate in the
public key directory for public access. When a mobile user A (the sender) wants to encrypt a
short message to user B, he/she first sends a public key request (see Figure 5.5 (1)) to the
public key directory in short message format. The public key directory retrieves user B’s
certificate. If it succeeds, user B’s certificate is sent to user A as the public key response (see
Figure 5.5 (2)). Once user A is in possession of B’s certificate, he/she verifies the certificate
with the ESSP’s public key and uses the user B’s public key to encrypt short message for B
(see Figure 5.5 (3)). If the request fails (due to unavailability of user B’s certificate), the ESSP
will inform user B to subscribe to end-to-end security service if he/she wants to securely
communicate with user A.
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5.3.3 ID-based Mechanism

In the above RSA approach, the sender needs to communicate with the public key directory
for requesting the public key. If the request fails (e.g. the directory server is down or there is
no certificate exist for the receiver), the sender cannot encrypt short message for the receiver.
On the other hand, in an ID-based encryption scheme, the sender simply uses the receiver’s
ID (i.e. the telephone number) as his public key without any request and verification. Thus,
the sender does not need to access any public key directory before sending an encrypted short
message.

The first complete and efficient ID-based encryption scheme was proposed by Boneh
and Franklin (2001) which uses a bilinear map called Weil pairing over elliptic curves. The
bilinear map transforms a pair of elements in group G, and sends it to an element in group G,
in a way that satisfies some properties. The most important property is the bilinearity that it
should be linear in each entry of the pair. Assume that P and Q are two elements (e.g. points
on elliptic curves) of an additive group Gj. Let e (P, Q) be the element of a multiplicative
group G, which is the pairing applied to P and Q. Then the pairing must have the following
property:

e(rP,Q)=e(P,Q '=e(P, Q)
where I is an integer and rP denotes the element generated by r times of additions on P, for
example, 2P =P + P, 3P = P + P + P and so on. Weil pairing on elliptic curves is selected as
the bilinear map. That is, the elliptic curve group (the set of point collection on elliptic curves)
is used as G; and the multiplicative group of a finite field is used as G,.

The ID-based scheme consists of four algorithms: Set-up, Extraction, Encryption and
Decryption. Set-up is run by the PKG to generate the master key and the system parameters.
This is done on input of a security parameter Kip, which specifies the bit length of the group
order and is regarded as the key size of the ID-based scheme. The extraction algorithm is
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carried out by the PKG to generate a private key corresponding to the identity of a user. As
with regular PKC, the encryption algorithm takes a message and a public key as inputs to
produce a cipher text. Similarly, the decryption algorithm is executed by the owner of the
corresponding private key to decrypt the cipher text. These four functions are described as
follows.
®  Set-up: with the parameter kID, the algorithm works as follows:
—  Generate a random Kjp-bit prime p, two groups (Gy; +); (Gz; *) of order p, and the
Weil pairing e: G; XxG, — G,. Choose an arbitrary generator P € G,
—  Pick arandom number s € Z,* and set Pp,, = SP
—  Choose cryptographic hash functions hy: {0, 1}*—>G;* and h,: G,— {0, 13" for
some N.
The public system parameters are {p, Gi;:Gs,'e;.n, P, Pyuw,, h1, hy} and the master key s is kept
in secret by the PKG.
® Extraction: for a given string ID € {0, 1}* as the public key, the algorithm works as
follows:
—  compute Q;p = h; (ID) € G,
—  set the private key KR = sQp, where S is the master key held by PKG.
® Encryption: to encrypt a message M under the public key KU = ID, the algorithm works
as follows:
—  compute Q;p = h; (ID) € G,
—  choose arandom r € Z,*
—  set the cipher text tobe C= (U, )= (rP, ¥ @& h, (e (Qm, SP) ")).
® Decryption: to decrypt a cipher C = (U, 9) encrypted using the public key KU = ID, the
algorithm uses the private key KR = sQip to compute # = 1V & h;, (e (sQp,U)). This
decryption procedure yields the correct message due to the bilinearity of the Weil pairing
(i.e. € (sQin,U) = e (sQip, rP) = € (Qm, SP) ).
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Details of Weil pairing for ID-based cryptosystem can be found in [14], and will not be

elaborated further in this chapter.

Private Key Generator
(PKG) (1)

{ﬁ} @ -.
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ESIM Card R —b('SM Card
(5] KR
Y
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Decryplion Decryption

L
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(71 B's phone number Cipher
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Figure 5.6 ID-based end-to-end encryption mechanism

Based on an improved algorithm we proposed in [14], an efficient ID-based end-to-end
encryption mechanism for mobile services as illustrated in Figure 5.6. The PKG (Figure 5.6
(1)) constructs the ID-based cryptosystem and uses, for example, the phone number as the ID
(see Figure 5.6 (2)). Every mobile user involved in the ID-based cryptosystem is given a
Subscriber Identity Module (SIM) card (Figure 5.6 (3)) at the subscription time. The ID
(phone number; e.g. 0912345678 in Figure 5.6) and its corresponding private key KR are
loaded in the SIM card by the ESSP. Note that for standard GSM/UMTS service, SIM card is
always given to a mobile user at the subscription time and the proposed ID-based encryption
scheme can be preloaded into the SIM card without incurring any extra overhead. The MS

contains two security modules: ID-based encryption module (Figure 5.6 (4)) and ID-based
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decryption module (Figure 5.6 (5)). When a mobile user A (the sender; Figure 5.6 (6)) wants
to encrypt a short message to user B (the receiver), A uses B’s phone number 0912345678
(see Figure 5.6 (7)) as the public key and encrypts the message through the ID-based
encryption module. Once user B receives the cipher (the encrypted message), he/she uses the
private key KR (see Figure 5.6 (8)) stored in the SIM card to decrypt the cipher through the
ID-based decryption module and obtain the original non-ciphered message.

To estimate the encryption overheads between the RSA and the ID-based mechanisms,

we implement these two encryption schemes and give the evaluation in the next section.

5.4 Performance Comparison

This section compares the delivery (encryption, decryption and message delivery delay of
ciphered short messages based on the RSA ‘and the ID-based approaches. The experimental
environment is illustrated in Figure 5.7. Both the sender and the receiver are notebooks
(Figure 5.7 (1) and (3)) configured with a Pentium-I11 500 MHz CPU, 256MB main memory
and 20GB disk space and are running on the Windows XP Professional operating system. To
deliver short messages, every notebook is plugged in a NOKIA Card Phone version 2.0 and
the short message is sent via the ChungHwa GSM network (Figure 5.7 (2)) from the sender to

the receiver.

(1) Sender SM-SC (3) Receiver
. 1 I .
[ ,u-:::::ll /J 1/ /’j \\\|l \-\\ -.E:::IL h!
NOKIA Card BTS BTS NOKIA Card
Phone v2.0 GSM Network Phone v2.0

Figure 5.7 Encrypted short message experimental environment

We first note that to support the same security level, the key length for the ID-based and
the RSA approaches are different. The ID-based cryptosystem using Weil pairing is over
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elliptic curves, thus its security level depends on the key length of Elliptic Curve
Cryptosystem (ECC). As listed in Table 5.1 [11], a 108-bit ECC key provides the same
security level as a 512-bit RSA key, a 160-bit ECC key provides the security level equivalent
to a 1024-bit RSA key and a 224-bit ECC key is equivalent to a 2048-bit RSA key. For a fair
comparison, we measure the delivery delays of ID-based system and RSA system over the

same security level, and the results are shown in Figure 5.8.

Table 5.1 Key length for equivalent security levels (in bits)

ECC ( ID-based ) RSA
108 512

160 1024
224 2048

Figure 5.8 plots delivery delays- of the RSA and ID-based approaches for the same
non-ciphered length (in bytes), where 'the ® curves represent the RSA delivery delays, the
dashed curves represent the ID-based delivery delays and the solid curves represent the
non-ciphered message delays.

Based on the RSA encryption algorithm described in Section 5.3.2, for a non-ciphered

message of length i, the RSA ciphered message length is

i
Lrsa(i) = krsa X [k_]
RSA

where Kgsa is the key length of RSA approach. For kgsa = 512,

512 [ <512

Lsa (i) =
rsa (D) {1024 512 < i < 1024

Therefore, in Figure 5.8 (a), we observe a step curve for the RSA ciphered message delivery.
For kRSA = 1024 and kRSA = 2048, if i < 1024, I—RSA (I) 1s 1024 and 2048, respectively.
Therefore, in Figure 5.8 (b) and (c), we observe horizontal lines for the RSA ciphered

message delivery.
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Based on step 3 of ID-based encryption algorithm described in Section 5.3.3, the

ID-based ciphered message length is

Lip(d)) =i+ %D
where kip is the key length of ID-based approach. For a fixed kip, Lip (i) increases as i
increases. Therefore, in Figure 5.8 (a)—(c), we observe linear lines for ID-based ciphered
message delivery.

Based on the above delivery delay analysis, Figure 5.8 (a) shows that the ID-based
approach outperforms the RSA approach when the non-ciphered message length is less than
30 bytes or is between 65 and 90 bytes. Figure 5.8 (b) shows that the ID-based approach
outperforms the RSA approach when the non-ciphered message length is less than 79 bytes.
Figure 5.8 (c¢) shows that the ID-based approach outperforms the RSA approach up to
140-byte message limit of SMS. These figures indicate that as the security level increases, it is

more likely that the ID-based approach outperforms the RSA approach for the SMS

applications.

5.5 Summary

In this chapter, two applicable end-to-end security mechanisms for SMS based on the RSA
scheme and the ID-based scheme are introduced and implemented. The ID-based scheme
provides a greater simplification of key distribution. That is, all public keys can be derived
from the identities of the users. Therefore obtaining someone’s public key, for encryption or
verification, becomes a simple and transparent procedure. This is in contrast to the RSA
scheme, where one has to look up the corresponding certificate and verify the CA’s signature.
Another advantage of the ID-based scheme is the linear scalability of increasing security level.
When the security level increases, the key size of the RSA scheme increases faster than that of

the ID-based scheme and may not be practical for the SMS applications. Our study concludes
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that the ID-based scheme offers a convenient end-to-end security mechanism for mobile

service such as SMS.

72



Chapter 6.

Conclusions and Future Work

The IP Multimedia Core Network Subsystem (IMS) provides the IP multimedia services on
the Universal Mobile Telecommunications System (UMTS) all-IP network. To increase
revenues via third party applications and service providers with IMS, the Open Service Access
(OSA) platform is proposed. OSA provides unified service creation and execution
environments to speed up service deployment that is independent from the underlying UMTS
and IMS network technologies. In the UMTS all-IP network, Authentication, Authorization,
and Accounting (AAA) and security mechanisms are two important issues. Before providing
IMS services, the OSA applications:-should mutually authenticate with the OSA Framework.
For secure IMS service access, the Mobile Station (MS) should perform the AAA and security
mechanisms with the UMTS all-IP network.-In this dissertation, we first described the OSA
platform development and the mutual authentication with Framework. Then we investigated
the AAA and security mechanisms performed between the MS and UMTS all-IP network.
This chapter concludes our work in Section 6.1, and briefly discusses directions of the future

work in Section 6.2.

6.1 Conclusions

In Chapter 2, we described a CORBA-based OSA system we designed and developed in
CCL/ITRI. We showed how OSA Application Programming Interface (API) interfaces and
functions can be implemented by CORBA mechanism. Then we used the authentication
procedure for initial access to illustrate how CORBA mechanism works for CCL OSA. Based

on this CORBA mechanism, an OSA Application Server (AS) architecture is proposed. In this
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architecture, a new application is created by implementing the appLogic module that invokes
the SCFs through the appService modules and appService callback modules. When the existing
SCFs are reused for new services, the corresponding appService and appService callback
modules for accessing these SCFs can also be reused. Through this modulized AS design, the
service deployment can be sped up.

For secure IMS service access, Chapters 3 and 4 described the AAA and security
mechanisms between the Mobile Station (MS) and the wireless access networks. However, the
execution of AAA mechanism on handoff may incur long delay and result in force-termination
for real-time services. In Chapter 3, we illustrated the IEEE 802.11r transition process for
WLAN, where a three-level key hierarchy was proposed to speed up the transition process
without executing the expensive IEEE 802.1X authentication for some scenarios. The IEEE
802.11r transition process requires the.:assignment of unique Mobility Domain Identities
(MDIDs) worldwide. However, how to guarantee the uniqueness of MDID is not clear. We
proposed a mechanism that does not need MDID, and therefore MDID management is
eliminated. This mechanism also saves four message exchanges incurred in the original fast
BSS transition when MDID ambiguity occurs.

Chapter 4 proposed a key caching mechanism to speed up the inter-Access Service
Network Gateway (ASN-GW) handoff for mobile WiMAX. With this mechanism, when an MS
leaves the old ASN-GW, the MS key record (e.g., the Master Session Key (MSK)) is cached in
the old ASN-GW. If the MS returns to the old ASN-GW before the MSK lifetime expires, it can
reuse the MSK without executing the IEEE 802.1X authentication. On the other hand, the old
ASN-GW consumes extra storage to maintain the MS key records when the MS leaves the old
ASN-GW. Thus, we investigated how the period T of the MSK lifetime affects the key caching
performance by an analytic model and simulation experiments. We showed that the caching
mechanism can effectively speed up the inter-ASN-GW handoff. This chapter also observed
that the Exponential T outperforms the fixed T in most cases. Moreover, for the reused key
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period, the Exponential T is not affected by the variance of MS residence period in new
ASN-GWs, and is more suitable for telecommunications system.

The end-to-end security mechanism between the MS and the OSA AS is also an
important security issue in the IMS network. To address this issue, Chapter 5 illustrated the
end-to-end secure Short Message Service (SMS) service. In this chapter, two applicable
end-to-end security mechanisms for SMS based on the RSA scheme and the ID-based scheme
are introduced and implemented. The ID-based scheme provides a greater simplification of
key distribution by reducing the procedure of obtaining someone’s public key. Another
advantage of the ID-based scheme is the linear scalability of increasing security level. Our
study concludes that the ID-based scheme offers a convenient end-to-end security mechanism

for mobile service such as SMS.

6.2 Future Work

Based on the research results of this dissertation, the following issues can be investigated

further:

OSA AS Level Authentication: In this dissertation, we demonstrated that the MS should
perform the mutual authentication procedure with the AAA server before associating to
the wireless access networks. However, before the MS accesses the OSA AS for service,
other authentication procedures may be performed between the MS and the IMS network
and between the MS and the OSA AS. In these procedures, the authentication
information is most likely retrieved from the HSS/AuC to authenticate the MS. To reduce
the redundant authentication, we should integrate these authentication procedures.
Moreover, the integrity solution should correctly authenticate the MS with the AAA
server and the OSA AS.

AAA Mechanism: In the real world, the MS movement may exhibit locality in user’s living
space, and many MSs are likely to move back to the old ASN-GW in a short period of
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time. For example, a person works in an office for 8 hours, and during the work time, he
may leave his office 1 hour for lunch, afternoon tea, or meeting. For this kind of
occasionally irregular user’s behavior, our key caching mechanism will result in good
performance. However, if the ASN-GWs cover the BSs in the highways, the IEEE
802.1X authentication still should be performed when the MS handoff to a new
ASN-GW. For smooth real-time service access, a fast inter-authenticator handoff
mechanism is needed to reduce the handoff latency without cached MSK. Then we will
estimate the new mechanism and the caching mechanism against the MS moving
behavior, and show how to select appropriate mechanism.

Security Mechanism: After authentication with the AAA server, the MS should perform the
security mechanism with the wireless access networks. In both IEEE 802.11r WLAN and
mobile WiMAX, the MSK is stored 'in: the authenticator and reused to generate the
encryption key (i.e., PTK and:TEK) for intra-MD handoff and intra-ASN-GW handoff,
respectively. The security mechanism is implemented in a two-level key hierarchy in
mobile WIMAX network (i.e., ASN-GW and BS), and is implemented in a three-level
key hierarchy in IEEE 802.11r WLAN (i.e., ROHK, R1HK, and AP). In the three-level
key hierarchy, the key retrieval procedure form authenticator is omitted in some scenario
(see Step 5 in Figure 4.4). Thus the handoff procedure is further speed up. However,
extra equipments are required to maintain the security keys (i.e., RIKHs). To prevent the
force-termination of real-time service, how to efficiently reduce the handoff latency
without maintaining extra equipments is an important issue. We will propose analytic
and simulation models to investigate this issue, and show how to select appropriate key
hierarchy for various wireless access network environments.

Key Caching Mechanism: In this dissertation, we propose a key caching mechanism to speed
up the inter-ASN-GW handoff for mobile WiMAX. When an MS leaves the old ASN-GW,
the MS key record is cached in the old ASN-GW before the key lifetime expire. However,
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when the MSK lifetime T = oo, the old ASN-GW will keep the unused MS key record
for a long time if the MS will not return. To solve this problem, after the departure of the
MS, the old ASN-GW should keep the MS key record for a time interval called the key
caching period instead of the residual MSK lifetime. This key caching period is assigned
by the ASN-GW to prevent from caching unused MS key record for a long time. We
should propose an analytic model to investigate the impact of the key caching period on

the performance.
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Appendix A.

OSA-based Push to Talk over Cellular Service

This appendix uses the Push to Talk over Cellular (PoC) service to illustrate how the OSA
Application Server (AS) interacts with the Service Capability Features (SCFs). Details of the
OSA architecture and functionalities are described in Sections 1.2, 2.1, and 2.5. This appendix
is organized as follows. Section A.1 introduces the PoC service. Section A.2 shows the OSA
AS architecture for PoC service. Section A.3 describes PoC session establishment and

termination procedures.

A.l Introduction to Push:to Talk over Cellular

The PoC service is a walkie-talkie like service defined by the OMA PoC working group [25]. A
PoC session consists of connections among the participants defined in a PoC group. The session
is half duplex; that is, at any time, only one participant can speak and all other participants can
only listen. When two or more participants attempt to speak, they are arbitrated by a centralized
floor control mechanism to select a speaker. In current OMA PoC v2.0 release specification
[26], Session Initiation Protocol (SIP) is used for session management [33] and both Real-Time
Transport Protocol (RTP) and Real-Time Transport Control Protocol (RTCP) are used for
media streams transport and control [34].

A PoC group is a predefined set of participative members. The addresses of these members
are maintained in the group member list. The attributes of a PoC group include the display name
(the nickname for the group), PoC address (the identifier of the PoC group), etc. There are two
alternatives to specify a PoC address: a Telephone Uniform Resource Identifier (TEL URI; e.g.,

tel:+886-3-5131350) or a SIP URI (e.g., sip:poc_Lab117@pcs1.csie.nctu.edu.tw). The
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group member list and the group attributes are maintained in the Group and List Management
Server (GLMS). Note that, in OMA PoC v2.0 release specification, the GLMS server has been
replaced by three components: shared list XML Document Management Server (XDMS),
Group XDMS, and aggregation proxy. The shared list XDMS manages user information; e.g.,
phone book. The group XDMS manages the group member list and the group attributes. The
aggregation proxy is the contact point for the PoC participants to access the XDMSs, and the

PoC participants should be authenticated by the aggregation proxy.

A.2 OSA AS Architecture for PoC Service

To offer the PoC service, the AS first accesses the FW, and then communicates with two SCFs:
PoC SCF and GLMS SCF. The PoC SCF provides methods to create and control PoC sessions.
The GLMS SCF supports methods to retrieve and manage user and group information stored in

the GLMS server. The relationship among the FW, SCFs and the AS modules is illustrated in

Figure A.1.
Application Server
@ appLogic Module
| | |
b c d e f g

apprw | T ST | TepeeLMs | TR | T aeroc [T 2R
Module Module Module Module Module Module

CORBA Module
= =t = OSAAP| =|= = - 4= = OSAAP| === = = = OSAAP| =|==

Framework | GLMS SCF | PoC SCF

Figure A.1 Application server architecture for PoC Service

® The appLogic module (Figure A.1 (a)) implements the PoC service by integrating the
services supported by the FW, the PoC SCF, and the GLMS SCF.

® The appFW module (Figure A.1 (b)) accesses the FW to execute the authentication,
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service discovery, and service agreement establishment procedures.

® The appFW callback module (Figure A.1 (¢)) provides interfaces to be called back by the
FW. Details of these callback interfaces can be found in [3]. In the authentication example
described in Section 2.6, this module provides the IpClientAPILevel- Authentication
interface for the FW to authenticate the AS.

® The appGLMS module (Figure A.1 (d)) accesses the GLMS server through the GLMS
SCF.

® The appGLMS callback module (Figure A.1 (e)) provides callback interfaces to the
GLMS SCF. Through these interfaces, the GLMS SCF can pass the results to the AS after
accessing the GLMS server.

® The appPoC module (Figure A.1 (f)) manages and establishes the PoC sessions by
accessing the PoC SCF.

® The appPoC callback module (Figure A.1 (g)) provides callback interfaces. The PoC SCF
uses these interfaces to report-specific events to the AS. In our implementation, three
callback interfaces are provided. The IpAppPoCCallControlManager interface provides
the management functions for PoC service (see Steps 6, 19, and 30 in Figure A.2). The
IpAppPoCCall interface provides the PoC SCF with the control management functions
for PoC sessions (see Step 4 in Figure A.3). The IpAppPoCCallLeg interface is used to
receive specific events of group members from the PoC SCF (see Step 26 in Figure A.2
and Step 1 in Figure A.3).

PoC session establishment consists of four stages:

Stage 1. The appLogic module accesses the FW to perform mutual authentication, service
discovery, and service agreement establishment through appFw and appFw callback
modules. After this stage, the AS obtains the object references for the PoC SCF and the
GLMS SCF. The details are described in Section 2.6.

Stage 2. The appLogic module requests the appPoC callback module to provide the callback
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interface IpAppPoCCallControlIManager through the appPoC module. With this
callback interface, the PoC SCF notifies the appLogic module when a PoC session request
occurs. The details are described in Section A.3.

Stage 3. When receiving a request, the appLogic module retrieves the group member list by
accessing the GLMS SCF through the appGLMS and the appGLMS callback modules or
by accessing the AS database.

Stage 4. After the group member list is obtained, the appLogic module establishes the PoC

session for members in the list through the appPoC and the appPoC callback modules. The

details are described in Section A.3.

A.3 PoC Session Establishment

In our OSA-based PoC design, .the “AS first sets up the callback interface

IpAppPoCCallControlManager (see Steps 1 ~ 3 in Figure A.2) and subscribes notifications

for specific PoC-related events from the PoC SCF (see Steps 4 and 5 in Figure A.2). With this

subscription, when a PoC event (e.g., PoC session establishment request) occurs at the SCS, a

notification will be sent to the AS. When receiving an event notification from the PoC SCF (see

Step 6 in Figure A.2), the AS starts to initiate a PoC session. In the following example, a PoC

session for PoC group with the display name “Lab117” is requested to be established. This

group is identified by the SIP URI “sip:poc_Lab117@pcs1.csie.nctu.edu.tw”, which
contains two members: party A and party B. The PoC session establishment procedure is

described in the following steps (see Figure A.2).

Step 1. The AS control logic applLogic invokes appPoC function setCallback-
ForlpAppPoCCallControlManager. This function instructs appPoC to generate the
IpAppPoCCallControlManager interface object and to pass the object reference to the
PoC SCFE. The IpAppPoCCallControlManager interface provides management
functions for PoC service (e.g., function reportMediaNotificationWithGrouplID invoked
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Figure A.2 Message flow for PoC session establishment




at Step 6, function initiatePoCCallWithMediaRes invoked at Step 19, and function
addMemberRes invoked at Step 30).

Step 2. appPoC creates the IpAppPoCCallControlManager object to provide the callback
functions to be called by the PoC SCF.

Step 3. appPoC invokes function setCallback to pass the reference of IpAppPoCCall-
ControlManager to the PoC SCF. Through this reference, the PoC SCF invokes the
callback functions at Steps 6, 19, and 30.

Steps 4 and 5. appLogic invokes the PoC SCF function createMediaNotification through
appPoC to request notifications for specific PoC-related events (e.g., the PoC SCF
receives a session request for a PoC group).

Step 6. Suppose that PoC party A attempts to establish a PoC session with group Lab117 that
has the SIP URI “sip:poc_Lab117@pcsi.csie.nctu.edu.tw”. The PoC SCF invokes the
callback function reportMediaNotificationWithGrouplID to notify the AS of this PoC
session request. This notification includes the media stream information for party A (e.g.,
codec, the algorithm for compressing and decompressing voice information, such as
G.711, G.723, etc) and the SIP URIs of both party A and group Lab117.

Step 7. IpAppPoCCallControlManager creates the PoCCall object to store information
associated with this new PoC session (e.g., SIP URIs of the PoC group and group members,
media stream information, the interface object references related to this session in both the
PoC SCF and the AS, etc).

Steps 8 and 9. PoCCall generates the IpAppPoCCall object and the IpAppPoCCallLeg
object for party A (i.e., IpPAppPoCCallLeg (A) in Figures A.2 and A.3). IpAppPoCCall
provides the PoC SCF with the session control management functions (e.g., function
callEnded invoked at Step 4 in Figure A.3). IpDAppPoCCallLeg (A) is used to receive
specific events of party A from the PoC SCF.

Steps 10 and 11. Both interface object references generated at Steps 8 and 9 are stored in
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PoCCall and passed back to the PoC SCF as the return values of function
reportMediaNotificationWithGrouplID invoked at Step 6.

Steps 12 and 13. IpAppPoCCallControlManager invokes function newPoCCall through
appPoC to notify appLogic of the PoC session request.

Step 14. applLogic retrieves the group member list of the requested group Lab117. The list can
be obtained from the GLMS server through the GLMS SCF or from the AS database.
Step 15. After the group member list (i.e., SIP URIs of party A and party B) is obtained,

appLogic stores it in POCCall through function addCallParty.

Step 16. appLogic invokes the POCCall function start to establish the PoC session.

Steps 17 and 18. PoCCall invokes the PoC SCF function initiatePoCCallWith- MediaReq
through appPoC. This function asks the PoC SCF to reserve resources for the PoC session
and party A; e.g., reserve a RTP port'to'transmit media streams to party A.

Steps 19 - 21. When the resources: for the PoC session and party A are reserved, PoC SCF
invokes the callback function initiatePoCCallWithMediaRes through the [pAppPoC-
CallControlManager and appPoC to inform PoCCall that the resources are reserved
successfully.

Step 22. PoCCall generates the IpAppPoCCallLeg object for party B (i.e., IpAppPoC-
CallLeg (B) in Figures A.2 and A.3). This object is used to receive party B related events
from the PoC SCF (e.g., function callLegEnded invoked at Step 1 in Figure A.3).

Step 23. PoCCall invokes function createCallLeg and passes the callback reference of
IpAppPoCCallLeg (B) to the PoC SCF.

Step 24. PoCCall invokes the PoC SCF function mediaStreamMonitorReq. This function
requests the PoC SCF to report the media stream information of party B to the AS when
party B joins in the PoC session (see Steps 26 and 27).

Step 25. To invite party B to join in the session, POCCall invokes the PoC SCF function
routeReqWithGrouplID. This function requests the PoC SCF to deliver the invite
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message to party B.

Steps 26 and 27. When party B joins in the session, the media stream information of party B is
passed to the PoC SCF. The PoC SCF invokes the callback function mediaStream-
MonitorRes through IpAppPoCCallLeg (B) to notify PoCCall about the media stream
information for party B.

Steps 28 and 29. PoCCall invokes the PoC SCF function addMemberReq through appPoC
to reserve resources for party B; e.g., a RTP port to transmit media streams to party B.

Steps 30 - 32. The PoC SCF invokes the callback function addMemberRes through
IpAppPoCCallControlManager and appPoC to inform PoCCall that the resources
have been reserved for party B.

At this moment, the PoC session is successfully established for parties A and B. To end a PoC

session, the PoC session termination procedure.is executed (see Figure A.3). The details are

given below.

Application Server
appLogic appPoC Module appPoC Callback Module
e IPAPPPOC || oy IpApRPOC | | IpAppPoC PoC
appLogic appPoC PoCCal Cﬁgﬁgggﬁ' PoCCal C%IIESQ ?A} cpénfgg?a) SCF
] 2. callLegEnded () 1. callLegEnded (

h 4

-
»

3. destroy ()

h 4

4. callEnded ()

.

5. callEnded ()

Y

Y
h 4

6. destroy ()

h

Y

7. destray ()

h 4

Fy

8. callEnded| )

-

[{s]

destroy (
10, callEnded () [*

-
»

Figure A.3 Message flow for PoC session termination
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Steps 1 and 2. When party B leaves the PoC session, the PoC SCF invokes callback function
callLegEnded through IpAppPoCCallLeg (B) to notify PoCCall that party B has left.

Step 3. PoCCall invokes the function destroy of IpAppPoCCallLeg (B) to destroy this
object.

Steps 4 and 5. When the last party leaves the session (i.e., party A in this example), the PoC
SCF invokes the callback function callEnded through IpAppPoCCall to notify PoCCall
of the leaving for the last party.

Steps 6 and 7. Since all call parties have left, PoCCall invokes functions destroy of both
IpAppPoCCallLeg (A) and IpAppPoCCall to destroy these objects.

Step 8. PoCCall invokes the appPoC function callEnded to notify the end of the PoC session.

Step 9. appPoC invokes the PoCCall function destroy to delete this PoCCall object.

Step 10. appPoC invokes the appLogic ‘function callEnded to notify the end of the PoC

session.
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