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ABSTRACT

Universal Mobile Telecommunication System (UMTS) is an integrated solution for
multimedia and data services with wide area coverage. UMTS is developed towards large
system capacity, high data transmission, and customized services with quality of services.
The UMTS all-IP architecture can.bé horizontally partitioned into four layers: radio
network layer, UMTS core network, /P Multimedia Subsystem (IMS), application layer.
In this dissertation, we discuss: design issues of cach layer. In the radio network layer,
UMTS and WLAN interworking exténds:the-UMTS services to the WLAN coverage, and
the UMTS subscribers can acquire services-with better quality through WLAN. We
propose WLAN-based GPRS Support Node (WGSN), which is a loosely-coupled
architecture satisfying Scenario 3 features in 3GPP TS 22.934. A push mechanism is
implemented in WGSN to connect the MS-terminated call where the Voice over IP (VoIP)

client in the callee is not activated.

In the UMTS authentication, the Authentication Vector (AV) usage mechanism is used to
reduce the signaling traffic between the SGSN and the HSS/AuC. However the AV usage
mechanism also consumes extra storage at the SGSN. Therefore, we propose analytic and

simulation models to investigate the performance of the AV usage mechanism.

In UMTS two-pass authentication, many steps in the GPRS authentication and IMS
authentication are duplicated. Therefore, we propose an one-pass authentication
procedure, in which only the GPRS authentication procedure is performed. In the IMS

network, the authentication is implicitly executed in the IMS registration. We formally

iii



prove that the IMS user is correctly authenticated, and the one-pass authentication saves

up to 50% of the IMS registration/authentication traffic.

In the application layer, we implement the Push to Talk over Cellular (PoC) on the Open
Service Access (OSA) platform. We focus on the design and implementation of the PoC

client. The detailed architecture and message flows are described.

These research results presented in this dissertation can be viewed as a useful foundation

for further study in UMTS call control and authentication.

Key Words: Third Generation (3G), Universal Mobile Telecommunications System
(UMTS), General Packet Radio Service (GPRS), IP Multimedia Subsystem (IMS),
Call Session Control Function (CSCF), Wireless LAN (WLAN), Push to Talk over
Cellular (PoC), floor control, cellular network, authentication, security function,

Session Initiation Protocol (SIP).
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Chapter 1

Introduction

Universal Mobile Telecommunication System (UMTS) [37] is a Third-Generation (3G)
mobile telecommunication system evolved from Global System for Mobile
Communication (GSM) and General Packet Radio Service (GPRS) [5]. UMTS provides an
integrated solution for multimedia and data services with wide area coverage. Comparing
to GSM and GPRS, UMTS is developed towards larger system capacity, higher data
transmission (384 kbps for high mobility situations, and 2Mbps for stationary user
environments), and customized services with quality of services. Currently, the UMTS
service is commercially available in 47 -countries supported by more than 100 mobile

operators.

The UMTS all-IP network can be horizontally partitioned into four layers as illustrated in

Figure 1-1.

Application and Service
Network

IP Multimedia Subsystem

Application Layer

Core Network Layer
UMTS Core Network

GERAN, UTRAN Radio Network Layer

Figure 1-1. Horizontal Structure of UMTS AlI-IP Network

Radio Network Layer provides wireless access for the subscribers to obtain the UMTS
services. Two radio networks are defined in the Third Generation Partnership
Project (3GPP) specifications: GSM Enhanced Data Rates for Global Evolution
(EDGE) Radio Access Network (GERAN) and UMTS Terrestrial Radio Access
Network (UTRAN).



UMTS Core Network provides switching, routing, transit for data and multimedia
services. The UMTS core network is also responsible for mobility management and
session management. The core network is divided in circuit switch (CS) and packet
switch (PS) domains. In the PS domain, IP technology is utilized as the transport

protocol.

IP Multimedia Subsystem (IMS) is responsible to deliver signaling and voice data for IP
multimedia services. The IMS is connected to the UMTS core network, IP
multimedia network, and Public Switch Telephone Network (PSTN). The IMS
routes the signaling between different networks and maps the Session Initiation
Protocol (SIP) signaling used in Voice over IP (VoIP) service form/to SS7 signaling
used in PSTN.

Application Layer supports flexible services through a common service platform. The
third parties can implement_thé  application servers following the Application
Programming Interfaces (APls)-provided by the mobile operators, and run the

application server on the common service platform.

Many research studies have been conducted-to investigate various aspects of the UMTS
design in each of the layers. In the radio network layer, integration of UMTS with
Wireless LAN (WLAN) has been intensively studies. UMTS and WLAN interworking
extends the 3G services and functionality to the WLAN environment. Since WLAN
provides higher data transmission rate and bandwidth, the subscribers can acquire 3G

service with better service quality through WLAN environment.

Authentication is an important issue in the core network layer. Before a subscriber
accesses the UMTS services or IMS services, authentication function is performed to
identify and authenticate the subscriber, and then validates the service request type to
ensure that the subscriber is authorized to access the service. The 3GPP specifications
define mutual authentication mechanisms in both the UMTS core network and the IMS.
In this dissertation, we will investigate the performance of authentication function, and

provide the suggestions to setup the related configuration.



In the application layer, the design on a flexible common service platform speeds up the
development of various 3G service. Open Service Access (OSA) is a common service
platform specified in the 3GPP specification. OSA provides a service creation and
execution environment that is independent of the wunderlying communication

technologies.

In the following sections, we first briefly present the UMTS all-IP architecture, and then

elaborate more on the UMTS design issues.

1.1 UMTS AlI-IP Architecture

Figure 1-2 illustrates the UMTS all-IP network architecture. The UMTS network includes
five parts: Mobile Station (MS; Figure 1-2 (1)) is the equipment through which a user
accesses UMTS services. Core Network (Figure:1-2 (3)) provides mobility management,
session management and transpert for IP-based services. UMTS Terrestrial Radio Access
Network (UTRAN; Figure 1-2 (2)) provides wireless eonnectivity between the MS and the
core network. IP Multimedia Subsystem (IMS; Figure 1-2 (4)) supports multimedia
services such as voice telephony, ‘video,-real-time interactive games, messaging, and
multimedia conferencing [7]. Application and Service Network (Figure 1-2 (5)) supports

flexible services through a common service platform.

UTRAN consists of Radio Network Controllers (RNCs; Figure 1-2 (10)) and Node Bs
(Figure 1-2 (9)). In the core network, Serving GPRS Support Node (SGSN; Figure 1-2 (11))
and Gateway GPRS Support Node (GGSN; Figure 1-2 (12)) provide mobility and session
services to mobile users. One SGSN connects to several RNCs, and one RNC connects to
one or more Node Bs. The coverage of the Node Bs connected to the same SGSN is called
an SGSN area. In Figure 1-2, SGSN area 1 (Figure 1-2 (13)) corresponds to SGSN1, and
SGSN area 2 (Figure 1-2 (14)) corresponds to SGSN2. The GGSN connects to the external
Packet Data Network (PDN; Figure 1-2 (6)) by an IP-based interface. The MS obtains the
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Figure 1-2. UMTS All-IP Architecture

PS services by connecting to the SGSN via UTRAN, and then accesses the external data
network through the GGSN. Both SGSN and GGSN communicate with the Home
Subscriber Server/Authentication Center (HSS/AuC; Figure 1-2 (15)) through Mobile
Application Part (MAP) [21] to retrieve subscriber data and authentication information of
an MS. The HSS/AuC is the master database containing all user-related subscription and

location information.

The IMS, which provides the SIP-based multimedia service, is located between the
GGSN and the PDN. In IMS, the Call Session Control Function (CSCF; Figure 1-2 (16))
is the SIP server handling the call setup procedures. If the calling party is in the PDN, the
CSCF transport the signaling to VoIP call control server or a terminal in the PDN. After

the call is connected, the voice data is transferred from the GGSN to the PDN directly. If



the calling party resides in the Public Switch Telephone Network (PSTN; Figure 1-2 (8)),
the signaling is transferred from the GGNS to the Media Gateway Control Function
(MGCEF; Figure 1-2 (17)), and then is forwarded to the Transport Signaling Gateway
(T-SGW; Figure 1-2 (19)). The T-SGW maps the SIP signaling to the SS7 signaling, and
transfers the SS7 signaling to the PSTN. If the signaling requests to setup, modify, or
disconnect the media channels, the MGCF controls the Media Gateway Function (MGW
Figure 1-2 (18)) to provide the voice data transportation between the UMTS and the
PSTN. While a call is successfully setup, the voice data is transferred from GGSN to
MGW, and then is delivered to the PSTN.

In order to provide flexible and global services, the 3GPP defines three possible
alternatives to construct the Application and Service Network: SIP application server
(Figure 1-2 (20)) is either developed by the mobile operator or purchased from the trusted
third parties. Customized Application Mobile Enhanced Logic (CAMEL) Service
Environment (CSE; Figure 1-2 (21)), which has-already been built in the UMTS CS
domain, is reused by the mobile operator to-provide CAMEL services to IMS user. Open
Service Access (OSA; Figure 1-2 (22)) is‘constructed by the mobile operator, and provides
the third parties a platform to’.run®their own .applications without concerning the

underlying network environment

1.2 UMTS and WLAN Interworking

Two approaches for interconnection of UMTS and WLAN are proposed in HiperLan/2,
which is developed by the FEuropean Telecommunication Standard Institute (ETSI)
Broadband Radio Access Network (BRAN) project [20]. The first approach is a tightly-
coupled architecture shown in Figure 1-3 (a). In this architecture, the WLAN is treated as
another radio access network of the UMTS. The RNC emulator plays as the gateway in
the WLAN, which hides the details of the WLAN network to the UMTS network. The
RNC emulator is responsible for all the functionalities required in a UMTS radio access

network, and provides the Iu interface connected to the SGSN. The WLAN uses the same



authentication, signaling, transport, and billing infrastructures as those in UMTS network.

Figure 1-3 (b) illustrates the loosely-coupled architecture, in which the WLAN is an
independent and parallel network to the UMTS network. In the WLAN, the GSN
emulator integrates both SGSN and GGSN functionalities, and connects to the UMTS core
network through Internet. The interconnection between the WLAN and the UMTS
network relies on [P-based protocols. For example, the Authentication, Authorization, and
Accounting (AAA) mechanism [19] is used to perform the authentication and accounting
procedure, and Mobile IP [44] is used for managing the mobility and roaming between

the UMTS access network and WLAN.

Core Network
SGSN —| GGSN

- RNC

NoteBook wator

(a) ‘Tightly-Coupled Architecture

—

@ 7 UTRAN UMTS
RNC Core Network
MS SGSN — GGSN Internet
UTRAN
RNC
WLAN GSN
Emulator
NoteBook

(b) Loosely-Coupled Architecture
Figure 1-3. Two Approaches for Interconnection of UMTS and WLAN

3GPP Technical Report 22.934 [3] conducts a feasibility study on Third Generation (3G)
system and Wireless LAN (WLAN) interworking that extends 3G services to the WLAN
environment. In this interworking, WLAN serves as an access technology to the 3G system,
which scales up the coverage of 3G services. Six scenarios were proposed for incremental

development of 3G and WLAN interworking. Each scenario enhances interworking



functionalities over the previous scenarios as illustrated in Table 1-1. The service and

operational capabilities of each scenario are described as follows.

Table 1-1. Interworking Scenarios and Service Capabilities

Service Capabilities Scenariol | Scenario2 | Scenario3 | Scenario4 | Scenario5 | Scenario6

Common Billing \ \" \Y \ \ \Y,

Common Customer Care \V

Vv
3G-based Access Control \
Vv

3G-based Access Charging

\"
\"
\'
\"

Access to 3G PS Services

| K| <K[|K|L

Service Continuity

| |||

Seamless Service Continuity

Access to 3G CS Services
with Seamless Mobility

< [ K[| <K |K|K|L

Scenario 1 provides common billing.and customer care for both WLAN and 3G mobile
operators. That is, a customer receives-single'monthly billing statements combining both
3G and WLAN services. The customer also ¢onsults the same customer care center about

the problems for both services.

Scenario 2 reuses 3G-access control and ¢harging mechanisms for WLAN services. The
WLAN customers are authenticated by the 3G core network without introducing a
separate procedure. In addition, the roaming mechanism between 3G system and WLAN
is supported. In this scenario, users can access traditional Internet services but cannot
access 3G services (such as Circuit-Switched (CS) voice and GPRS data services) through

WLAN.

Scenario 3 allows a customer to access 3G Packet-Switched (PS) services over WLAN.
The PS services include Short Message Service (SMS) [4], Multimedia Message Service
(MMS) [1], and IP Multimedia Subsystem Service (IMS) [2]. Customers equipped with
both WLAN card and 3G module can simultaneously but independently access WLAN

and 3G networks.

Scenario 4 allows a customer to change access between 3G and WLAN networks during a



service session. The system is responsible for re-establishing the session without user

involvement. Service interruption during system switching is allowed in this scenario.

Scenario 5 provides seamless service switching (i.e., handover) between 3G system and
WLAN. Techniques must be developed to minimize data lost rate and delay time during
switching so that the customer would not experience significant interruption during

handover.

Scenario 6 supports 3G CS services in the WLAN environment. The seamless continuity
feature described in Scenario 5 is also required to support CS services when customers

roam between different networks.

1.3 Two-Pass Authentication

This section describes the 3GPP two-pass_authentication procedure. We first describe the

GPRS authentication, and then we elaborate more on-the IMS authentication.

When an MS invokes the GPRS access (exgrturns /on its power), the MS sends an attach
request to the SGSN. This message will trigger the GPRS authentication [5], which is
implemented by GPRS Mobility Management (GMM) between the MS and the SGSN,
and Signaling System Number 7 (SS7) Mobile Application Part (MAP) between the
SGSN and the HSS/AuC [35]. This procedure consists of the following steps (see
Figure 1-4).

Step G.1. Consider an MS with the IMSI value imsi and the IMPI value impi. To access
the GPRS services, the MS sends a GMM Attach Request (with the parameter
IMSI = imsi) to the SGSN.

Step G.2. If the SGSN has the AVs of the MS, then Steps G.2 and G.3 are skipped.
Otherwise, the SGSN must obtain the AV’s from the HSS/AuC. That is, the SGSN
invokes the authentication vector distribution procedure by sending a

MAP SEND AUTHENTICATION INFO Request message to the HSS/AuC (with
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Figure 1-4. Message Flow for 3GPP GPRS Authentication

the parameter IMSI = imsi).

Step G.3. The HSS/AuC uses #msi|to retrievesthe record of the MS, and generates an
ordered array of AVs (based on the preshared secret key K in the MS record). The
generated AV array. . s sent. /to  the SGSN  through a
MAP_SEND AUTHENTICATION INFO Response message.

Step G.4. The SGSN selects the next unused authentication vector in the ordered AV
array and sends the parameters RAND and AUTN (from the selected authentication

vector) to the MS through a GMM Authentication and Ciphering Request message.

Step G.5. The MS checks whether the received AUTN can be accepted. If so, it produces
a response RES that is sent back to the SGSN through a GMM Authentication and
Ciphering Response message. The SGSN compares the received RES with the
XRES. If they match, then the authentication and key agreement exchange is

successfully completed.

Step G.6. The SGSN sends a GMM Attach Accept message to the MS, and the attach

procedure is completed.

After GPRS authentication, GPRS registration follows (details of GPRS registration can



be found in [36]). Then, the MS performs Packet Data Protocol (PDP) context activation
to obtain access to the GPRS network. The PDP context specifies the application-layer
packet data protocol and the routing information used for the GPRS communication

session (see [37] for the details).

After PDP context activation, the MS can request the IMS services through the
registration procedure illustrated in Figure 1-5. In this procedure, the MS interacts with
the S-CSCF possibly through P-CSCF and I-CSCF. To simplify our discussion,
Figure 1-5 uses the term “CSCF” to represent the proxy, interrogating, and service
functions of CSCF. Details of message exchanges among these CSCFs are given in [37].
IMS authentication/registration is implemented by SIP and Cx protocols [8][9][11], which

consists of the following steps.

~|IS S(‘TSN HSS/AuC CSCF

| PDP Context Activation |

L1 Register

R (impi) R

1.2 Multimedia Auth Request

) (impi)
L3 Multimedia Auth Answer
AV(1..n) q
L4 401 Unauthorized Select authentication vector AV
< (RAND || AUTN)

Verify AUTN
L5 Register
Compute RES
mpuie . (RES) .
Compare RES and XRES
1.6 Server Assignment
Request
1.7 Server Assignment
Answer -
1.8 200 Ok ~

A
A

Figure 1-5. Message Flow for 3GPP IMS Authentication
Step I.1. The MS sends a SIP Register message to the CSCF (with the parameter
IMPI = impi) through the SGSN.

Step 1.2. Assume that the CSCF does not have the AVs for the MS. The CSCF invokes
the authentication vector distribution procedure by sending a Cx Multimedia

Authentication Request message to the HSS/AuC (with the parameter IMPI = impi).
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Step 1.3. The HSS/AuC uses impi to retrieve the record of the MS, and generate an
ordered array of AVs. The HSS/AuC sends the AV array to the CSCF through a Cx

Multimedia Authentication Answer message.

Step 1.4. The CSCF selects the next unused authentication vector from the ordered AV
array and sends the parameters RAND and AUTN (from the selected authentication
vector) to the MS through a SIP 401 Unauthorized message.

Step 1.5. The MS checks whether the received AUTN can be accepted. If so, it produces
a response RES. The MS sends this response back to the CSCF through a SIP
Register message. The CSCF compares the received RES with the XRES. If they
match, then the authentication and key agreement exchange is successfully

completed.
Step 1.6. The CSCF sends a Cx Server Assignment Request message to the HSS/AuC.

Step L.7. Upon receipt of the Server Assignment Request, the HSS/AuC stores the CSCF

name and replies a Cx Server Assignment Answer message to the CSCF.

Step 1.8. The CSCF sends a 200 ok message to the-MS through the SGSN, and the IMS

registration procedure is completed:

In the above procedure, Steps I.1-1.5 exercise authentication, and Steps 1.6-1.8 perform

registration.

1.4 Open Service Access

3GPP Technical Report 23.127 [6] specifies the OSA architecture deployed in the UMTS
application and service network, which is illustrated in Figure 1-6. The OSA consists of

three parts:
o Applications (Figure 1-6 (1)) implemented in one or more application servers.

o Service Capability Servers (SCSs; Figure 1-6 (2)) provide the applications the access
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to the undering UMTS network functionalities. The network functionalities offered by
the SCSs (e.g. call control, user location, etc.) are defined as a set of Service

Capability Features (SCFs; Figure 1-6 (4)) in the OSA API (Figure 1-6 (5)).

e Framework (FW; Figure 1-6 (3)) authorizes the request of accessing the SCFs from

the applications.

Open Service Access

- ——-{—> Application Server
‘O‘ |©‘ | O O | | OO O—l— —>0Application
©OSAAPI¢ T
OFramework |[Ed! (£ E (] o o> @ SCF
L | _|Discovery Rdgistration User Location Call Control Ll »€9 sSCS
OQO0SA (- — |- ———————— jl A A A 2
Internal ” MAP SIP
- Core Network Y Y L v't'
ore Networ ocation
& IMS HSS S-CSCF PPt

4
‘:UMTS protocols

MS [ VoD player || Online Game | | VoIP/PoC Client [ —~> Application Client

Figure 1-6. OpensService Access Platform

The SCSs are implemented all kinds of interfaces to communicate with the entities in the
IMS and UMTS core networks. For example, the SCSs communicate with the HSS
through MAP, and also play as a SIP server to connect to the S-CSCF through SIP
protocol. Before a SCS provides services, the SCFs offered by the SCS have to be
registered at the FW through OSA internal API (Figure 1-6 (6)). The FW is considered as
one of the SCSs, and exactly one FW exists in an OSA environment. Before an
application accesses the OSA API, the FW authenticates the application and determines if
the application is authorized to access the certain SCFs. After successful authentication,
the application obtains the information of the authorized SCFs through the discovery
function provided by FW. Then the application accesses the network functionalities

through SCFs.

Following the OSA APIs, the third party can implement their own applications on the
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UMTS network, and the applications can also run on other networks which provide the
same OSA APIs. If the mobile operator wants to release the restriction of operating
system and programming language on implementing applications, the object-oriented

techniques, such as CORBA, SOAP, etc., can be used to build the OSA environment.

1.5 Design and Performance Issues

In this dissertation, we will discuss the four design issues in each of the UMTS protocol
layers. In the radio network layer, we propose an UMTS and WLAN interworking
solution called WLAN-based GPRS Support Node (WGSN). WGSN is a loosely-coupled
architecture that satisfies the Scenario 3 features in the 3GPP TS 22.934. Our survey with
several mobile service providers indicates that the Scenario 3 features are essential for
commercial operation of 3G/WLAN interworking in the first stage deployment. Depending
on the business strategies, the Seenariog4featurés may or may not be deployed in the
long-term commercial operation. ;Scenarios.5 and 6 are typically ignored because the

benefits of the extra features might net justify the deployment costs.

In the UMTS core network, the 'GPRS rauthentication function provides mutual
authentication between the MS and UMTS core network. When a MS enters a SGSN area,
the SGSN obtains an array of AVs from the HSS, and utilizes one AV for each
authentication procedure. After the MS leaves the SGSN area, the SGSN may stores the
unused AVs for a time period called Reservation Timeout (RT) period. If the MS returns to
the SGSN area within the RT period, the SGSN uses the stored AVs for authentication
instead of obtaining new AVs from the HSS. Because the AV usage mechanism consumes
extra storage in the SGSN, it is desirable to selecting an appropriate RT period to reduce
the access to the HSS and also consume acceptable storage in the SGSN. In this
dissertation, we propose an analytic model to investigate the performance of AV usage
mechanism. The results provide the mobile operators the suggestions to configure their

system.

In addition to GPRS authentication, it is necessary to authenticate the MS before it can
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access IMS services. Without IMS authentication, a mobile user who passes the GPRS
authentication can easily fake being another IMS user. Although both GPRS and IMS
authentications are necessary, most steps in these two “authentication passes” are
duplicated. Therefore, we propose an one-pass authentication procedure to reduce the
IMS authentication traffic. We also formally prove that the one-pass procedure correctly

authenticate the IMS users.

In the application layer, a CORBA-based OSA platform has been implemented in the
Industrial Technology Research Institute (ITRI) and National Chiao Tung University
(NCTU) Joint Research Center [17]. Based on the service platform, we implement the
Push to Talk over Cellular (PoC) service, which provides a walkie-talkie like service in
the cellular communication infrastructure. In this dissertation, we focus on the design and
implementation of the PoC client. In the proposed PoC client architecture, most standard
VoIP modules are reused for the PoC service, and the VoIP software can be easily

extended to support PoC service.

The dissertation is organized as follows. Chapter 2 proposes the WGSN solution. A push
mechanism is specified in the WGSN torforward theé VoIP calls to the MS on which the
VoIP client or WLAN module is not activated: Chapter 3 presents the analytic model for
the AV usage mechanism. Chapter 4 proposes the one-pass authentication procedure for
UMTS. Chapter 5 describes the design of the OSA-based PoC client. Finally, we

conclude this dissertation with discussing our contribution and future work.
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Chapter 2
WGSN: WLAN-based GPRS Support

Node with Push Mechanism

This chapter proposes WLAN-based GPRS Support Node (WGSN), a solution for
integrating 3G and WLAN services. We show that the 3G mechanisms can be re-used for
WLAN user authentication and netwotk aceess, without introducing new procedures and
without modifying the existing 3G network components. We describe the WGSN features
and show how they are designed and implemented. To reduce the power consumption and
computation complexity of a Mobile Station+(MS), the WGSN applications may not be
activated in the MS if they are not used. For-an MS terminated application, a push
mechanism is implemented in WGSN, which automatically activates the application at the
MS side. An analytic model is proposed to investigate the requirements on the WGSN

transmission delay of the push operation.

Our approach has similar development goals as the approaches described in [27][48]. We
focus more on SIP applications (i.e., SIP Application Level Gateway (ALG) and the SIP
push mechanism) in the WGSN system. A WGSN prototype has been implemented in
Industrial Technology Research Institute (ITRI) and National Chiao-Tung University
(NCTU) Joint Research Center.
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2.1 The WGSN Approach

This section describes the architecture and the features of the WLAN-based GPRS Support
Node (WGSN). WGSN interworks UMTS with WLAN to support Scenario 3 features

described in Section 1.2.

2.1.1 WGSN Network Architecture

Figure 2-1 illustrates the inter-connection between a UMTS network and a WLAN network
through WGSN. The UMTS network (Figure 2-1 (1)) provides 3G PS services. The WLAN
network (Figure 2-1 (2)) provides access to Internet. The customers are allowed to roam

between the two networks as long as the MS is equipped with both a 3G module and a

WLAN card.
>
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Figure 2-1. WGSN Architecture

(dashed lines: signaling; solid lines: data and signaling)

The UMTS network includes two sub-networks. The UMTS Terrestrial Radio Access
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Network (UTRAN; Figure 2-1 (3)) consists of Radio Network Controllers (RNCs) and
Node Bs (i.e., base stations). The radio interface between a Node B and an MS is based on
WCDMA radio technology [28]. The UMTS core network (i.e., GPRS network; Figure 2-1
(4)) consists of Serving GPRS Support Node (SGSN) and Gateway GPRS Support Node
(GGSN), which provide mobility management and session management services to mobile
users. An SGSN connects to the UTRAN by Asynchronous Transfer Mode (ATM) links,
and communicates with the GGSN through an IP-based backbone network. The GGSN
connects to the external Packet Data Network (PDN) by an IP-based interface Gi. Both
SGSN and GGSN communicate with the Home Subscriber Server (HSS) through the Gr
and Gc interfaces, respectively. These two interfaces are based on the Mobile Application
Part (MAP) [21]. The HSS is the master database containing all user-related subscription

and location information.

The WLAN radio network includes 802.11-based Access Points (APs) that provide radio
access for the MSs. The WGSN agcts as a gateway between the PDN and the WLAN node,
which obtains the IP address for an MS ffom'a Dynamic Host Configuration Protocol
(DHCP)[18] server and routes .the packets between the MS and the external PDN. The
WGSN node communicates withthe HSS to support GPRS/UMTS mobility management
following 3GPP Technical Specification'23.060 [5]. Therefore, the WLAN authentication

and network access procedures are exact the same as that for GPRS/UMTS.

The WGSN node integrates both SGSN and GGSN functionalities. Like an SGSN, the
WGSN communicates with the HSS through the Gr interface. On the other hand, like a
GGSN, the WGSN communicates with the external PDN via the Gi interface. Therefore,
for other GPRS/UMTS networks, the WGSN node and the corresponding WLAN network
are considered as a separate GPRS network. The WGSN node can be plugged in any 3G
core network without modifying the existing 3G nodes. To integrate the billing system for
both UMTS and WLAN, WGSN communicates with the Charging Gateway using the same
UMTS protocols (the GPRS Tunneling Protocol (GTP’) protocol implemented in the Ga
interface [5] or by FTP).

To access the WGSN services, the MS must be either a 3G-WLAN dual mode handset or a
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laptop/Personal Data Assistant (PDA) that equips with both WLAN Network Interface
Card (NIC) and a 3G module.

2.1.2  WGSN Features

Based on the seven interworking aspects listed in 3GPP Technical Report 22.934 [3], we
describe the features implemented in WGSN [23].

Service aspects: WGSN provides general Internet access and VoIP services based on SIP
protocol [46]. Since a Network Address Translator (NAT) is built in the WGSN node, the
VoIP voice packets delivered by the Real Time Protocol (RTP) [49] connection cannot pass
through the WGSN node. This issue is resolved by implementing a SIP Application Level
Gateway (ALG) [13] in the WGSN node, which interprets SIP messages and modifies the

source IP address contained in these SIP messages.

In UMTS, an MS must activate the PDP;[5].context for VoIP service before a caller from
the external PDN can initiate a phone call to this MS.“Also, for both UMTS and WLAN, a
SIP User Agent (UA) must be activatedin an MS before it can receive any incoming VoIP
call. Therefore, a SIP-based Push.Center (SPC) is implemented in the WGSN node to
provide MS terminated SIP services. The SPC is implemented on a SMS-based IP service
platform called iISMS [45], where none of the UMTS/GPRS components is modified. SPC
also provides push mechanism through WLAN for a WGSN user who does not bring up the
SIP UA. Therefore, the SIP terminated services (e.g., incoming VoIP calls) can be
supported in WGSN.

Access control aspects: WGSN utilizes the standard UMTS access control for users to
access WLAN services. Our mechanism reuses the existing UMTS Subscriber Identity
Module (SIM) card and the subscriber data records in the HSS. Therefore, the WGSN
customers do not need a separate WLAN access procedure, and the maintenance for
customer information is simplified. User profiles for both UMTS and WLAN are

combined in the same database (i.e., the HSS).

Security aspects: WGSN utilizes the existing UMTS authentication mechanism [34]. That

18



is, the WLAN authentication is performed through the interaction between an MS (using
3G SIM card) and the 3G Authentication Center. Therefore, WGSN is as secured as
existing 3G networks. We do not attempt to address the WLAN encryption issue [35]. It is
well known that WLAN based on IEEE 802.11b is not secured. For a determined attack,
Wired Equivalent Privacy (WEP) is not safe, which only makes a WLAN network more
difficult for an attacker to intrude. The IEEE 802.11 Task Group I is investigating the
current 802.11 Media Access Control Address (MAC) security. WGSN will follow the

resulting solution.

Roaming aspects: WGSN provides roaming between UMTS and WLAN. We utilize the
standard UMTS mobility management mechanism without introducing any new roaming

procedures.

Terminal aspects: A terminal for accessing WGSN is installed with a Universal IC Card
(UICC) reader (a smart card reader imiplemented as a standard device on the Microsoft
Windows platform). The UICC reader interacts:with the UMTS SIM card (i.e., the UICC
containing the SIM application) to obtain authentication information for WGSN attach

procedure.

Naming and addressing aspects: The WGSN user identification is based on Network
Access Identification (NAI) format [12] following the 3GPP recommendation. Specifically,
the International Mobile Subscriber Identity (IMSI) is used as WGSN user identification.

Charging and billing aspects: The WGSN acts as a router, which can monitor and control
all traffic for the MSs. The WGSN node provides both offline charging and online charging
(for pre-paid services) based on the Call Detail Records (CDRs) delivered to the charging

gateway.

Besides the seven aspects listed above, WGSN also provides automatic WLAN network
configuration recovery. A WGSN MS can be a notebook, which is used at home or office
with different network configurations. The network configuration information includes IP
address, subnet mask, default gateway, WLAN Service Set Identifier (SSID), etc. When the

MS enters the WGSN service area, its network configuration is automatically reset to the
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WGSN WLAN configuration if the MS is successfully authenticated. The original network
configuration is automatically recovered when the MS detaches from the WGSN. This
WGSN functionality is especially useful for those users who are unfamiliar with network

configuration setup.

2.2 Implementation of WGSN

This section describes the implementation of WGSN. We first introduce the protocol stack
among MS, AP, WGSN, and HSS. Then we elaborate on the WGSN components for the
WGSN network node and the MS. Figure 2-2 illustrates the WGSN protocol stack. In the
current implementation, the lower-layer protocol between the MS and the WGSN node is
IP over 802.11 radio (through WLAN AP). In the control plane, standard GPRS Mobility
Management (GMM) defined in 3GPP Technical Specification 23.060 [5] is implemented
on top of TCP/IP between the MS-and the;WGSN node. The standard UMTS Gr interface is
implemented between the WGSN mode and the HSS through Signaling System Number 7
(SS7)-based MAP protocol [35]. Thedayers of the SS7 protocol include Message Transfer
Part (MTP), Signaling Connection Control Part.(SCCP), and Transaction Capabilities
Application Part (TCAP). Details of SS7 can be found in [35]. The WGSN node
communicates with the charging gateway through the IP-based GTP’ protocol, which is not
shown in Figure 2-2. In the future, the TCP/IP layers in the control plan will be replaced by
Extensible Authentication Protocol / EAP Over LAN (EAP/EAPOL) [14][31].
EAP/EAPOL operates over 802.11 MAC layer, which allows authentication of an MS
before it is assigned an IP address. Therefore, the IP resource of WGSN system can be
managed with better security. Also, between the WGSN node and the HSS, the lower-layer
SS7 protocols (i.e., MTP and SCCP) will be replaced by IP-based Stream Control

Transmission Protocol (SCTP) [50] to support all-IP architecture.

The WGSN user plane follows standard IP approach. That is, the MS and the WGSN node
interact through the Internet protocol. The MS communicates with the CN in the external

PDN using the transport layer over IP. In the user plane, the WGSN node serves as a
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Figlife 2-2"WGSN Protocol Stack

gateway between the WLAN network and the external PDN.

The WGSN MS must be either a 3G-WLAN dual mode handset or a laptop/PDA that
equips with both WLAN NIC and a 3G module. The UICC reader (which can be contained
in the 3G module or a separate smart card reader) communicates with the standard SIM
card to obtain the authentication information required in both 3G network and WLAN. In
the current WGSN implementation, we use GPRS module instead of 3G module. The
WGSN UICC reader is implemented as a standard device on the Microsoft Windows
platform. The WGSN software modules are implemented on the Window 2000 and XP OS
platforms for notebooks and WinCE for PDAs. A WGSN client is implemented to carry out
tasks in the control plane. Several SIP user agents are implemented for SIP-based

applications in the user plane. The modules for WGSN client are described as follows.
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Figure 2-3. WGSN MS Architecture

SIM Module (Figure 2-3 (1)): As in UMTS, a WGSN user is authenticated using the
UMTS SIM card (or GPRS SIM card in the cutrent implementation) before the user
can access the WLAN network. ‘Through the:-UICC smart card reader, the SIM
module retrieves the SIM information (including IMSI, SRES and Kc) [34] and

forwards the information to the GMM 'module.

GMM Module (Figure 2-3 (2)): Based on the SIM information obtained from the SIM
module, the GMM module communicates with the WGSN node to perform MS

attach and detach. The authentication action is included in the attach procedure.

NIC Module (Figure 2-3 (3)): The network configurations of different WLANs may be
different. With the Operating System (OS) support, the NIC module dynamically
sets up appropriate network configurations when a WGSN user moves across
different WLAN networks. WGSN utilizes DHCP for IP address management. The
WGSN MS must obtain a legal IP address and the corresponding network
configuration through the DHCP lease request. On the other hand, when the MS
terminates a WGSN connection, it should send the IP release message to the WGSN

node, and the IP address is reclaimed for the next WGSN user. The NIC module
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then recovers the original network configuration for the MS. If the MS is
abnormally terminated, the NIC module cannot immediately recover the network
configuration. Instead, the NIC module offers a Window OS program called WGSN
Service. When the MS is re-started, this service will check if the network
configuration has been recovered. If not, the configuration previously recorded by

the NIC module is used.

User Interface (Figure 2-3 (4)): A user interacts with the WGSN system through the MS
user interface. As illustrated in Figure 2-4, the user types the Global System for
Mobile communications (GSM) / General Packet Radio Service (GPRS) pin number
to initiate the WGSN connection. Like the usage of a GPRS handset, the pin number
can be disabled. Based on the received command, the corresponding modules are
instructed to carry out the desired tasks. During a WGSN session, the user interface
indicates the status of the execution and displays the elapsed time of the WGSN

connection.

Preparing Dial Up Process...

WGSN Client

Input your PIN number :

o]

Cancel ‘

Figure 2-4. WGSN User Interface

On the network side, the WGSN node is implemented on the Advantech Industrial
Computer platform S-ISXTV-141-W3. The black boxes in Figure 2-5 illustrate the

WGSN communication modules, which include
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Figure 2-5. WGSN Node Architecture

e A SS7 module for communications with the:HSS (through the SS7 network). In this
module, the MTP, SCCP and TCAP layers (see Figure 2-2 (a)) are based on Connect7

2.4.0-Beta version software developedby"SS8 Networks Cooperation.
e An internal Ethernet module for communications with the WLAN APs
e An external Ethernet module for communications with the external PDN
e A GPRS module for communications with the MS (through the GPRS network)
The software architecture of the WGSN node includes four major components:

Authentication Center (Figure 2-5 (1)) consists of the GMM and the Gr handlers.
Through the internal Ethernet module, the GMM handler receives the GMM
messages from the WGSN MS, and dispatches the corresponding tasks to the other
WGSN modules (the details are described in Step 4 and Step 8 in the attach procedure
in Section 2.3). The Gr handler implements the standard GMM primitives for the Gr
interface [5]. Through the SS7 module, the Gr handler interacts with the HSS for MS

network access and authentication. Specifically, it obtains an array of authentication
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vectors (including a random number Rand, a signed result SRES, and an encryption
key Kc) from the GPRS authentication center (which may or may not be co-located
with the HSS). The size of authentication array can be dynamically adjusted (see [34]
for the details). Each time the WGSN MS requests for authentication, the Gr handler
uses an authentication vector to carry out the task as specified in 3GPP Technical
Specification 33.102 [10]. Furthermore, when an MS detaches, the Gr handler
should inform the HSS to update the MS status. The current WGSN version has
implemented two MAP service primitives: the
MAP _SEND AUTHENTICATION INFO and MAP PURGE MS services. These
primitives are implemented on MAP version 1.4 software developed by Trillium

Digital Systems Inc.

Network Controller (Figure 2-5 (2)) provides the following functions for Internet access:

IP address management: A DHCP setver is implemented in the WGSN node to
distribute private IP addresses to the MSs.: An NAT server performs address
translation when the IP packets are delivered between the private (WLAN) and the

public (external PDN) IP address spaces:

Internet access control: The WGSN node only allows the authenticated users to

access Internet services. Unauthorized packets will be filtered out by the firewall.

SIP application support: To support SIP-based applications under the NAT
environment, the WGSN node implements a SIP ALG that modifies the formats of
SIP packets so that these packets can be delivered to the WGSN MSs through the
WGSN node.

Operation, Administration and Maintenance (OA&M; see Figure 2-5 (3)) controls and

monitors individual WGSN user traffics. WGSN utilizes Simple Network Monitoring
Protocol (SNMP) as the network management protocol. With Management
Information Base (MIB), every managed network element is represented by an object
with an identity and several attributes. An SNMP agent is implemented in the WGSN

node, which interacts with the managed network element through SNMP. For
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example, the traffic statistics of an AP can be accessed by the OA&M (through the
corresponding MIB object) and displayed in a web page using Multi Router Traffic
Grapher (MRTG 2.9.22) [41]. The SNMP agent can also detach an MS through the
MIB object of the MS. A log handler is implemented in the OA&M to record all
events occurring in the WGSN node. A billing handler generates CDRs, which
communicates with the billing gateway through the GTP’ protocol or File Transfer
Protocol (FTP).

SIP-based Push Center (SPC; see Figure 2-5 (4)) provides a push mechanism for GPRS
networks [39] that support private IP addresses. Since GPRS significantly consumes
the MS power, a mobile user typically turns on GSM but turns off GPRS unless
he/she wants to originate a GPRS session. In this case, services cannot be pushed to
the users from the network side. For an MS that is GSM attached but GPRS detached,
the SPC can push a SIP request to_the MS through a SMS application server called
iSMS AS [45]. SPC also provides push mechanism through WLAN for a WGSN user
who does not bring up the SIP UA.*Thetefore, the SIP terminated services (e.g.,
incoming VoIP calls) can be supported in. WGSN. We will elaborate more on SPC in

Section 2.4.

2.3 Attach and Detach Procedures

In WGSN attach and detach procedures, the message flows between the WGSN node and
the HSS are the same as that for the SGSN and the HSS in UMTS. The message flows
between the MS and the WGSN node are specific to the WGSN network, which are not
found in UMTS.

The attach procedure is illustrated in Figure 2-6, which consists of the following steps:

Step 1: When the WGSN user brings up the MS user interface, the SIM module is
invoked to configure the smart card reader and (optionally) requests the user to

input the Personal Identification Number (PIN) number. The card reader
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MS WGSN Node - HSS

Authentication Center Network Controller OA&M
User GMM SIM NIC GMM Gr NAT/ DHCP Log
Interface Module Module Mogule Handler Handler Firewall Server Handler
1.1 Smart Card Reader Confjeuration Requgst
1.2 PIN Number Request
1.3 PIN Number Response g[ IN)
1.4 Smart Caid Reader Confjguration Respdnse
2.1 Network Configuration Request
2.2|DHCP DISCOVER
B 2.3|DHCP OFFER{(IP)

2.4|DHCP REQUEST (IP)

2.5 DHCP Lase IP (IP, MAC)
2.6 DHCP Lgase IP. ACK

2.7|DHCP ACK(II)

2.8 Network Configuration Response

3.1 Attach Rgquest
3.2 IMSI Reguest

3.3 IMSI] chfonsc([MS])
3.4 GMM Attach Request (INISI)

4.1 Log : MS Attach Request
i 4.2 llog : MS Attach Request ACK,
4.3 Authentigqtion Info Request(IMSI)
5.1 MAP_SEND AUTHENTICATION_INFD Request (IMBI)
52 MAP_SL&ND AUTHENTICATION [NFO Respons¢ (Rand,SRES.Kc)
6.1 Log : SS7 Alarm >
e 6.2 Log : SST Alarm|ACK
.3 Authentication Info Respgnse(Rand,SRES,Kc)

7.1 GMM Auythentication and Ciphering Reiquest(Rand)
7.2 GSM_Alg Request(Rang)
«1:3 GSM_Alg Response(SR L-‘S* Kkt) )

7.4 GMM Authentication and Ciphering Rgsponse (SRES |)
8.1 Attach IIf Request(IP) 1

_ 8.2 Attach [P Response
8.3 Log : GMM Attach Success (IP,JMSI)
8.4 Log : GMM Attagh Success ACK

9.1 GMM Aftach Accept
-2 Attach Rgsponse

Figure 2-6. Message Flow for the Attach Procedure

authenticates the user through the pin number just like a GPRS mobile phone.

Step 2: The MS NIC module is invoked to store the current WLAN network
configuration. To obtain the network configuration of WGSN, MS broadcasts a
DHCP DISCOVER message on its subnet and looks for a DHCP server. The DHCP
server in the WGSN node replies MS a DHCP OFFER message which includes an
available IP address. Then, MS sends a DHCP REQUEST message to DHCP server
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and asks for the usage of the available IP address contained in DHCP OFFER
message. If the DHCP server accepts the request, it reports the IP lease event to the
Log handler and sends MS a DHCP ACK message with network configuration

parameters. Finally, the MS NIC module sets up the new network configuration.

Step 3: The MS GMM module is invoked to perform the attach operation. The GMM
module first obtains the IMSI from the SIM module. Then it sends the GMM
Attach Request (with the parameter IMSI) to the WGSN node.

Step 4: When the GMM handler of the WGSN node receives the attach request, it reports
this event to the Log handler, and sends the authentication information request to

the Gr handler.

Step5: The GMM handler sends the MAP_SEND_AUTHENTICATION_INFO
Request (with the argument IMSI) to the HSS. The HSS returns the authentication
vector (Rand, SRES, Kc) through the MAP_ SEND_AUTHENTICATION_INFO

Response message.

Step 6: The WGSN Gr handler issues the SS7 Alarm-message to the Log handler, and the
event is logged. The Gr handler returns the authentication vector to the GMM
handler.

Step 7: The GMM handler sends the GMM Authentication and Ciphering Request
(with the parameters IMSI and Rand) to the GMM module of the MS. The GMM
module passes the random number Rand to the SIM module, and the SIM module
computes the signed result SRES* and the encryption key Kc based on the received
Rand and the authentication key Ki stored in the SIM card. These results are
returned to the GMM module. The GMM module returns the computed SRES* to
the GMM handler of the WGSN node using the GMM Authentication and
Ciphering Response (with the parameters IMSI and SRES*). The GMM handler

compares SRES with SRES*. If they match, the authentication is successful.

Step 8: The GMM handler sends the Attach IP message to the firewall, which will allow
the packets of this IP address to pass the WGSN node. Then the GMM handler
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reports to the Log handler that the attach is successful (with the corresponding IMSI
and IP address).

Step 9: The GMM handler sends the GMM Attach Accept message to the GMM module of the
MS, and the GMM module passes the Attach Response message to the user interface. At

this point, the attach procedure is completed.

The WGSN connection can be detached by the MS or by the network (the WGSN OA&M). The

message flow for MS initiated detach is illustrated in Figure 2-7, and the steps are described

as follows.
MS : WGSN Node HSS
Authentication Center Network Controller OA&M
User NIC GMM GMM Gr NAT/ DHCP Log
Interface Module Module Handler Handler Firewall Server Handler

1.1 Detach Request

1.2 GMM Mobjle Originated Detach Request
1.3 Log : GMM Detach Request

. 1.4 Log : GMM Detach Reguest ACK
2.1 Detach IH Request (IP) .

2.2 Detach 1P Response
3.1 Purge M§ Request

3.2 MAP PURGE MS REQUEST
3.3 MAP PURGE MS RESPONSH
3.4 Lpg : SS7 Alarm
" 3.5 Log : SS7 Alarm|ACK
3.6 Purge MS|Response
_4.1 GMM Mobile Originated Detach Responseg

b 4.2 Detach Response

5.1 Recover, NIC Configuration Request
5.2 DHCP RELEASE|(IP)

5.3 DHCP Rglease IP (IP)
-4 DHCP Release IP ACK

2.5 Recover NIC Configurafion Response

Figure 2-7. Message Flow for the MS-Initiated Detach Procedure

Step 1: When the user presses the detach button in the user interface, the GMM module
is invoked to send the GMM Mobile Originated Detach Request (with parameters
IMSI and IP address) to the GMM handler of the WGSN node. The GMM handler

reports this detach event to the Log handler.

Step 2: The GMM handler sends the detach IP request to the firewall. From now on, the
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packets of this IP address will be filtered out by the firewall of the WGSN node.

Step 3: The GMM handler invokes the Gr handler to send the MAP PURGE MS
Request (with the parameters IMSI and the SSN address of the WGSN node) to the
HSS. The HSS updates the MS status in the database and replies the
MAP_PURGE_MS Response to the Gr handler. The Gr handler reports this event to
the Log handler.

Step 4: Through Mobile Originated Detach Response, the GMM handler informs the MS

GMM module that the detach operation is complete.

Step 5: The MS NIC module is instructed to recover the original network configuration.
It sends the DHCP RELEASE message to the DHCP server in the WGSN node. The
DHCEP server reclaims the IP address and reports this event to the Log handler. The
NIC module then recovers the original network configuration (which was saved in

Step 2 of the attach procedure).

The message flow for the network-initiated detach procedure is similar to that illustrated in

Figure 2-7, and the details can be foundin [23].

2.4 WGSN Push Mechanism

To reduce the power consumption and computation complexity of a WGSN MS, most
WGSN applications are not activated at the MS until the user actually accesses them. This
approach does not support “always-on” or MS terminated services such as incoming VoIP
calls. To address this issue, a push mechanism called Session Initiation Protocol
(SIP)-based Push Center (SPC) has been implemented in the WGSN node. In this approach,
the mobile Short Message Service (SMS) mechanism, which consumes much less power

than the WLAN modules, is always on.

Figure 2-8 illustrates the message flow of the push mechanism performed in WGSN.
Suppose that a SIP VoIP caller in the external PDN issues a call request to a WGSN MS
through SIP [46], the request is first sent to the WGSN node (path (a) in Figure 2-8). The
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Figure 2-8. Message Flow of the SPC in WGSN

SPC checks if the SIP User Agent(UA) of the called MS is activated. If so, the request is
directly forwarded to the called MS (path (d) in Figure 2-8). Otherwise, the request is
suspended, and the SPC sends a_GSM short message to the MS to activate the
corresponding SIP UA (path (b)“in Figure 2-8). ‘After the SIP UA is activated, the MS
informs the SPC (path (c) in Figure 2-8), and the call request from the caller is then
delivered to the SIP UA following the standard SIP call setup procedure. We note that the
VoIP call model is typically handled by the SIP UAs or a call server (or softswitch) that
control the call setup process and indicate whether the called party is busy or idle [24]. The
WGSN SPC is only responsible for pushing the SIP requests to the MSs where the SIP UAs

are not activated.

For every SIP UA (an MS may have several SIP UAs for different applications), a status
record is maintained in the SPC. A four-state Finite State Machine (FSM) is associated with

the record. These states are
State 0: The SPC has not initiated the activation process.

State 1: The SPC has initiated the activation process, and one incoming call is waiting for

setup.
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State 2: The SPC has initiated the activation process. No incoming call is waiting for setup.
State 3: The SIP UA is active.

The incoming call waiting for setup at State 1 is referred to as the outstanding call. There is
at most one outstanding call during the SIP UA activation process. The state transition
diagram for the FSM of a status record is illustrated in Figure 2-9 and the details are given

below:

@ Call arrival

© Call arrival

@ Call arriva

Figure 2-9 The FSM State Transition Diagram for the SPC Status Record
Transition 1: An incoming call requestrarrives at/State 0. The SPC sends a message to
activate the SIP UA. The SPC sets a timer 72/ and changes the state to “1”.

Transition 2: The timer 7/ expires at State 1. The SPC drops the current incoming call

request by sending a timeout message to the caller. The state changes to “2”.

Transition 3: An incoming call arrives at State 1. The SPC drops this call request (because

the called MS is already engaged in an outgoing call setup). The state remains in “1”.

Transition 4: An incoming call request arrives at State 2. This call becomes the

outstanding call. The SPC sets the timer 7'/ and changes the state to “1”.

Transition S: When the SPC receives the activation complete message from the called MS
at State 1, the SPC forwards the outstanding call request to the SIP UA of the called

MS following the standard SIP protocol. The state is changed to “3”.

Transition 6: When the SPC receives the activation complete message from the called MS
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at State 2, the SPC changes the state to “3”.

Transition 7: When the SPC receives a call request at State 3, it directly forwards the call

request to the SIP UA of the called MS following the standard SIP protocol.

It is clear that for every SIP UA, the FSM eventually moves to State 3. There is exact one
outstanding call at State 1, and there is no outstanding call at State 2. During the state

transition, an incoming call is “lost” if either Transition 2 or 3 occurs.

2.4.1 Performance Analysis

The first outstanding The i-1st outstanding
call is dropped call is dropped
(1) The next |77 expires) (71 expires)

The first  incoming call The second The ith SIP UA
outstanding  arrives and is outstanding outstanding activation is
call arrives dropped call arrives call arrives complete

L 8. l L.
T!'J T‘I. 'L'E T_.\, r_; 1'5 f‘j
!U t_f |
% ! ! > [ 4 >
‘ra 2

Figure 2-10. The Timing Diagram

(A dot “.” represents dropping of an incoming call immediately after it arrives at the SPC)

Figure 2-10 illustrates the timing diagram for the execution of SIP UA activation procedure
in the SPC mechanism. This procedure is initiated by the first incoming call arriving at
time 7y (Figure 2-10 (1)). Suppose that the SPC detects that the SIP UA of the destination
MS is not activated. This incoming call is suspended at the SPC. The SPC sends a GSM
short message to activate the destination MS (see Figure 2-8 (b)) and sets a timer 7/ for this
outstanding call. If the activation procedure is not complete before 77 expires, the call is
dropped. In Figure 2-10, the timer 77 for the first outstanding call expires at time 7,
(Figure 2-10 (4)), and the SPC receives the activation complete message from the called
MS at time 74 (Figure 2-10 (9)), where 75>7,. During SIP UA activation, new incoming

calls for the destination MS may arrive. If the outstanding call has not been dropped when a
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new incoming call arrives, then this new incoming call is dropped (see Figure 2-10 (2), (3),
and (8)). Otherwise, this incoming call becomes the next outstanding call (see Figure 2-10

(5) and (7)).

In the following sub-sections, we investigate the performance of SIP push mechanism,
where the expected number of lost calls during SIP UA activation is computed. The lost
calls include the dropped outstanding calls due to 7/ expiration (see Figure 2-10 (4) and (6))
and the incoming calls arriving when an outstanding call exists (see Figure 2-10 (2), (3),

and (8)).

2.4.2 Analytic Model

In this section, we present an analytic model to investigate the performance of push

mechanism. We make the following assumptions:

1. The incoming call arrivals are a Poissom process with rate A; therefore, the inter call

arrival time 7y is Exponentially distributed with the:density function f, (1,) = 2e™*.In
Figure 2-10, ty=7;- 79,
2. The T1 timeout period (denoted as #,) has the density function f, (z,). In Figure 2-10,

t1=T, - Tp. We consider T/ with fixed interval 1/p.

3. The SIP UA activation time is denoted as 7, = 74-7y. In this section, we assume ¢, to be

Exponentially distributed with the mean 1/y, and the density function f, (r,)=ye " .
We will also consider Gamma distributed #, in the simulation model.

In our study, the output measure is the expected number E[N] of the lost calls during the

activation period.
Consider the following two cases.

Case 1) The first outstanding call is successfully set up; i.e., the activation time ¢, of SIP

UA is shorter than 1/p.

34



Case 2) The first outstanding call is dropped; i.e., the activation time ¢, of SIP UA is longer
than 1/p.

Let P; be the probability that Case i occurs, and N; be the expected number of lost calls in

Case i. P; can be expressed as

P, = Prlt, <1/ u]
= [\/4 £, (t)dt,

)

P=1-P = e_m (2.1)

In Case 1, all incoming calls arrive during the SIP UA activation period ¢, are lost. Since the
incoming calls are a Poisson stream, the expected number of lost calls during ¢, is Az,

Therefore

BN, = yi‘o At, x f, (t,)dt,

S A

In Case 2, the first outstanding call and all incoming calls during the waiting time of the

first outstanding call are dropped. That is, the expected number of lost calls before 7'/

. A .
expires is 1+—. We further analyze Case 2 by two sub-cases in terms of the next event
U

after T'1 expires.

Case 2-1) The next event after the 7'/ expiration is the completion of SIP UA activation (i.e.,
t; < t; in Figure 2-10). The expected number of lost calls after the drop of first

outstanding call is 0.

Case 2-2) The next event after the 77 expiration is an incoming call request (i.e., #3 < #; in
Figure 2-10), and this incoming call becomes the second outstanding call. From the

residual life theorem and the memoryless property of the Exponential distribution
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[47], t; has the same distribution as that for the inter call arrival time #). That is,

£, @)= f, (1) = Ae”* . Similarly, we have f, (1) = f, (1) = ye™" . Since f3and #,have

the same distributions as those for 7y and ¢,, respectively, the situation seen by this
outstanding call is the same as that seen by the first outstanding call. Therefore, the

expected number of lost calls after the arrival of this new outstanding call is E[N].

Let P, denote the probability that Case 2-i occurs, we have

N, = (1 + i} +(P,_, x0+P,_, x E[N])

u
:(1+ij+@ (2.3)
u) Aty

From Equations (2.1), (2.2), and (2.3)

E[N]= ZZJP,. xN,

_ lf_ Gj e*w - (%J em] 12 e{%) : Hl +%J +/1,1ETUH (2.4)

By re-arranging Equation (2.4), we'have

a[l_ﬂ]xe{zl

E[N]: /4 /4

1—[/ jxe_[;j

2.4.3 Simulation Model

(2.5)

We utilize discrete event simulation experiments to validate the analytic model described
in Section 2.4.2. In the simulation, three types of events are defined: CallArrival event
represents the arrival of incoming call to an MS, TimerExpiration event represents that
T1 of an outstanding call expires, and ActivationComplete event indicates that the SIP

UA of the called MS is successfully activated. Every event is associated with a timestamp
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representing when the event occurs. The type of an event e is denoted as e.type, and the

timestamp of e is denoted as e.timestamp.

In the simulation, all events are first inserted into an event list. Then they are deleted from
the event list and processed in the non-decreasing timestamp order. A simulation clock
clk is maintained to indicate the progress of the simulation. The clock value is the
timestamp of the event being processed. The inter call arrival times are produced from an
Exponential random number generator with mean 1/A. The SIP UA activation times are
drawn from an Exponential random number generator with mean 1/y. The 71 timeout
periods are drawn from an Exponential random number generator with mean 1/u. The
flag OutstandingCall is used in the simulation to indicate if there exists an outstanding

call.

To ensure that the simulation results are stable, the SIP UA activation procedure is
processed K=10 iterations. At the ithsiteration (i < K), the number #, of lost calls during
the SIP UA activation procedure-is computed. Finally, the expected number E[N] of lost
calls is computed as

K
Z”i

E[N]:’:T (2.6)

The flowchart of the simulation is shown in Figure 2-11, and the details are described as

follows.
Step 1. The simulation is initialized (i.e., K=10’, i=0).

Step 2. Check if K simulation iterations have been complete. If so, go to Step 11. If not,

go to Step 3.

Step 3. The ith iteration is initialized. Specifically, the event list is reset, clk is set as 0, and
the number of lost calls »; is initialized to 0. Since the activation procedure is
triggered by the first outstanding call, initially, OutstandingCall=TRUE. Then, three
events are generated and inserted into the event list. The ActivationComplete event

indicates the completion of the ith iteration. The TimerExpiration event shows that
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(a) i++; n=0; clk=0;

(b) Reset the event list.

(c) OutstandingCall=TRUE,

(d) Generate the activation complete time ¢_a. Create ActivationComplete
event ¢ with e.timestamp=t_a and insert ¢ into the event list.

(e) Generate the T/ expiration time ¢ /, Create TimerExpiration event ¢
with e.timestamp=¢_¢, and insert e into the event list.

() Generate inter-call arrival time ¢ _c. Create CallArrival event e with
e.timestamp=/_c, and insert e into the event list.

o(a) Delete the event e’ from the head of event list.
(b) clk=e’ timestamp;

CallArrival /e&ActivationCDmp]ete

e'type

L

Outstanding:
Call=TRU.

l’[‘imerExpiration
|

(a) nt+;

v - v (b) OutstandingCall=FALSE;

(a) OutstandingCall=TRUE;

(b) Generate the T/ expiration time ¢ ¢,
(c) Create TimerExpiration event e.
(d) e.timestamp=t_t+clk;

(e) Insert e into the event list.

* A J
. v

(a) Generate inter-call arrival time ¢_c.
(b) Create next CallArrival event e.
(c) e.timestamp=t_c+clk;

(d) Insert e into the event list.

* Y

Figure 2-11. The Simulation Flowchart of Performance

the 71 for the first outstanding call expires. The CallArrival event presents the

arrival of second incoming call.

Steps 4 and 5. The next event e’ is deleted from the head of the event list. The simulation

clock clk=e’ timestamp. If e .type=CallArrival, the simulation flow proceeds to Step
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6. If e’.type=TimerExpiration, Step 10 is executed. If e .type=ActivationComplete,
the SIP UA of the called MS is successfully activated, and the flow goes to Step 2 to

initiate another simulation iteration.

Step 6. If OutstandingCall=TRUE (i.e., there is no outstanding call in the system), go to
Step 8. Otherwise, go to Step 7.

Step 7. The new incoming call becomes an outstanding call, and the flag OutstandingCall
is set to TRUE. Then we generate a TimerExpiration event e to indicate the 7/
expiration for the new outstanding call. e.timestamp is set to ¢ ¢t+clk where ¢ t is the

T'1 expiration time. Finally, e is inserted into the event list.

Step 8. If OutstandingCall=TRUE at Step 6 (i.e., there exists an outstanding call in the

system), the new incoming call is dropped. #;is incremented by 1.

Step 9. Generate the next incoming call event.e. Specifically, the inter-call arrival time ¢ ¢
is generated, and e.timestamp=t c+elksThe event type of e is CallArrival. Finally, e

is inserted into the event list.

Step 10. If e .type=TimerExpiration at Step 5, it means that the outstanding call is

dropped. Therefore, OutstandingCall.is set to FALSE, and n; is incremented by 1.

Step 11. If K iterations of the simulation have been complete, E[N] is computed by using

(7), and the simulation is terminated

Some simulation results are shown in Table 2-1. In all scenarios we considered, the
discrepancies between the analytic model and simulation are small (less than 0.5% in all

cases considered in the tables). Therefore, the accuracy of analytic model is proved.

2.4.4 Numerical Results

Based on the analytic and simulation models in the previous section, we use numerical
examples to investigate the SPC performance. Based on Equation (2.5), Figure 2-12 plots

E[N] against p and A. E[N] is an increasing function of p and/or A. Consider two extreme
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Table 2-1. The E[N] Values (Analytic vs. Simulation)

(a) A==0.8 yand 0.2 y

(b) u=0.8 yand 0.2 y

A=0.8y A=0.2y pn=0.8 y pu=0.2y
Wy |Analytic|Simula- | Errors | wy |Analytic|Simula- | Errors My |Analytic| Simula- | Errors | My |Analytic|Simula-| Errors
tion (%) tion (%) tion (%) tion (%)
2% 1 0.8000[ 0.7977| -0.2883[ 2* | 0.2000| 0.1994|-0.3080| | 2° | 0.2881| 0.2875] -0.1934| 2° | 0.0087| 0.0087| 0.2763
27 | 0.8000[ 0.7993(-0.0820| 27 [ 0.2000{ 0.1999] -0.0360| | 2% | 0.2896| 0.2895|-0.0272| 2 | 0.0106| 0.0106| -0.2557
2° | 0.8000 0.8015| 0.1880f 2 | 0.2000| 0.1999] -0.0630( | 27 | 0.2927| 0.2924| -0.1152| 27 | 0.0145| 0.0144| -0.5971
2* | 0.8000| 0.8003| 0.0415| 2° | 0.2000| 0.2002| 0.1000| | 2% | ¢2990| 02995 01656 2¢ | 0.0223] 0.0222| -01302
2* | 0.8000| 0.7997|-0.0328| 2* | 0.2000{ 0.2009| 0.4400( | 55 | ¢3115 03117 0.0687] 25 | 0.0378| 0.0376] -0.4237
-3 -3
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2 -2
27| 08103] 08115 0.1554) 27 | 0.2153] 0.2146] -0.3445] 1 5 1 3880| 0.3884] 0.0921| 2° | 0.1310] 0.1308| -0.1128
2" | 0.8800| 0.8833] 0.3748| 2! | 0.3154| 0.3149| -0.1566
27| 0.4931| 0.4929] -0.0511] 2 | 0.2554| 0.2560| 0.2186
20 | 1.0443| 1.0438]-0.0522| 2° | 0.5266[ 0.5248| -0.3377 l ]
21 | 0.7112| 0.7096| -0.2239| 2! | 0.5045| 0.5046| 0.0216
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20 | 1.1672| 1.1670| -0.0179| 2° | 1.0034| 1.0030| -0.0383
22 | 1.4617| 1.4591|-0.1802| 2% | 0.9458| 0.9448| -0.1075
2' | 2.1180| 2.1207| 0.1241| 2' | 2.0023| 2.0036| 0.0689
2° | 1.6067| 1.6045|-0.1338| 2° | 1.0622| 1.0612| -0.0966
2% | 4.0743| 4.0820| 0.1870| 2> | 4.0014| 4.0025| 0.0275
2* | 1.6960| 1.6975| 0.0896| 2* | 1.1282| 1.1280| -0.0227
2° | 1.7460| 1.7462| 0.0160| 2° | 1.1633| 1.1625]-0.0724
2° | 1.7724| 17712 -0.0691| 2° | 1.1815)1.1804]-0.0910
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cases where #— 0 and g — . We hayve
_ - _ e
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—+|1-—|xe 1 —4+|1-—|xe
. .Y Y . 4 Y
lim E[N] = lim =— and [lim E[N]= lim =1+—
H1—>0 1—0) ﬂ, _r ]/ U0 U0 _r }/
1- xe " 1- xe “
A+y A+y

4 — 0 indicates that the length of 77 approaches infinite, and the first outstanding call

keeps on waiting until the SIP UA activation completes. In this case, the outstanding call is

always connected, and E[N] approximates to the number of subsequent incoming calls

arriving during the SIP UA activation period, which is A/y. On the other hand, if x — oo,

we have 7/=0, and T expires immediately after an outstanding call arrives. Therefore, the

first outstanding call and all incoming calls arriving during the SIP UA activation are lost.

The expected number of such calls is 1+A/y. These results are clearly observed in

Figure 2-12 (a).
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Figure 2-12. Effects of p and A on the Expected Number of Lost Calls

Figure 2-12 (a) also indicates that good E[N] performance can be obtained when 7/ is set as
4/y. Any timeout period longer than:4/y has:insignificantly improvement on the E[N]
performance. Figure 2-12 (b) indicates that E[N].is insignificantly affected by the incoming
call arrival rate A when A<y/32.-This result implies that to ensure good E[N] performance,
the SIP UA activation mechanism must be-designed such that the activation time is shorter

than 0.03125 times of the inter-call“arrival time:

To extend the observations on the above examples, we use the discrete event simulation
model to investigate the SIP UA activation performance with Gamma distributions. It has
been shown that the distribution of any positive random variable can be approximated by a
mixture of Gamma distributions (see Lemma 3.9 in [32]). One may also measure time
periods in a real mobile network, and the measured data can be approximated by a Gamma
distribution as the input to our simulation model. It suffices to use the Gamma distribution

with different shape and scale parameters to represent different time distributions.

Suppose that 77 has the Gamma distribution with mean 1/x and variance V.. Figure 2-13 (a)
shows the effect of V, on E[N] where A=1/8. The figure indicates that E[/N] is an increasing
function of V,. When V, is very large, E[N] is approximate to the E[N] value when
u —> oo, This phenomenon is explained as follows. When V, increases, we will see

significantly increasing number of short 7/ periods and insignificantly increasing number
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Figure 2-13. Effects of Variances V,and V,

of long T'I periods, and the result is-similar to that when 77/ is set to a small value. On the
other hand, when V is small, 7/ approaches to the fixed value 1/u. Therefore, E[N] is
approximate to that when 77=Fu. Figure 2-13 (a) also shows that E[N] is insignificantly
affected by V, when V, <10™/uor V=104,

Consider the case when the activation time has the Gamma distribution with mean 1/y and
variance V,, and 77 is of fixed length 1/u. Figure 2-13 (b) shows the effect of V, on E[N]
where A=0.2y. As V, increases, E[N] approaches to A/y. When V, is small (e.g., Vy<10'3 ),
the activation time approaches to a fixed length 1/y. In this case, E[N] is insignificantly
affected by V, and is determined by the activation time and 7/. When V, is small, the

impact of the activation time and 77 on E[N] is described as follows.

(1) When p<y (i.e., T1 is very likely to be longer than the activation time), there is high
possibility that the first outstanding call would be connected, and all incoming calls
arriving during the activation period are lost. Therefore, E[N] = My, which is 0.2 as

correctly shown in  Figure 2-13 (b).

(2) When p=y (i.e., T'1 is roughly the same as the activation time), the first outstanding call
has 50% probability to be dropped. Therefore, E[N]=0.5+A/y=0.7 in Figure 2-13 (b).

42



(3) When p<y (i.e., 71 is very likely to be shorter than the activation time), the first
outstanding call is highly probably dropped, and E[N] = 1+A/y = 1.2 in
Figure 2-13 (b).

When p<y, E[N] increases and then decrease as V, increases. This phenomenon is
explained as follows. When V, increases, more long and short activation times are observed.
Long activation times result in more lost calls, while short activation times cause fewer lost
calls. When V, is small (e.g., Vy<10'1/y2 in the curve for u=0.9y), the impact of long
activation times is more significant. Therefore, E[N] increases as V, increases. As V,
becomes sufficiently large, the increase of the number of short activation times is more
significant than that of long activation times. Hence, E[N] is dominated by the effect of
short activation times, and as V, increases, E[N] decreases and finally approaches to A/y.
For p>y, when V, increases, the increase of the short activation times is more significant

than that of long activation times. Therefore, E[N] is a decreasing function of V.

2.5 Summary

This chapter proposed WGSN, a solutien-for integrating 3G and WLAN services. We
described how the 3G mechanisms are re-used for WLAN user authentication and network
access without introducing new procedures and without modifying the existing 3G network
components. We described the WGSN features and showed how they are designed and
implemented. A WGSN prototype has been implemented in Industrial Technology
Research Institute (ITRI) and National Chiao Tung University (NCTU) Joint Research
Center. We focused on the WGSN push mechanism. An analytic model was proposed to
investigate the performance of SIP push center (SPC). We measure the SPC performance
by the expected number E[N] of lost calls during SIP UA activation. Our study indicates
that 7'/ significantly affects the SPC performance. To obtain good E[N] performance, the
fixed T period should be longer than 4 times of that for SIP UA activation, and SIP UA
activation should be completed within 0.03125 times of the inter-call arrival time. We note

that most callers would not await the call setup for a long time, and they would abort calls
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before a long 7'/ expires. Therefore, it is suggested that a call should be connected within
10 seconds; that is, the SIP UA activation should be completed within 10 seconds. Or the
SPC should send a message to notify the caller that the call setup will take longer time and

ask the caller to be patient.

The SPC utilizes GSM short message service mechanism. According to [30], it takes 20
seconds to transmit a short message to an MS. This transmission delay significantly
contributes to the SIP UA activation time and may not be acceptable. Therefore, we may
further shorten the SIP UA activation time by using high priority short messages service.
Short messages with high priority would be transmitted to the destination within e.g., 3-5
seconds. This improvement allows SIP UA activation to be complete within an acceptable

delay.
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Chapter 3
Authentication Vector Management for

UMTS

In UMTS, the security function provides mutual authenticity and key agreement between
the core network and the MS. Specifically, the SGSN in the core network obtains an array
of Authentication Vectors (AVs) from.the HSS/AuC, and consumes one AV for each mutual
authentication. After the departure of the MS; the SGSN may keep the unused AVs for a
time interval called the Reservation Timeout (RT) period. If the MS returns within the RT
period, the SGSN uses the stored AVs formutual authentication instead of obtaining new
AVs from the HSS/AuC. Note that a.long RT period results in fewer accesses to the
HSS/AuC at the cost of extra AV storage in the SGSN. In this chapter, we propose an
analytic model to investigate the impact of the RT period on the system performance. Our

study provides the guidelines for the mobile operators to select an appropriate RT period.
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3.1 UMTS Authentication Vector Management

When an MS enters an SGSN area, the UMTS authentication procedure is performed. The
SGSN obtains an array of AVs from the HSS/AuC, and uses one AV for each of
authentication procedure. Detailed message flow of the UMTS authentication procedure
is described in Section 1.3. Note that Steps G..2 and G..3 in Figure 1-4 are called the
Authentication Data Request & Response (ADR) operation. Steps G.4 and G.5 in
Figure 1-4 are called the User Authentication Request & Response (UAR) operation. In the
following subsections, we will elaborate two mechanisms of managing AVs defined in

UMTS, and also present the motivation of this chapter.

3.1.1 Sequence Number Mechanism

To ensure that one AV is only used for one authentication and key agreement, the sequence
number mechanism is used in AV generation.. In HSS/AuC, a counter SQNyg, which is
individual for each user, records the sequence number used in the previous AV generation.
In the MS, the counter SQNys denotes the highest sequence number the MS has accepted.
When the HSS/AuC generates an AV for the MS, it first generates the next sequence
number SQN based on SQNpg, and uses SQN as an input parameter to generate the AV.
Then the HSS/AuC set SQNpg=SQN. In one ADR operation, the HSS/AuC may send the
SGSN a batch of AVs, each of which has different sequence number. The SGSN utilizes the
AVs in the sequence number order. When an AV is selected to perform the UMTS
authentication, the SQN is concealed in AUTN and sent to the MS in Step G.4 of
Figure 1-4. The MS retrieves SQN by RAND and the preshared key, and then verify if SQN
is in the valid range. If SQN > SQNys and (SQN-SQNys) <A, where A is a valid difference
defined in 3GPP TS 33.102, the authentication procedure proceeds and SQNpms=SQN.
Otherwise, the MS abandons the UMTS authentication procedure. The re-synchronization
procedure is then activated to synchronize SQNys and SQNyg and request the HSS/AuC to

generate new AVs for the MS.
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3.1.2 Array Mechanism

As defined in 3GPP TS 33.102 [10], when the MS moves from one SGSN area to another,
the unused AVs are forwarded from the previously visited SGSN to the newly visited
SGSN. This procedure requires secure links between SGSNs. However, it may not be
practical in reality, especially when SGSNs are owned by different service providers or
even different countries. In this case, the AVs are not forwarded to the new SGSN. Instead,
the old SGSN stores the unused AVs for a time period called Reservation Timeout (RT)
period. If the MS returns to the SGSN area within the RT period, the SGSN will utilize
these stored AVs for authentication instead of obtaining new AVs from the HSS/AuC.
Therefore, the signaling traffic for accessing the HSS/AuC is reduced. In this dissertation,

this method is referred to as AV usage mechanism.

The AV usage mechanism may not succeed owing to the sequence number mechanism
described in Section 3.1.1. For_ example, the MS originally resides in SGSN area 1
(Figure 1-2(13)), and then moves to SGSN area 2 (Figure 1-2 (14)). After the MS leaves the
SGSN area 1, the unused AVs-are stored in SGSNI. Then, SGSN2 executes the ADR
operation to obtain new AVs from the HSS/AuC, and authenticates the MS. After a
successful authentication, the MS sets SQNys as the sequence number of the new AV from
SGSN2. Since the sequence numbers of the new AVs are greater than those of the AVs
stored in SGSN1, SQNy;s becomes greater than the sequence numbers of AVs stored in
SGSNI. Therefore, if the MS moves back to SGSN area 1, the authentication procedure
with the unused AVs will be abandoned by the MS due to the failure of the sequence

number validation.

In 3GPP TS 33.102, an array mechanism is utilized to solve the problem described above.
In the array mechanism, the sequence number SQN is divided into two parts: SEQ is the
most significant bits of SQN, and IND is the last 5 bits of SQN. In one ADR operation, the
HSS/AuC uses the same IND value IND1 but different SEQ values to generate a batch of
AVs for SGSN1. For SGSN2, the HSS/AuC uses another IND value IND2 to generate AVs.

The MS has 32 sequence number counters, which have the same length as SEQ, and
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SEQws(7) 1s denoted as the i-th sequence number counter in the MS. After a successful
authentication with SGSN1, the MS records the sequence number in SEQys(IND1).
Similarly, when the MS moves to SGSN area 2, the highest sequence number of the AVs
sent from SGSN2 is recorded in SEQus(IND2). When the MS moves back to SGSN area 1,
the SGSNI authenticate the MS by using the stored AVs with sequence number
SQN = SEQ | INDI. The MS validates SQN by checking if SEQ > SEQus(IND1) and
(SEQ-SEQums(IND1)) > A. The validation will succeed because the largest sequence

numbers of AVs from different SGSNs are recorded in different counters.

3.1.3 Motivation

Although the AV usage mechanism reduces the access traffic to the HSS/AuC, it also
consumes extra storage to keep the unused AVs at the SGSN, and the HSS/AuC needs to
maintain the relation of an IND value:and its'eorrespondent SGSN area. Note that a long
RT period results in fewer accesses to the HSS/AuC at the cost of more AV storage required
at an SGSN. Therefore, it is desirable to selecting an“appropriate RT period to reduce the
access to the HSS/AuC without consumingrtoor much extra storage in the SGSN. In the
following sections, we will investigate the.effect of the RT period on the system
performance. In Section 3.2, the AV usage mechanism is described. Section 3.3 presents an
analytic model for measuring system performance. Section 3.4 shows the simulation
model to validate against the analytic results. Numerical examples are given in

Section 3.5.

3.2 The AV Usage Mechanism

Consider an SGSN area L,. When an MS resides at Ly, the authentication activities are

shown in Figure 3-1.

In this figure, the MS enters Ljat time t; (Figure 3-1 (1)), and sends a registration request to

Ly at time 1. This registration request activates a UAR for mutual authentication
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Figure 3-1. MS' Authentication Activities at an SGSN

between the MS and SGSN L, (Figure 3-1 (2))..Since L, does not have authentication
information of the MS at its first visit, SGSN L, obtains an array of K AVs from the
HSS/AuC through an ADR (Figure 3-1 (3)), and utilizes the first AV for the UAR request
[1]. Subsequently, more UARs may be issued by the MS, and SGSN L, utilizes the next
unused AVs in the array to perform the following UARs (Figure 3-1 (4), (5), and (6)). After
T11x all AVs have been consumed for UARs (Figure 3-1 (6)). Therefore, when a UAR
arrives at 1121 (Figure 3-1 (7)), SGSN L, issues the second ADR (Figure 3-1 (8)) to obtain
the next AV array from the HSS/AuC and uses the first AV in the array to perform the UAR.
Attime 1, (Figure 3-1 (9)), the MS leaves L, with R; unused AVs. Then SGSN L, starts the
RT timer of length 7 (Figure 3-1 (10)), and keeps the R; unused AVs in its storage during
the RT period. If the MS returns to L, before the RT timer expires (Figure 3-1 (11)), SGSN
Ly will utilize these stored AVs for the next R; UARs (Figure 3-1 (12), (13), and (14)). After
the R; AVs are consumed, a UAR occurs at time 1,5 (Figure 3-1 (15)), and SGSN L, issues
an ADR to obtains a new AV array (Figure 3-1 (16)). At time 1, , the MS leaves Ly again
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(Figure 3-1 (17)). Let the residence time of the i-th visit to L be #. During #;, N; ADRs are
executed. When the MS leaves L, there are R; unused AVs, which will be subsequently
used at the (i+1)-th visit of the MS. Note that if the RT timer expires before the MS returns
to Ly (Figure 3-1 (18)), then these unused AVs are discarded; that is, R;= 0 for the (i+1)-th

visit.

3.3 Analytic Model

This section investigates the effect of the RT period 7 on the performance of the AV

management. The following parameters and assumptions are made.
o The UAR arrivals are a Poisson process with rate 4 .

o The SGSN residence time is exponentially distributed with rate u (this exponential

assumption will be relaxed in the simulation experiments).
Three output measures are evaluated in our study.
o a: the probability that the MS re-énters £y within'the RT period T

o f: the expected AV storage consumed when 7>0, which is normalized by the expected

AV storage consumed when 7=0

o 0: the number of ADRs performed in one visit to SGSN L as comparing with that when
K=1. Let E[N|K] be the expected number of ADRs performed in one visit to Ly, where K
AVs are obtained in one ADR. Then

E[N | K]

AN K1) G-

In the following sub-sections, we derive the above output measures.
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3.3.1 Derivation of Probability o
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Figure 3-2. Two-dimensional SGSN Layout for the Random Walk Model

We utilize a two-dimensional random walk to model the MS movement. Figure 3-2 shows
the layout of the SGSN areas, where a coordinate (x,)) specifies the location of an SGSN
area. An MS resides in an SGSN area for a period, then moves to one of its four neighbors
with the same probability 1/4. Let.L; = (x;, y;) presents the coordinate of the SGSN where

the MS resides after j movements. Initially, the MS resides at L= (0,0).

Let P; be the probability that-the IMS teturns to L, at the j-th movement. That is,
P;=Pr[ L= Ly ]. Following the two-dimensional random walk model, P; = 0 if j is odd.
Consider the even movements where j = 2n. Assume that there are @ movements to the east
and the same number of movements to the west. Similarly, there are » movements to the
north and the same number of movements to the south. Then L,,= Ly if 2a+2b = 2n. For

a>0and b >0, we have

1 a+a+b+b (2]’1)'
P il
” u,b,az+bn[4j alalbb!

1 2n 21’1 2
(z) U G2

Let O, be the probability that the MS first returns to Ly at the 2n-th movement. In other

words, O», = Pr[ L= Lo, L2 # Ly for 0</<n ]. It is obvious that for n=1, O, = P..

Suppose that the MS enters L at the 2n-th movement, and the prior visit to Ljoccurs at the

51



2m-th movement, where 0 < m < n. Then we have
f)Zn = Pr[LZn = LO]
n—1
=Y "Pr[L,, = Ly]xPr[L,, = L,, =Ly, L, # L, form<I<n]

m=0
n—1
= ZPZm x Qz(n—m) (3.3)

m=0

By rearranging (3.3), we have
n—1

QZn = P2n - z f)Zm QZ(n—m) (34)
m=1

Since the MS returns to Ly at the 2n-th movement, the MS moves across 2n-1 SGSN areas

before it returns. For j=1,2,...,2n-1, let the residence time at L; be ¢*; with the density
function f(#*;) = e . Let ¢, be the period between when the MS leaves Ly and when it

returns. That is ¢ , = ¢* 1+ t* y+.. .+ ##5,0, Where L,,= Ly, and Ly # Ly for 0</<n. Let
F(2n, t;) be the cumulative distribution fufiction:that the MS returns to L, at 2n-th

movement at time .. It is clear that the F(2n,¢;) is an"Erlang distribution

FQnt)=1- 222{@} ot 3.5)
=0 J:

From (3.4) and (3.5), a is derived as follows.

o= Z {Pr[the MS first returns to L, at the 27 - th movement |

n=1

x Pr[the MS moves 2# steps within time 7 ]}

- inn x F(2n,T)
- igzn X{l - z[—(*‘; ) } e"T} (3.6)

3.3.2 Derivation for f

Consider the Markov chain illustrated in Figure 3-3, where state S represents that there are
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k AVs stored in SGSN L. In this figure, the transition probability in a short observation

interval As is considered. The descriptions of the transitions are given below.

O (1-uAs)iAs

ooooooooo

[ \ I
1-(1-uAs)iAs (1-uAs)(1-1As) +uAsa

£ As(1-a)

©uAs(1-a)

Figure 3-3. The State Transition Diagram for the AVs Size at SGSN L

Transition 1: At state Sy (k£>0), the MS resides in Ly with probability (1-uAs). A UAR
arrives with probability 1As, which decrements the number of AVs by one. That is, the
Markov chain moves from Sy to Si.; with probability (1-uAs)AAs.

Transition 2: At Sy, the MS resides at L, with probability (1-¢As), and a UAR occurs with
probability AAs. Since k=0, SGSN"Ly issues an ADR to obtain K AVs from the
HSS/AuC, and uses the first AV, to'perform th¢ UAR. The remaining K-1 AVs are
stored in SGSN L,. Therefore,”the Markov chain moves from S; to Sk.; with

probability (1-uAs)LAs.

Transition 3: At state S; (k£>0), the MS leaves L, with probability uAs, and it does not
return to Ly within 7 with probability (1-a). In this case, all AVs stored in SGSN L are

discarded. That is, the Markov chain moves from Sy to Sy with probability uAs(1-a).

Transition 4: At state Sy (£>0), the MS stays in L, with probability (1-uAs), and the
probability that no UAR occurs during As is (1-4As). In this case, the number of AVs
stored in SGSN L, is not changed. Also, if the MS leaves L, with probability uAs and
returns before RT expires with probability a, all unused AVs are still stored in SGSN
Ly Thus, the state remains in Sy with probability (1-uAs)(1-AAs)+ uAsa.

Transition 5: At Sy, SGSN L, does not keep any AVs, and the state remains in Sy with
probability 1-(1-uAs)AAs.
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Based on the above transitions, the transition probability matrix H(As) is expressed as

[1—(1— pAs)AAs 0 0 (1— pAs)AAs ]
1= gAs)AAs (1= uAs)(1— AAs
CkiYe ke 0 ° ’
hs(1—ax) (-pus)ans ;Asﬂ@s)(l —Ads) 0 0
hs(1— ) 0 (1— uiAs) AAs 0 0
H(As) =
LAs(1—a) 0 0 0 0
Lhs(1—a) 0 0 a ;AS%’A(ZS)O —AAs) 0
| ubs(l-a) 0 0 (1— 1As)AAs QLAS'U%)O_MS)_KxK

.. ) . H(As)-1
The transition rate matrix H = llm(]L
As—

quy: 1 lf'x :ya OtherWise Qx,y = O) That iS,

-1 0 0 0

A+pu—puo pa—u—A 0 0

ul-a) A Ha —=u— A 0

H(l-a) 0 A 0

H:

u(l-a) 0 0 0
ul—a) 0 0 Ha—u—A

| u(l-a) 0 0 A

S O o o 0

0

po—p— A

, where I=[q.,] 1s an identity matrix (i.e.,

KxK

Let n = (my, s, W2, ..., Tk.;) be the probability matrix where my is the probability that £ AVs

are stored in SGSN L at the steady state. Since 1 H=0, we have

— Ay + An, +u(l—a)(z, + 7y ++ 7, ) =0
(na— A, + Amy=0

(o —pu— A, + Ay =0

(/Ua_:u_;t)ﬂk—z + A7y, =0

(pa = =)z + A7y =0

By rearranging (3.7), we have
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r, =A"" 7, for 1 <k<K-1,where A= %

_ 3.8
U+ A —ua (3-8)
K-1
By solving (3.8) with Zﬂ'[ =1, we have
i=0
_1-4
0o K
1-4
1- 4 (3.9
;zk:A“(l AK) forl<k<K-1

Let w1 be the expected AV storage consumed in one visit to Ly when 7> 0. Then
v, = E[the number of AVsstoredin SGSN L, at any time]

x E[the time period that SGSN L, stores AVs]
where

E[the number of AVs stored in SGSN L, at any time]
K-1
= z kr,
k=0
K-1
=A"r, (ZkA_k]
k=1

1-4 )| A"=1 1-K
_(I—AK){(l_Al)ﬁl—Al} (3.10)

As previously defined, ¢, is the period between when the MS leaves L, and when it returns.
We have

E[the period that SGSN L, stores AVs]

= E[the period that the MS residesin L, |
+ E[the period that SGSN L, stores the unused AVs after the MS leaves L, |

= E[the period that the MSresidesin L, ]+ Pr[t, > T]x E[T |t, > T]+Pr[t, <T]xE[t, |t, <T]

d (i 0,, % F(2n,t)j
dt

n=1
dt

T
ﬂ+(l—a)T+L_Ot

1 © ﬂzn 1t2n -2 »
=—+(1-a)T ,, X A dt
ﬂ+( a) +I {ZQ { }e }

(2n-2)!
_l _ < M —yT 2n=2 (,UT)Z” r—1
_ﬂ+(1 a)T+nZ_1:{ . H {H Z(zn_r 1),}}} (3.11)
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From (3.10) and (3.11),
~ (1—,4) A -1 1-K
ISAR I (1-a) 1-4"

a2l ol o

From (3.12), f is derived as

p=Yr (3.13)
¥

3.3.3 Derivation for o

Suppose that K AVs are obtained in one ADR. The expected number E[N|K] of ADRs
performed in one visit to L, is derived as follows: For i > 1, let ®(V;, R.;, R;, t;) be the

probability that

(1) at the i-th visit to Ly, R,/ unused“AVs are stored in SGSN L,, where R/~=0 and
0<R. <K,

(i1) the residence time of the i-th visit to Ly is #,

(ii1) during #, N; ADRs occur, and

(iv) there are R; unused AVs when the MS leaves Ly, where 0 < R; < K.

Since N; =0 has no effect on E[V,], it suffices to consider N; >0 in the derivation. In this case,

N;K+R; ;- R; UARSs are performed in the period ¢;, and N;K+R; ;- R>0. Therefore

O(N,,R,_,R t)_e—lz,.|: (ﬂl‘i)N'KJ“R:fl—Rl :|
jodVi1odNisb; ) —

(NiK +R _Ri)!

Let o(V;, R;.;) be the probability that when the MS enters L, at the i-th visit, R; ; unused AVs
are stored in SGSN Ly, and N; ADRs are performed during the residence time of the i-th

visit. For N; > 0, ¢(N;,R;.;) is derived as
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R;=0
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>=

! (MK+RH—&M

R;

N
A+u A

Let I(N;, T) be the probability that N; ADRs are performed at the i-th visit to Ly, where i > 1

and N;> 0, and the length of the RT period is 7. Consider the following two cases:

Case 1: The MS re-enters Ly within 7. Thus, SGSN L, still stores R,.; unused AVs, where
0 <R;.; <K. The probability of Case 1 is a.

Case 2: The MS re-enters L, after the RT timer expires, and R,.; = 0. The probability of
Case 2 is (1-a).

Then we have

F(Ni,T):a{iﬁkw(Ni,k)}+(l—a) @(N,,0) (3.15)

k=0

The first term of the right hand side in (3.15) is derived as follows. From (3.9) and (3.14)

o {Kz‘iﬁk@(]vwk)}

() ) B e L] )]

(3.16)

The second term of the right hand side in (3.15) is derived as follows.

(l—a)(P(Ni,0)=(l—a)(L]i [[/1+/Jj —l:l (3.17)
A+u A
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Let E[N|K]=lim E[N, | K] be the expected number of ADRs performed during one visit to
SGSN L at the steady state (i.e., when i—©0). From (3.15), (3.16), and (3.17), E[N|K] is

expressed as:

E[N|K]=iNxF(N,T)

N=1

uCer ol (WP P

| y) K AA+pu)— A4 A4+ )
_(Muj

“” o-of 25 | -

Finally, 0 is derived from (3.1) and«3.18).

3.4 Simulation Model

In this section, we utilize discrete event simulation experiments to validate the analytic
model described in the previous section. In the simulation, four types of events are defined:
MSUAR represents that a UAR occurs, MSLeave indicates that the MS leave Ly,
RTEXxpire represents that the RT timer expires, and MSMove indicates that the MS moves
to a new SGSN area after leaving Ly. The type of an event e is denoted by e.type, and the
timestamp of e is denoted by e.timestamp. All events are first inserted into an event list, and
then processed in the non-decreasing timestamp order. The inter UAR arrival times are
produced from a random number generator with mean 1/4 . The SGSN residence times are
drawn from a random number generator with mean 1/u. We first use exponential random
number to validate against the analytic model. Then we use Gamma random number to

investigate the impact of general SGSN residence times.

To ensure that the results are stable, we simulate MaxVisit=5x10" visits to Ly. In the
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simulation process, k counts the number of AVs stored in SGSN Ly, and AVCreateTime
records the timestamp when the currently stored AVs are obtained from the HSS/AuC. The
counter UARCount records the number of UARs performed, ADRCount records the
number of ADRs performed, VisitCount records the number of visits that the MS returns to
Ly before the RT timer expires, and StorePeriod calculates the total time periods in which

AVs are stored in SGSN L. The above variables are used to compute the final measures as

follows.
o= VisitCount

MaxVisit

StorePeriod

ettt 3.19
Vr MaxVisit ( )
E[N|K]= ADRCo'u.m‘
MaxVisit

The flowchart of the simulation is shownin: Figure 3-4, and the details are described as

follows.

Step 1. The variables m, clk; k, StorePeriod, ADRCount, UARCount, VisitCount are
initialized.
Step 2. Check if MaxVisit visits to SGSN'L; have been completed. If so, go to Step 17.

Otherwise, go to Step 3.

Step 3. The m-th visit to SGSN L, is executed. The event list is reset. Then two events are
generated and inserted into the event list. The MSLeave event represents the time
when the MS leaves L at the m-th visit to SGSN L,. The MSUSR event represents
the arrival of the first UAR.

Steps 4 and 5. The next event e is deleted from the head of the event list. The simulation
clock clk=e.timestamp. If e.type=MSUSR, the simulation flow proceeds to Step 6. If
e.type=MSLeave, Step 11 is executed. If e.type=MSMove, the flow proceeds to
Step 12. If e.type=RTExpire, Step 16 is executed.

Step 6. For a UAR arrival, the counter UARCount is incremented by 1.
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1

ARzt (o a) MaxVisit=5x10"; m=0; clk = 0;
MaxVisit (b) k=0;
gy (e S (c) SrorePeﬂ'od=0;$ ADRCount=0; UARCount=0; VisitCount=0;
jy = —
i MaxVisit
v ADRCount m=<MaxVisit «
E[N|=——
MaxVisit

(a) m++;

(b) Reset the event list.

(c) Generate the SGSN resident time ¢_s. Create MSLeave cvent e with e.timestamp=clk+t_s, and insert e into the event list.
(d) Generate the inter-UAR time ¢_u. Create MSUAR event e with e.fimestamp=clk+¢_u and insert ¢ into the event list.

0 v

(a) Delete the next event e from the head of event list.
(b) cli=e.timestamp;
a) StorePeriod += ((clk-AVCreateTime)*k); x|
MSUAR (b) k= 0; a1
6
UARCount++; MSLeavel ) ¢
a) Generate vector v. Let o2 echon:
Y Loc=Loc +v;
(b) Reset the event list. 3
n - y (c) Generate the SGSN area e B
a)k=K-1: %) k—: resident time #_s. Create VisisCount
(b) ADRCount++; (b) StorePeriod += MSMove event e with
(c) AVCreateTime=clk; (clk-AVCreateTime); e.timestamp=clk+t_s, and P
. @ é;\sertl e};')l_tg Ih? e hlSt‘ Generate the SGSN area resident
_ - reate xpire event e e il
jenerate the inter-UAR time ¢_u. Create MSUAR ; . TN time £_s. Create MSMove event

3 : o ; with e.timestamp=c/k+T, e with e.timestamp = clk+t s
event e with e.timestamp=clk+t_u and insert e and insert e into the event SR P =
into the event list I g ) and insert e into the event list.

s ist.

v v '

Figure 3-4. The Simulation Flowchart

Step 7. If £ > 0, it means that there are AVs stored in SGSN L, and the flow goes to Step 9.

Otherwise, go to Step 8.

Step 8. Since the SGSN L, does not have any AVs, the SGSN L, performs an ADR to obtain
K AVs from the HSS/AuC, and uses the first AV for the UAR. Therefore, the ADR
counter ADRCount is incremented by 1, k is set as K-1, and the current timestamp is

recorded in AV CreateTime.

Step 9. One AV is used for the UAR, and £ is incremented by 1.The time period when the
used AV stored in SGSN L is computed as clk-AVCreateTime, and is added to

StorePeriod.
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Step 10. The next MSUSR event is generated and inserted into the event list.

Step 11. The MS leaves Ly Generate a direction vector ve {(0,1),(0,-1),(1,0),(-1,0)}, which
indicates one of the four directions that the MS may move The routing probability is
1/4 for each direction. The location where the MS resides after movement is recorded
in Loc = v. Then the event list is reset, and two events are generated. The MSMove
event indicates when the MS moves to the next SGSN area after leaving L, The

RTExpire event shows when the RT timer expires.
Step 12. Generate the next direction vector v. The MS location is updated by Loc = Loc + v.

Step 13. Check if the MS moves back to L. If so, the flow goes to Step 15. Otherwise, go to
Step 14.

Step 14. Generate an MSMove event for the next MS movement.

Step 15. The MS moves back to L, for the (m+1)-th visit to L. VisitCount is incremented

by 1, and the flow goes baek to Step-2 for the next visit to L.

Step 16. The RT timer expires, .and all‘the AVs stored in the SGSN L, are discarded.
Therefore, £ is set as 0, andthe storage periods for these discarded AVs are added to

StorePeriod. Then the flow proceeds to'Step 2 for the next visit to Ly.

Step 17. If MaxVisit visits to Ly have been complete, the output measures are computed by

(3.19), and the simulation is terminated

The simulation experiments are validated against the analytic analysis in Section 3.3. As
shown in Figure 3-5, Figure 3-6, and Figure 3-7, the discrepancies between the analytic
model and simulation model are less than 1%. Therefore the analytic and simulation

models are consistent..

3.5 Numerical Examples

Based on the analytic and simulation models, we use numerical examples to investigate
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how the RT period T affects the performance of AV management. These numerical
examples also validate the simulation model (in Section 3.4) against the analytic analysis in

Section 3.3.

02 —— Analytic model

2 Simulation

0 20 27 40 60 80 100
T (unit: 1/p)

Figure:3-5. Effects of 7 on a

Based on (3.6), Figure 3-5 plotsithe probability o of re-entrance to Ljagainst the RT period
T. The figure indicates that for T’ < 27/ o Significantly increases as 7 increases. For
T > 27/u, the impact of 7 on a becomes. less significant. We note that the o curve is
determined by the probabilities of the movement directions. In the two-dimensional
random walk, if the routing probabilities of the movement directions are not the same, then
it is very likely that the MS will never return to L. In the real world, the MS movement may

exhibit locality, and the MS eventually moves back to L.

According to (3.12) and (3.13), Figure 3-6 plots the normalized AV storage /5 against 7 and
K. The figure indicates that f is an almost linearly increasing function of 7. When 7=27/u,

SGSN L consumes 17 times as much AV storage as that when 7=0.

Based on (3.1) and (3.18), Figure 3-7 plots 0 against 7 and K. We observe that J decreases
as T increases. For 7>27/u, the effect of 7 on o is negligible. When 7'—o00, all AVs are
utilized for the UARSs, and 6=1/K. For the same 7 value, it is obvious that ¢ increases as K
decreases. Consider the case K=30 and 7=27/u, the ADR traffic decreases 24.9% as
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Figure 3-7. Effects of 7'and K on 0 (4=20x)

compared with K=30 and 7=0.

63

Figure 3-6 and Figure 3-7 indicate the relation between the storage usage and the ADR
traffic, and provide the guidelines for the mobile operators to configure the RT timer. For
example, if the operator sets k=10 and wants to reduce 88.86% of the ADR traffic (as

compared with when K=1), the RT period 7=27/p should be selected. In this case, the



SGSN utilizes 17 times the AV storage as that when 7=0.

Figure 3-8 shows the effects for the variance of the SGSN residence times. The Gamma
distribution with mean 1/¢ and variance V; is considered for SGSN residence times because
it has been shown that the distribution of any positive random variable can be approximated
by a mixture of Gamma distributions (see Lemma 3.9 in [32]). Following the past
experience [16][22][53], we can measure the SGSN residence times in a real mobile
network, and the measured data can be approximated by a Gamma distribution as the input

to our simulation model.

0.6 0.15
16
4
0.575 14 0.125
0.55 5 0.1
o 0
P 10
0.525 8 0.075
05 0 0.05
4
0.475 > 0.025
45 2 0 5 7 ] T
OB 10" 107 10 10 100 100 100 100 100 100 100 Y107 17 100 1 107 10°
Ve (1) Ve (1) Ve (1)
(a) Effect of Vyon a (b) Effects of V; on S (c) Effects of V;on o

Figure 3-8. Effects of V (4=20u, 7=27/u, and K=10)

Figure 3-8 shows the effect of variance V; for the SGSN residence time distribution on the
system performance. When ¥, < 2.5x10%/1%, the impact of ¥;on o and § is insignificant, and
B increases as V;increases. For V> 2.5x10°/17, as Vjincreases, o significantly increases,
significantly decreases, and § insignificantly decreases. This phenomenon is explained as
follows. As Vincreases, more short and long SGSN residence times are observed, and the
increase of the number of short SGSN residence times is more significant than that of long
SGSN residence times. Since ¢, is composed of SGSN residence times, the increase of short
t; 1s also more significant than that of long ¢#.. Short # results in large o value, and the SGSN
consumes less AV storage after the MS leaves the SGSN area (i.e. small £ value is

expected). Moreover, as o increases, more stored AVs are used for UARs, and the number
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of ADRs decreases. Therefore, the AV usage mechanism has better performance when the

variance of SGSN residence times becomes large.

3.6 Summary

In UMTS, when an MS leaves a SGSN area, the SGSN may keep the unused AVs for an
interval called the RT period. If the MS returns to the SGSN area within the RT period, the
SGSN uses these stored AVs for mutual authentication instead of obtaining new AVs from
the HSS/AuC. This AV usage mechanism reduces the signaling traffic between the SGSN
and the HSS/AuC. On the other hand, this mechanism results in extra AV storage at the
SGSN. In this chapter, we proposed an analytic model to investigate the impact of the RT
period on the system performance. Three output measures are considered: the re-entrance
probability, the extra AV storage, and;the; ADRs traffic between the SGSN and the
HSS/AuC. The analytic results were validated against the simulation experiments. Our
study provides the guidelines*for the mobile opetators to implement the AV usage

mechanism.
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Chapter 4
One-Pass Authentication Procedure

for UMTS and IMS

UMTS supports IP multimedia services through IP multimedia core network subsystem
(IMS). Since the IMS information is delivered through the GPRS transport network, a
UMTS MS must activate GPRS PDP, context before it can register to the IMS network. In
the 3GPP specifications, authentication is performed at both the GPRS and the IMS
networks before an MS can access the IMS services.: We observe that many steps in this
3GPP “two-pass” authentication procedure-aresidentical. Based on our observation, this
chapter proposes an one-pass authentication procedure that only needs to perform GPRS
authentication. At the IMS level, authentication is implicitly performed in IMS
registration. Our approach may save up to 50% of the IMS registration/authentication

traffic, as compared with the 3GPP two-pass procedure.
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4.1 Fraudulent IMS Usage

When an MS attaches to the UMTS network, the GPRS authentication procedure is
performed for mutual authentication between the MS and the UMTS core network.
Detailed message flow of the GPRS authentication procedure is given in Figure 1-4. In
addition to GPRS authentication, before the MS accesses the IMS services, the IMS
authentication is performed. The IMS authentication is basically the same as the GPRS
authentication. Detailed message flow of the IMS authentication procedure is illustrated

in Figure 1-5.

Although GPRS authentication is implemented by GMM and SS7 MAP, and IMS
authentication is implemented by SIP and Cx, many steps of these two authentication
procedures are duplicated (see Table 4-1)." Unfortunately, these redundant steps are
required. That is, after GPRS authentication, it is neeessary to authenticate the MSs again
at the IMS level. Without IMS authentication, an IMS user may pretend to be another
IMS user. Consider the example in Figure 4-1, where there are two MSs. MS-A has the
IMSI value imsi-A and the IMPI value impi-A. MS-B has the IMSI value imsi-B and the
IMPI value impi-B. Suppose that MS-B is a legal GPRS user and has passed the GPRS
authentication (by using imsi-B) to obtain GPRS network access. If no IMS authentication
is required, MS-B may perform IMS registration by sending the CSCF a Register request
that includes the MS-A’s IMPI value impi-A as a parameter. The CSCF will consider this
IMS registration as a legal action activated by MS-A. Therefore, MS-B can illegally
access the IMS services of MS-A. The above example shows that IMS-level

authentication is required to prevent illegal access to the IMS services.

In the next section, we describe an one-pass authentication procedure for both GPRS and
IMS authentications. Our approach significantly reduces the number of accesses to the
HSS/AuC. We also formally prove that the one-pass procedure correctly authenticate the

IMS users.
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Table 4-1. Identical Steps in GPRS and IMS Authentications

GPRS authentication (SS7 MAP) IMS authentication (SIP/Cx)
G.2: MAP_SEND_ 1.2: Multimedia
AUTHENTICATION_INFO Request Authentication Request
Parameter: IMSI Parameter: IMPI

G.3: MAP_SEND. 1.3: Multimedia
AUTHENTICATION_INFO Response  Authentication Answer
Parameter: AV[1..n] Parameter: AV[1..n]

G.4: User Authentication Request I.4: 401 Unauthorized
Parameter; RAND||AUTN Parameter: RAND||AUTN
G.5: User Authentication Response  L5: Register

Parameter: RES Parameter: RES

G.6: GMM Attach Accept 1.8: 200 Ok

IMSI = imsi-A
IMP1 = impi-A
IMS: IMS: IMS:
it impi-A impi-A impi-A
IMS| = imsi-B GPRS: GPRS:
IMPI = impi-B imsi-B imsi-B

Figure 4- 1. Illegal IMS Registration

4.2 One-Pass Authentication Procedure

This section proposes an one-pass authentication (performed at the GPRS level) that can
authenticate an IMS user without explicitly performing the IMS-level authentication. In
our approach, the SGSN implements a SIP application level gateway (ALG) [15] that
modifies the format of SIP messages (to be elaborated). We first describe the SIP
message flow of the one-pass procedure. Then, we provide a brief cost comparison

between the one-pass and the two-pass procedures.

4.2.1 SIP Message Flow
After GPRS authentication (Steps G.1-G.6 in Figure 1-4) the MS performs PDP context

68



activation to obtain GPRS access. Then, the MS registers to the IMS through Steps
I*.1-I* .4 illustrated in Figure 4-2.

MlS SGi‘iN HSSJJ’AuC CSCF

PDP Context Activation |

I*.1 Register I*.1 Register
(impi) R (impi, imsi) )

>

Retrieve the IMSI | Store the (imsi, impi) pair

value I*.2 Server Assignment
Reguest (impi)

-l
-

I*.3 Server Assignment Answer

(IMSlysss(impi), User Profile)_|

Check if IMSIgss{impi) = imsi

1*.4 200 Ok

F 9
F

Figure 4-2. IMS Registration (One-Pass Authentication)

Step I*.1. The MS sends a SIP: Register message to the SGSN with the parameter
IMPI = impi. Note that after PDP context activation, the SGSN can identify the
IMSI of the MS that transmits, the?GPRS packets [5]. The SIP ALG in the SGSN
adds the IMSI value (i.e., imsi) of the MS in the Register message and forwards it to

the CSCF. Details of a possible SIP"ALG implementation can be found in [15].

Step I*.2. The CSCF stores the (imsi, impi) pair in the MS record, and sends a Cx Server
Assignment Request message to the HSS/AuC with the parameter IMPI = impi. We
note that if the CSCF has stored the (imsi, impi) pair before, then Steps I*.2 and

I*.3 are skipped.

Step I*.3. The HSS/AuC uses the received IMPI value impi as an index to retrieve the
IMSI and the user profile of the MS. We denote IMSIyss(impi) as the IMSI value
retrieved from the HSS/AuC. The HSS/AuC stores the CSCF name and sends a Cx
Server Assignment Answer to the CSCF (with the parameters IMSlyss(impi) and

user profile).

Step I*.4. The CSCF checks whether the value imsi and IMSlyss(impi) are the same. If so,
the CSCF sends a SIP 200 OK message to the SGSN and the authentication is
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considered successful. If IMSIuss(impi) # imsi, then it implies that the registration is
illegal (i.e., the scenario illustrated in Figure 4-1 occurs). Suppose that
IMSIyss(impi) = imsi. The SGSN forwards the 200 OK message to the MS, and the

IMS registration procedure is successfully completed.

4.2.2 Cost Analysis

Table 4-2 compares the steps executed in the one-pass and the two-pass authentication
procedures. Suppose that the expected SIP message delivery cost between an MS and the
CSCF is one unit, and the expected Cx message delivery cost between the CSCF and the

HSS/AuC is vy units. It is anticipated that y < 1 for the following two reasons.

o The CSCF and the HSS/AuC exchange the Cx messages through IP network. On the
other hand, besides the IP network overhead, SIP communications between the MS

and the CSCF involves GPRS eore network and UTRAN radio network.

o The CSCF and the AuC/HSS are typically:located at the same location, while the MS

is likely to reside at a remot€ location.

Table 4-2. Comparing the One-Pass and the Two-Pass Authentication Procedures in IMS

Registration
One-Pass Procedure Two-Pass Procedure
I*.1: Register I.1: Register
Parameters: tmpi and imsz Parameter: impi

L.2: Multimedia
Authentication Request
Parameter: zmpz
L.3: Multimedia
Authentication Answer
Parameter: AV[1..n]
L.4: 401 Unauthorized
Parameter: RAND||AUTN
I.5: Register
Parameter: RES
I*.2: Server Assignment Request I.6: Server Assignment
Request
I*.3: Server Assignment Response  L.7: Server Assignment
Response
I*.4: 200 Ok I.8: 200 Ok
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It is clear that the expected IMS registration C; for the one-pass procedure (see Figure 4-2)

is
Ci=2+2y 4.1)

Note that Step I*.1 needs to trigger SIP ALG for SIP message analysis. Since this action
is executed in micro kernel of the SGSN, the overhead can be ignored as compared with
SIP message exchange. Similarly, the extra cost of IMSIyss(impi) and imsi comparison at
Step I*.4 can be ignored. Our analysis assumes that the (imsi, impi) pair does not exist at
Step I*.1. Therefore Steps I*.2 and I*.3 are always executed. This assumption favors the

two-pass procedure.

In the two-pass procedure, if the distribution of authentication vectors from the HSS/AuC
to the SGSN (Steps [.1-1.4 in Figure 1-5) is performed, then the expected IMS

registration cost C5; is expressed as
Cr=4+4y (4.2)

If the authentication vector distribution is-not executed in the two-pass procedure, then

the expected IMS registration cost.C».» is expressed as
Cro=4+2 (4.3)

Like periodic location update in UMTS [38], IMS registration is periodically performed.
In Steps 1.2 and 1.3 of the two-pass procedure, an AV array of size n (where n > 1) is sent
from the HSS/AuC to the CSCF. Therefore, one out of the n IMS registrations incurs
execution of Steps 1.2 and I.3. Therefore, from (4.2) and (4.3), the expected IMS

registration cost C, for the two-pass procedure is

C, = (l] C,, +(”—_1] C,, =4+ (” il 1] 2y (4.4)
n n n

From (4.1) and (4.4), the improvement S of the one-pass procedure over the two-pass

procedure is

g-G=C __ nty 4.5)
C, 2n+(n+1)}/

71



Figure 4-3 plots S as a function of » and y. The figure indicates that the one-pass
procedure can save up to 50% of the SIP/Cx traffic for IMS registration/authentication, as
compared with the two-pass procedure. Another significant advantage of the one-pass
procedure is that it consumes much less AVs (about 50% less) than the two-pass

procedure.
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Figure 4-3. Improvement of the One-Pass Procedure over the Two-Pass Procedure

One may argue that implementation of a SIP ALG is required in the one-pass procedure.
Since IMS is based on SIP, a SIP ALG is required for other purposes (see an example in
[25]). Therefore, the one-pass procedure will not incur extra cost for implementing SIP

ALG.

4.3 Correctness of The One-Pass Procedure

In this section, we prove that the one-pass authentication procedure correctly
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authenticates the IMS users. In UMTS, every MS maintains the attributes IMSI, IMPI,
and the preshared secret key K in its SIM card. Consider an MS with IMSI = imsi,
IMPI = impi, and K = k. To simplify our discussion, we assume that these parameters are
grouped into a set Rys = {imsi, impi, k} in the SIM card of the MS. Define functions
IMSIvs, IMPIys, and Kys such that for any x € Ryig

IMSIvs(X) = imsi, where imsi is the IMSI value in Rys. (4.6)
IMPIyis(x) = impi, where impi is the IMPI value in Rys. 4.7)
Kwms(x) = k, where £ is the K value in Rys. (4.8)

Based on the above definitions, it is clear that, for example
IMSIvis(impi) = IMSIys(k) = imsi.

Similarly, for every MS, the HSS/AuC maintains a record Rygs that consists of attributes
IMSI, IMPI, and K. That is, for ansMS who has legal GPRS and IMS accesses

RHSS = {imsi, impi, k} = RMS-

Like (4.6)-(4.8), we define functions*IMSlss, IMPlyss, and Kyss such that for any

X € Ryss,

IMSIyss(x) = imsi, where imsi is the IMSI value in Ryss. 4.9)
IMPIyss(x) = impi, where impi is the IMPI value in Ryss. (4.10)
Kyss(x) = k, where £ is the K value in Ryss. (4.11)

In 3G 23.060 [5] and 3G 33.203 [11], MS authentication at the GPRS and the IMS levels

are based on the following Theorem.

Theorem 1: Suppose that an MS claims that it has the IMSI value imsi and the IMPI
value impi. Then,
a) The MS is a legal GPRS user if Kys(imsi) = Kuss(imsi).
b) The MS is a legal IMS user if Kys(impi) = Kyss(impi).

Note that Theorem 1 does not hold if an illegal user already possesses the SIM
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information of a legal user (e.g., by duplicating the SIM card through the SIM card reader
[25]). This issue was addressed in [33]. In this chapter, we assume that such fraudulent
usage does not occur. 3GPP GPRS authentication procedure (i.e., Steps G.1-G.6) checks
if both a GPRS user and the HSS/AuC have the same preshared secret key K using
Theorem 1 and Fact 1a below. Similarly, 3GPP IMS authentication procedure (i.e., Steps
[.1-1.8) checks if both an IMS user and the HSS/AuC have the same preshared secret key

using Theorem 1 and Fact 1b.

Fact 1:
a) For an MS claiming IMSI = imsi, if XRES = RES, then Kys(imsi) = Kyss(imsi).
b) For an MS claiming IMPI = impi, if XRES = RES, then Kyis(impi) = Kyss(impi).

Now, we prove that the one-pass authentication correctly authenticates the IMS users (i.e.,
the one-pass procedure checks if Kys(impi) = Kuss(impi)). From the definitions of the

IMSIyss and Kyss functions [i.e., (4.9)and (4.1:1)], it is trivial to have the following fact.
Fact 2:
For any IMPI value impi, if IMSlyss(impi) = imsi, then Kyss(impi) = Kyss(imsi).

With Fact 2, correctness of the one-pass:authentication procedure is guaranteed according

to the following two theorems.

Theorem 2: Suppose that
a) an MS with the IMSI value imsi has passed the GPRS authentication; that is
Kwms(imsi) = Kyss(imsi). (4.12)
b) The MS claims that its IMPI value is impi.
¢) The network maps impi to the IMSI value imsi; that is
IMSIyss(impi) = imsi. (4.13)
Then, the MS is a legal IMS user. In other words
Kws(impi) = Kuss(impi). (4.14)

Proof:

From hypothesis a, imsie Rys. In hypothesis b, the MS claims that it has the IMPI value
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impi, which implies that impi € Rys. From (4.8)

Kwms(imsi) = Kys(impi). (4.15)
From Fact 2 and (4.13) in hypothesis ¢, we have

Kyss(impi) = Kyss(imsi). (4.16)
From (4.12) in hypothesis a and (4.16), we have

Kwms(imsi) = Kyss(impi). (4.17)
From (4.15) and (4.17), we have

Kwms(impi) = Kuss(impi).

In other words, if hypotheses a—c hold, an MS is a legal IMS user with IMPI = impi.

Q.ED.

Theorem 3: The one-pass authentication procedure correctly authenticates the IMS users;
that is, for an MS claiming the IMPI value impi, the one-pass procedure recognizes

the MS as a legal IMS user if Kyss(impr) =K yss(impi).

Proof:

After Steps G.1-G.6 have been‘executed; the network verifies that Kys(imsi)= Kyss(imsi);
i.e., (4.12) in Theorem 2 is satisfied.

At Step I*.1, the MS claims that its" IMPI value is impi and, therefore, the network
assumes that Kys(imsi) = Kys(impi); i.e., (4.15) in Theorem 2 is satisfied.

At Step I*.4, the one-pass authentication checks if IMSlyss(impi) = imsi [i.e., (4.13) in
Theorem 2 is checked]. If so, Kms(impi) = Kuss(impi) as a direct consequence of
Theorem 2, and the authentication procedure recognizes the MS as a legal user (according
to Theorem 1). Otherwise, the authentication fails.

In other words, the one-pass procedure follows Theorem 1 to authenticate an MS.

Q.E.D.

4.4 Summary

This chapter proposed an efficient IMS registration procedure without explicitly
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performing tedious authentication steps. As specified by the 3GPP, after a UMTS mobile
user has obtained GPRS network access through GPRS authentication, the “same”
authentication procedure must be executed again at the IMS level (during IMS
registration) before it can receive the IP multimedia services. This chapter described an
one-pass authentication procedure, which only needs to perform GPRS authentication. At
the IMS registration, the one-pass procedure performs several simple operations to verify
if a user is legal. We prove that the one-pass procedure correctly authenticates the IMS
users. Compared with the eight-step two-pass authentication, the four-step one-pass
authentication saves two to four SIP/Cx message exchanges among the MS, the SGSN,
the CSCF, and the HSS/AuC. Our study indicates that this new approach can save up to
50% of the network traffic generated by the IMS registration. This approach also saves

50% of the storage for buffering the authentication vectors.
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Chapter 5

A Client-Side Design for PoC Service

This chapter proposes a client architecture for the Push to Talk over Cellular (PoC)
service based on the Open Mobile Alliance (OMA) PoC specifications v1.0 release. We
show that most standard VoIP modules can be reused for the PoC client, and the VoIP
software can be easily extended to support PoC service. Then we present the detailed
message flows between the PoC client and other network entities in the PoC system. A PoC
client prototype has been implemented in_the Industrial Technology Research Institute

(ITRI) and National Chiao-Tung University (NCTU) Joint Research Center.
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5.1 Introduction to PoC Service

Push to Talk over Cellular (PoC) service provides a walkie-talkie like service in the
cellular communication infrastructure. In this service, several predefined PoC group
members participate in one PoC session. Since the PoC session is half-duplex, only one
group member speaks at a time, and the others listen. Therefore, a user must ask for the
floor (the permission to speak) by pressing the push-to-talk button before he/she starts to
talk. In this chapter, we describe the implementation of a PoC client in the WLAN
environment [25] with some variation from the Open Mobile Alliance (OMA) PoC

specifications v1.0 release [42]. The PoC architecture is illustrated in Figure 5-1.

PoC Client
(PoCGroup1:Tom) \¢ |

0 4

(PoCGréup1:Mary)

6 B '('{({I:tTA;}])))) /e _9 ——

POC Clieft-. NodeB o etEss Pointf |
(POCGroup2:Cindy) ™ oo

. PoC Client PoC Client ;
'H?f_oCGrouptAlice} (PoCGroup2:Linda)-~

... Wireless LAN -~

Data Path

Signaling Path

Figure 5-1. PoC Architecture

In our design, Session Initiation Protocol (SIP) [46] is utilized to implement the PoC
service, where a PoC group includes a predefined set of group members, and the SIP
Universal Resource Identifier (URI) of each PoC group member is maintained in a group
member list. The PoC group is identified by a Telephone URI (TEL URI; e.g., tel:
+88635131350) or a SIP URI (e.g., sip:PoCGroupl@pcsl.csie.nctu.edu.tw). The PoC

group information and its group member list are stored in the Group and List Management
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Server (GLMS; Figure 5-1 (2)). When the PoC clients (Figure 5-1 (4) and (5)) join in the
PoC system or when the PoC server (Figure 5-1 (1)) handles a call invitation, they obtain
the group information and its group member list from the GLMS. The PoC server is
responsible for handling PoC session management (create or delete a PoC session) and
floor control. Floor control permits a PoC client to talk at a certain time. A PoC client uses
SIP to transmit the session management requests and floor control requests to the PoC
server. After the PoC session is established, each PoC group member (PoC client) builds a
Real-time Transport Protocol (RTP) [49] session with the RTP Proxy (Figure 5-1 (3)). If a
PoC group member obtains the floor, his/her voice is sent to the RTP proxy through the RTP

session. The RTP proxy then forwards the voice packets to all group members.

Note that in the OMA PoC specification v1.0 release, the communication between the PoC
client and the aggregation proxy (a GLMS-like component) is based on HTTP [26], and the
floor control messages between the PoC client and the PoC server is carried by RTCP [49].
Our design uses SIP instead of HTTP and RTCP, so that we can develop the PoC client

directly from the standard VoIP.modules.

This chapter proposes a PoC client architecturesfor mobile terminal targeted at the cellular
network [35] or WLAN [25]. An.OSA-based PoC server architecture is described in
[29][40]. The chapter is organized as follows. Section 5.2 represents the design and
implementation of the PoC client. Section 5.3 shows the message flows for PoC client

operations.

5.2 Implementation of PoC Client

The PoC client architecture proposed in this chapter is illustrated in Figure 5-2. The

details are given in the following subsections.
5.2.1 User Interface Module
A user interacts with the PoC system through the User Interface module (Figure 5-2 (1)).
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Figure 5-2. PoC Client Architecture

This module consists of four main window dialogs. The Login dialog (Figure 5-3(1) and
Figure 5-4 (a)) is popped up after the PoC client program is executed. It waits for the user
to input the SIP URI (for the Po€ client) and the password, and then executes the SIP
registration procedure. After the user is authenticated, the PoC client enters the standby
mode, and the Phone dialog (Figure 5-3(2) and Figure 5-4 (b)) is activated. The Phone
dialog alerts the user when an incoming call arriyes: If the user misses the call, the Phone
dialog shows the missed call information on' the user interface. The user can change the
presence status through the Phone dialog. After closing the Phone dialog, the user can
select to open the Main dialog (Figure 5-3 (3) and Figure 5-4 (d)) or the Taskbar Status
Area icon (Figure 5-3 (4) and Figure 5-4 (c)). In the Taskbar Status Area icon mode, when
a call arrives or a call is missed, a message window is popped up to notify the user. The
Main dialog contains 5 pages. The Personal Information page (Figure 5-3 (5)) presents the
user's personal information. The Phone Book page (Figure 5-3 (6) and Figure 5-4 (d))
shows the PoC group information and VoIP contact list. The Configuration page
(Figure 5-3 (7)) allows the user to set the ringing tone, the IP address of GLMS, and
network configuration. The Call Record page (Figure 5-3 (8)) provides the call history
information. The PoC/VoIP Call page (Figure 5-3 (9)) is created when a call is established.

This page presents the call information, and allows the PoC user to request the floor.
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Figure 5-4. The User Interface

5.2.2 Call Control Module

The Call Control module (Figure 5-2 (3)) instructs other PoC client modules to handle the

call related activities according to the presence status of the user and the preference types
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of other call parties. Figure 5-5 illustrates the state diagram for the call control finite state
machine (FSM) maintained by the Call Control module. The states are described below

(where the term "user" represents this PoC client).
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Figure 5-5. State Diagram of the Call Control FSM

Init: The FSM waits for SIP registration.

Standby: The FSM waits for an incoming/outgoing call.
SendlInvite: The user requests an outgoing call.

RingBack: The other call party is ringing.

CancelCall: The user cancels the call.

Accepted: The outgoing call is accepted by the other call party.
Rejected: The outgoing call is rejected by the other call party.

RecvInvite: An incoming call arrives.

Ringing: The PoC client is playing the ringing tone to notify the user of the incoming

call.
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Cancelled: The incoming call is cancelled by the other call party.
AcceptCall: The user accepts the incoming call.

RejectCall: The user rejects the incoming call.

CallNotEstablished: The call is not established.

CallEstablished: The call is established, and the conversation begins.
SendBye: The user requests to disconnect the call.

RecvBye: The other call party requests to disconnect the call.

CallDisconnected: The call is disconnected.

Details of the state transitions will be given in Section 5.3.

5.2.3 Floor Control Module

When a PoC call party obtains the “floox”, he/she has the right to speak at that moment. To
obtain the floor, the PoC client needs to send a floor request to the PoC server and wait for
a positive response. In addition, the PoC server-broadcasts the floor status to the call parties
(e.g., someone has obtained the floor): The floor-related functionalities are implemented in
the Floor Control module (Figure 5-2 (4)). This module maintains an FSM with the state
transition diagram illustrated in Figure 5-6. When a PoC call is established, the Call
Control module issues a StartFloorReq command to activate the floor control FSM
(transition 1 in Figure 5-6). Details of other state transitions are described in Section 5.3.

The states are described as follows.

Init: A PoC call is activated. The user is waiting for a floor control signal from the PoC
server.

Free: No call party has the floor. The user is free to request the floor.

ReqPending: Floor request has been sent to the PoC server. The user is waiting for the
response.

Owner: The user obtains the floor.
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Figure 5-6. State Diagram of the Floor Control FSM

RelPending
entry/ S:TokenRelReq

e Terminate F!.zorReq

Reserved: Some other call party obtains the floor.

RelPending: Floor release request has been sent to the PoC server. The user is waiting for

the response.

5.2.4 Other PoC Client Modules

The GLMS Access, the Multimedia Control, the SIP Core, and the RTP Core modules are

described in this subsection.

The GLMS Access module (Figure 5-2 (2)) is responsible for retrieving the user's

information from the GLMS.

The Multimedia Control module (Figure 5-2 (5)) plays the ringing tone, the ringback
tone, or the busy tone to notify the user of various call states. After a call is

established, this module plays the received voice data from other call parties and
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records the user's voice when the user is permitted to speak.

e The SIP Core module (Figure 5-2 (6)) supports SIP communication with other
network entities in the PoC system (e.g., GLMS and PoC servers). This module is

invoked by three PoC client modules for SIP communication.

(1) The GLMS Access module interacts with the GLMS through the SIP
MESSAGE method.

(2) The Floor Control module (Figure 5-2 (4)) exchanges the floor control signals
with the PoC server by using the SIP INFO method.

(3) The Call Control module (Figure 5-2 (3)) executes the call setup or

disconnection procedures following the standard SIP VoIP protocol.

In our implementation, the eXosip library [51][52] is utilized for SIP protocol support,

and newly added functionalities {&.g., SIP'mobility) are also incorporated.

e The RTP Core module (Figure 5-2 (7)) builds a RTP session between the PoC client
and the RTP proxy (for a PoC call),7or another call party (for a VoIP call). The RTP

Core module is implemented based on the oRTP library [43].

In the proposed PoC client architecture, the GLMS Access module and the Floor Control
module are specifically designed for PoC service. Other modules are used in both PoC

and VoIP services.

5.3 PoC Message Flow

Based on the PoC client architecture described in the previous section, we represent the
message flow between the PoC client and other network entities in the PoC system,
including Outgoing Call Setup, Incoming Call Setup, Floor Reservation, Floor Release,

and Call Disconnection.
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5.3.1 Outgoing Call Setup Procedure

When the user requests to make a PoC call, the Outgoing Call Setup procedure is executed

as illustrated in Figure 5-7.
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Figure 5-7. Outgoing Call Setup Procedure

Steps 1-3: Based on the PoC group SIP URI specified by the user, the User Interface
module requests the Call Control module to initiate a PoC call. The Call Control
module instructs the SIP Core module to issue a SIP INVITE, and the call control
FSM moves from Standby to SendInvite (transition 2 in Figure 5-5). The SIP
INVITE is delivered to the PoC server where the PoC group’s SIP URI is registered.
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Steps 4-6: The PoC server queries the member data of the designated PoC group from the
GLMS and dispatches the SIP INVITE to each of the group members.

If an error occurs during the PoC call invitation, the PoC server returns a SIP 4xx, 5xx,
or 6xx error message to the calling PoC client. Then the call control FSM of the
calling PoC client moves from SendInvite to Rejected (transition 6 in Figure 5-5),
and the calling PoC client replies a SIP ACK to the PoC server. Finally, the call
control FSM moves to the Standby state (through transition 9 and 18 in Figure 5-5),
and the PoC client waits for next user instruction or incoming call. Suppose that no

error occurs. Step 7 and the subsequent steps are executed.

Steps 7-9: If a called PoC client receives the call invitation, this client plays the ringing
tone and replies a SIP 180 RINGING to the calling PoC client through the PoC server.
The Multimedia Control module of the calling PoC client plays the ringback tone to
indicate the user that the Outgoing Call'Setup procedure is in progress, and the call

control FSM moves from SendInvite to'RingBack (transition 3 in Figure 5-5).

Steps 10-12: If any of the called PoC group members:picks up the phone (accepts the call
invitation), the member replies*a* SIP-200 OK to the PoC Server. The PoC server
chooses the audio codec used in‘the RTP session between the calling PoC client and
the RTP proxy. The PoC Server forwards the codec information to the RTP proxy, and

also instructs the RTP proxy to reserve ports for the RTP session (Steps 11 and 12).

Steps 13 and 14: The PoC server sends a SIP 200 OK to the calling PoC client, which
includes the audio codec information, the IP address of the RTP proxy, and the
reserved ports in the RTP proxy. These parameters are used in establishing the RTP
session at Step 22. The calling PoC client call control FSM moves from RingBack to

Accepted (transition 4 in Figure 5-5).

Steps 15-17: The SIP Core module responds a SIP ACK, and the call control FSM moves
from Accepted to CallEstablished (transition 5 in Figure 5-5).The PoC server

forwards the SIP ACK to the called PoC group members who have accepted the call.

Step 18: The Call Control module of the calling PoC client instructs the Floor Control
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module to enable the floor control function. The floor control FSM moves to Init

(transition 1 in Figure 5-6).

Step 19: The User Interface module shows the PoC group information on the Call page of
the Main dialog. Note that the user is only allowed to participate in one PoC or VoIP

call.

Steps 20-22: The calling PoC client creates the RTP connection to the RTP proxy.
Specifically, the Call Control module inquires the SIP Core module about the
negotiated audio codec and the IP address/port number of the remote endpoint of RTP
session (i.e., the RTP proxy), which are obtained from the PoC server at Step 13. The
information is passed to the RTP Core module to create the RTP session following the

standard RTP protocol.

Step 23: The Multimedia Control module activates the audio device and generates two

processes for recording and playing the voice data.

Steps 24-26: The calling PoC client is the first call party who is permitted to speak. The
PoC server sends a PoClnit message carried by the SIP INFO method to the calling
PoC client. The floor control ESM moves from Init to ReqPending (transition 2 in
Figure 5-6). The Floor Reservation procedure is invoked, and the message flow is

described in Section 5.3.3.

Step 27: At this point, the conversion begins. The calling PoC client sends the voice to the
RTP proxy through the Multimedia Control module and the RTP Core module
(Step 27.2 and Step 27.3). During the call, the voices from other group members are
forwarded to the Multimedia Control module (Step 27.3 and Step 27.2), and are
played through the audio device. The volume of the currently played voice is reported
to the User Interface module and shown on the Call page of the Main dialog

(Step 27.1).

Note that when other called PoC clients receive the call invitation at Step 6 of Figure 5-7,
they may automatically accept the call invitation without playing the ringing tone. If so,

Steps 7-9 are skipped, and the PoC group members directly reply a SIP 200 OK to the
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calling PoC client through the PoC Server. Then the call control FSM of the calling PoC

client moves from SendInvite to Accepted (transition 8§ in Figure 5-5).

When the called PoC clients receive the call invitation, and the ringing tone is played at

Step 7 of Figure 5-7, two other situations may occur.

(1) All PoC group members reject the call invitation. The PoC server replies a SIP 603
DECLINE to the calling PoC client and the Outgoing Call Setup procedure exits. The
call control FSM of the calling PoC client moves from RingBack to Rejected

(transition 7 in Figure 5-5).

(2) The calling party presses the cancel button to cancel the outgoing call before any of
the PoC group members replies a message. The call control FSM of the calling PoC
client moves from RingBack to CancelCall (transition 24 in Figure 5-5), and waits
for the PoC server to reply a SIP 200 OK. Upon receipt of the SIP 200 OK, the call
control FSM moves from CancelCall to-CallNotEstablished (transition 25 in
Figure 5-5).

5.3.2 Incoming Call Setup Procedure

For an incoming PoC call, the called PoC client is invited by the PoC server to join in the
PoC call through the Incoming Call Setup procedure as illustrated in Figure 5-8, and the

detailed steps are described as follows.

Steps 1-4: The PoC server receives a PoC call invitation from the calling party. It

dispatches the PoC call invitation to each of the PoC group members.

Steps 5-9: After receiving the SIP INVITE, the call control FSM of the called PoC client
moves from Standby to RecvInvite (transition 10 in Figure 5-5). The PoC client
processes the incoming call according to the user’s presence status (i.e., Online,
Offline, Busy, or NoDisturb) and the preference type of the calling party (i.e.,
Auto-Answer, Manual-Answer, or Reject). Suppose that the user’s presence status is

not set as NoDisturb and the preference type of the calling party is set as
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Figure 5-8. Incoming Call Setup Procedure

Manual-Answer. The called PoC client sends a SIP 180 RINGING to the PoC server.
Then the User Interface module shows the incoming call notification message, and
the Multimedia Control module plays the ringing tone. The called PoC clients call

control FSM moves from RecvInvite to Ringing (transition 11 in Figure 5-5).

Steps 10-13: The called PoC client accepts the incoming call and replies a SIP 200 OK to
the PoC server. The call control FSM moves from Ringing to AcceptCall

(transition 12 in Figure 5-5).

Steps 14 and 15: The PoC server chooses the audio codec to be used in the RTP session
between the called PoC client and the RTP proxy. Then it forwards the codec

information to the RTP proxy, and also instructs the RTP proxy to reserve ports for the
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RTP session.

Steps 16 and 17: The PoC server sends a SIP ACK to the called PoC client, which includes
the audio codec information, the IP address of the RTP proxy, and the reserved ports
in the RTP proxy. These parameters are used in establishing the RTP session at
Step 22. When the called PoC client receives the SIP ACK, the call control FSM

moves from AcceptCall to CallEstablished (transition 13 in Figure 5-5).
Steps 18-23: These steps are the same as Steps 18-23 in Figure 5-7.

Step 24: After the PoC call is established, the PoC server invokes the Floor Reservation
procedure to inform the called PoC client of the current speaker. The detailed steps
are described at Steps 2-6 in Figure 5-10. The called PoC client floor control FSM

moves from Init to Reserved (transition 4 in Figure 5-6).
Step 25: This step is the same as Step 27 inFigure 5-7.

After receiving the SIP INVITE at Step 4,-two other scenarios may occur to the called PoC

client.

(1) If the user’s presence status 18 set ‘as NoDisturb or the preference type of the calling
party is set as Reject, the called PoC'client replies a SIP 603 DECLINE to reject the
incoming call. The called PoC client call control FSM moves from RecvInvite to

RejectCall (transition 14 in Figure 5-5), and the Incoming Call Setup procedure exits.

(2) If the user’s presence status is not set as NoDisturb and the preference type of the
calling party is set as Auto-Answer, Steps 6-11 in Figure 5-8 are skipped, and the called
PoC client directly replies a SIP 200 OK to accept the incoming call. Then the call

control FSM moves from RecvInvite to AcceptCall (transition 16 in Figure 5-5).
After the called PoC client plays the ringing tone at Step 9, other two scenarios may occur.

(1) The called PoC client rejects the incoming call. The call control FSM moves from

Ringing to RejectCall (transition 15 in Figure 5-5).

(2) The calling PoC client cancels the call before the called PoC client makes the decision.
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The called PoC client receives a SIP CANCEL, and the call control FSM moves from

Ringing to Cancelled (transition 26 in Figure 5-5). Then the called PoC client replies

a SIP

200 OK,

CallNotEstablished (transition 27 in Figure 5-5).

and the call control FSM moves

from Cancelled

to

In Step 24, the PoC server informs the called PoC client of the floor status. It is also

possible that no PoC member attempts to talk while the called PoC client joins in the PoC

call (i.e., the floor is idle). In this case, the PoC server sends a TokenFree message to the

called PoC client through the SIP INFO method. The floor control FSM of the called PoC

client moves from Init to Free (transition 3 in Figure 5-6).

5.3.3

Floor Reservation Procedure

After a PoC call is established, the user presses the floor request button to request for the

permission to talk. Figure 5-9 illustrates the Floor Reservation procedure between the

requesting PoC client and the PoC server, and Figure 5-10 illustrates the message flow

between the PoC server and other group members.

Requesting PoC Client

- . . - | | RTP PoC
orfce | | Conrol | | Conwol | | Conpot | | SPCe | [MConper | [RTPCore | proxy | | Server
module module module module module [

I
1. PressFloprCtrIBtn() |
2. Press Buttpn() :
| 3. doINFO(), |
4. SIP INF(Q) (TokenReq) >
€ 5. SIP P00 0]':'.
: Q TokenResReq
: 7. TokenResRpsp
< §. SIP INFO (T kenR{qucceptl} i
9. SIP P00 OK {
0. doINFO_Pirsing() |
‘I, HandleFlogrCtrlEvent(FloprCtrlEvent TokenOwner) :
412_ Window Eyent: CallCtrlEvent_TokenOwrjer :
13. EnableTalk(TRUE) o |
: l
I

Figure 5-9. Floor Reservation Procedure (the requesting PoC client)
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Steps 1-5: The requesting PoC client issues a TokenReq message to request for the floor.
The request is delivered to the PoC server through the SIP INFO method. Then the
PoC server replies a SIP 200 OK. The floor control FSM moves from Free to

ReqPending (transition 6 in Figure 5-6).

Steps 6-11: If the PoC server grants the floor to the requesting PoC client, it instructs the
RTP proxy to dispatch the voice from the requesting PoC client to the other PoC
group members. Then the PoC server sends a TokenReqAccept message to the
requesting PoC client. The requesting PoC client replies a SIP 200 OK, and the floor

control FSM moves from ReqPending to Owner (transition 7 in Figure 5-6).

Steps 12 and 13: The Call Control module instructs the User Interface module to show that
the user is the currently speaking call party, and also instructs the Multimedia Control

module to record the user’s voice.

After the PoC server receives the+floor reservation request at Steps 4 and 5, other two

situations may occur.

(1) More than one PoC group members request for the floor at the same time, and the
requesting PoC client fails to‘obtain the floot.. The PoC server sends a TokenReqDeny
message to the requesting PoC client, and the floor control FSM moves from

ReqPending to Reserved (transition 8 in Figure 5-6).

(2) Before the PoC server makes the decision, the requesting PoC client cancels the
request. The requesting PoC client sends a TokenReqCancel message to the PoC
server, and the floor control FSM moves from ReqPending to Free (transition 9 in

Figure 5-6).

In the Floor Reservation procedure, the interaction between the PoC server and a listening

call party is illustrated in Figure 5-10.

Step 1: The PoC server receives a TokenReq from one of the PoC group members. This

step is the same as Step 4 in Figure 5-9.

Steps 2-5: The PoC server sends a TokenReserved message to each of the other PoC group
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Figure 5-10. Floor Reservation Procedure (a listening PoC client)

members (i.¢e., the listening clients) to announce that the floor is obtained by someone.
The message is delivered to a listening PoC client through the SIP INFO method. The
listening PoC client replies a SIP 200 OK, and its floor control FSM moves from Free

to Reserved (transition 5 in Figure 5-6).

Step 6: The Call Control module instructs ‘the User Interface module to show the

information of the currently 'speaking call party and disable the floor request button.

5.3.4 Floor Release Procedure

After a PoC group member obtains the floor, he/she can press the floor release button to
release the floor. If the floor is kept by a user after a long period, the PoC server revokes the
floor to guarantee fairness. Figure 5-11 shows the message flow that the speaking PoC

client releases the floor.

Steps 1-5: The releasing PoC client issues a TokenRelReq message to release the floor. The
request is delivered to the PoC server through the SIP INFO method. The floor
control FSM moves from Owner to RelPending (transition 11 in Figure 5-6). Then

the PoC server replies a SIP 200 OK.

Steps 6 and 7: The PoC server instructs the RTP proxy to stop dispatching the voice from

the releasing PoC client.
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Figure 5-11. Floor Release Procedure (the releasing PoC client)

Steps 8-11: The PoC server sends,a TokenRelResp message to the releasing PoC client. The
PoC client replies a SIP 200 OK. Then.the Floor Control module moves the floor

control FSM from RelPending to Free (transition 13 in Figure 5-6).

Steps 12 and 13: The Call Control module instructs the User Interface module to show that
the floor is idle, and instructs the Multimedia Control module to stop recording the

user’s voice.

Figure 5-12 shows the message flow where the PoC server notifies the other listening PoC

clients of floor releasing.

Step 1: The PoC server receives a TokenRelReq message from the currently speaking call

party. This step is the same as Step 4 in Figure 5-11.

Steps 2-5: The PoC server sends a TokenFree message to a listening PoC client through the
SIP INFO method. Then the listening PoC client replies a SIP 200 OK, and the floor

control FSM moves from Reserved to Free (transition 10 in Figure 5-6).

Step 6: The Call Control module instructs the User Interface module to show that the floor

is idle and enable the floor request button on the Call page of the Main dialog.
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Figure 5-12. Floor Release Procedure (a listening PoC client)

Figure 5-13 illustrates the message flow that the PoC server revokes the floor from the

speaking PoC client.
[ e Speaking PoC Client -———-—=-—=-—=-—-—=—-—=—-———~ |
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|

Figure 5-13. Floor Revoking Procedure

Steps 1-4: The PoC server sends a Revoke message to a speaking PoC client. The speaking
PoC client replies a SIP 200 OK, and the floor control FSM moves from Owner to

Free (transition 12 in Figure 5-6).
Steps 5 and 6: These steps are the same as Steps 6 and 7 in Figure 5-11.

Steps 7 and 8: These steps are the same as Steps 12-13 in Figure 5-11.
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5.3.5 Call Disconnection Procedure

During a PoC call, a PoC client may disconnect by invoking the Call Disconnection
procedure. The remaining PoC group members continue the conversation. The message
flow of the Call Disconnection procedure is illustrated in Figure 5-14, and the detailed

steps are described as follows.

[ o e e Disconnecting PoC Client ~ ——-=—=——======——-
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Figure 5-14..Call Disconnection Procedure
Steps 1-3: The PoC client sends a SIP BYE to the PoC server. The call control FSM moves
from CallEstablished to SendBye (transition 21 in Figure 5-5).

Steps 4 and 5: The PoC server replies a SIP 200 OK. The call control FSM moves from

SendBye to CallDisconnected (transition 22 in Figure 5-5).

Steps 6 and 7: The PoC server instructs the RTP proxy to close the RTP session between
the RTP proxy and the PoC client.

Step 8: The Call Control module instructs the User Interface module to close the Call page
of the Main dialog.

Step 9: The Call Control module instructs the Floor Control module to disable the floor

control function. The floor control FSM moves to End (transition 14 in Figure 5-6).
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Step 10: The Multimedia Control module stops playing and recording voice.

Steps 11 and 12: The Call Control module instructs the RTP Core module to close the RTP

session following the standard RTP protocol.

After the above steps, the call control FSM moves back to Standby (transition 23 in

Figure 5-5), and the PoC client waits for another user instruction or incoming call.

5.4 Summary

In this chapter, we described a design and implementation of PoC client in cellular network
or WLAN. The detailed message flows for Outgoing Call Setup, Incoming Call Setup,
Floor Reservation, and Floor Release procedures are presented. In the proposed PoC client
architecture, most standard VoIP modules are reused for the PoC service, and the VoIP
software can be easily extend to support PoC serviee by adding the GLMS Access module
and the Floor Control module. A PoC client prototype has been implemented in the
Industrial Technology Research Institute (ITRI) and National Chiao Tung University
(NCTU) Joint Research Center.
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Chapter 6

Conclusions and Future Works

In this dissertation, we investigated four design issues in the UMTS protocol layers. This
chapter summarizes our study and contributions, and briefly discusses the future

directions.

6.1 Conclusions

In this dissertation, we discussed=four UMTS«design issues. In Chapter 2, a WLAN and
UMTS interworking solution called WLAN GPRS: Support Node (WGSN) was proposed.
The WGSN network is a loosely-coupled architecture that satisfies the Scenario 3 features
defined in the 3GPP TS 22.934. We showed that the UMTS mechanisms can be re-used
for the WLAN user authentication and access control without modifying the existing
UMTS components. Then we focused on the performance of the WGSN push mechanism.
Our study indicates that the SIP UA activation should be completed within 0.03125 times
of the inter-call arrival time. To shorten the SIP UA activation time, we also suggested that

the push operation should be implemented by high priority short message service.

In Chapter 3, we studied the Authentication Vector (AV) usage mechanism in the UMTS
core network. The AV usage mechanism reduces the number of access to the HSS/AuC at
the cost of extra AV storage in the SGSN. We proposed analytic and simulation models to
investigate its performance. Our study indicates that the Reservation Timeout (RT) period
significantly affects the re-entrance probability, extra AV storage, and the number of
accesses to the HSS/AuC. These analytic results provide guidelines for the mobile

operators to implement the AV usage mechanism.
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In Chapter 4, we proposed an one-pass authentication, in which the redundant steps in the
GPRS authentication and IMS authentication procedures are removed. The one-pass
authentication saves up to 50% of the network traffic generated by the IMS authentication,
and saves 50% of the storage for buffering the AVs. We also formally proved that the

IMS user is correctly authenticated in the one-pass authentication.

In Chapter 6, we described the design and implementation of the client for OSA-based
PoC service, which provides a walkie-talkie like service in the UMTS network. In the
proposed PoC client architecture, most standard VoIP modules are reused for the PoC

service, and the VoIP software can be easily extended to support PoC service.

6.2 Future Works

Based on the research results in this dissertation, the following design issues on the

UMTS network can be investigated further.

UMTS and WLAN interworking: Depending on the business strategies, the Scenario 4
features defined in 3GPP TS.22.934 are required in long-term commercial operation.
In Scenario 4, the service continuity of the PS domain is defined. Specifically, when
handover occurs between WLAN and UMTS, the user might experience a data
stream interruption, but he/she needs not to involve in the re-establishment of the
sessions. To satisfy the Scenario 4 features, WGSN needs to be enhanced in the

following three aspects.

(1) The MS must have the capability for detecting the radio strength of the access
network, and a decision mechanism is required to select the appropriate access
technology. When handover occurs, the MS automatically switches between the

UMTS module and the WLAN module.

(2) The interwork is responsible for re-establishing the session without user
involvement. One possible solution is to utilize Mobile IP, which has the

advantage of minimal modification to the WGSN. The WGSN plays as a foreign
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agent, and the MS needs to support Mobile IP client. Home agent is

implemented as part of the operator’s home network.

(3) Quality of Service (QoS) is an essential issue for service continuity. Since 3G
and WLAN networks have different capabilities and characteristics, the user
would gain different QoS grades in different networks. Therefore, QoS

adaptation is required during system switching.

Application level authentication: The OSA platform provides a flexible service creation
and execution environment for the third party to run their own applications on the
UMTS network. Before the third party provides the services, authentication
procedure may be performed between the application server and the MS. However,
the MS has been verified at the GPRS level and maybe also be verified in the IMS
level. To reduce the redundant authentication, we can further discuss the integration
of the authentication procedurestin'the GPRS, IMS, and application levels. The

integrated solution has to cerrectly authenticate the user in each of the levels.
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Appendix A

Notation

This appendix lists the notation used in this dissertation.

A.1 Notation for Chapter 2

o 1y the inter call arrival time

o t;: the T1 timeout period

o 1, the SIP UA activation time

e f, (t,): the density function for 7y

e [, (t,): the density function for.#;

o A: the call arrival rate for an MS

o 1/u: the expected 7/ timeout period

o 1/y: the expected SIP UA activation time

o E[N]: the expected number of the lost calls during the activation period

o V. the variance of Gamma distributed SIP UA activation times

A.2 Notation for Chapter 3

o L=(xj,y)): the coordinate of the SGSN where the MS resides after j movements

e K: the number of AVs obtained from the HSS/AuC in an ADR
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T the reservation timeout period
t;: the SGSN residence time of the i-th visit to Ly
N;: the number of ADRs performed at the i-th visit to Ly
R;: the number of unused AVs left when the MS leaves L at the i-th visit
A: the arrival rate of UAR
1/u: the expected SGSN residence time
P;. the probability that the MS returns to L at the j-th movement (i.e., P; = Pr[L; =L,])
O,: the probability that the MS first returns to Ly at the 2n-th movement
(i.e., Qon = Pr[Ly, =Ly, Ly # Ly for 0<I<n])

t*: the residence time at SGSN L;
t,: the period between when the MS leaves Ly and when it returns.

That is, .= t*;+ t*+.. .+ t ¥, 1), where Ly, = Lo, and Ly # Ly for 0</<n
F(2n, t,): the cumulative distribution function that the MS returns to L, at 2n-th
movement at time ¢,
Sy: a state indicating that there are £ AVs stored in SGSN L,
. the probability that & AVs are stored in SGSN L, while the system is at the steady
state. That is, m; = Pr[the process is at state Sx]
H(As)= (pi)): transition probability matrix, where p;; presents the transition probability
from S;to §;
H: transition rate matrix
wr: the expected AV storage consumed when T>0
O(N;, Ri1, R;, t;): the probability that at the i-th visit to Ly, R; ; unused AVs are stored in
SGSN Ly, where Ry=0. The residence time of the i-th visit to Ly is ;. During #;, N; ADRs

occur, and R; unused AVs are left when the MS leaves Ly
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o(N,, R, ;): the probability that when the MS enters L at the i-th visit, R, ;unused AVs is
stored in SGSN Ly, and N; ADRs are performed during the residence time of i-th visit
I'(N;, T): the probability that N; ADRs occur at the i-th visit to Ly, where i > 1, N;,>0, and
the length of the RT period is T

E[N|K]: the expected number of ADRs performed during one visit to SGSN L, were K
AVs are obtained in one ADR

V,: the variance of Gamma distributed SGSN residence times

a: the probability that the MS re-enters Ly within timeout period 7'

[ the expected AV storage consumed when 7>0, which is normalized by the expected
AV storage consumed when 7=0

o: the number of ADRs performed in.one yisit to SGSN Ljas comparing with that when

E[N|K]

K=1.Thatisd = ————3
E[N|K =1
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