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Abstract

Email is one of the most widely-used network services in our daily life. Because the
network speed is more and more-fast, clients are.more sensitive about the performance of
POP3 server when retrieving mails. So.we can fasten the duration of retrieving mails by
improving the performance of POP3 servers.

According to our prior observation on a real POP3 server, we find that when the mail
folders grow larger, they are more fragmented on disk. And we find that it takes more time to
read a more fragmented mail folder. In this thesis, we proposed a mechanism to do
defragmentation during mail deletions, and we can mitigate the large amount of disk 1/0 and
memory access caused by mail deletion. As shown in experimental result our mechanism can

do defragmentation more effectively with lower overhead than original mechanism.
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Chapter 1 Introduction

1.1 Motivation

Email is one of the most widely-used network services in our daily life. Many people
check their email several times a day by using email client applications, and most of the
applications retrieve mail from the servers via the 3" version of the Post Office Protocol
(POP3)[14]. In POP3, a client retrieves mail by first starting a new session with the server,
and then downloading the mail specified by the user. During the session, the client can also
delete some user-specified mail from:the server. Finally, the client terminates the session by
sending a quit command to the server.

After clients retrieve mails by “retr-command, these mails are still not deleted unless
clients issue dele command. But clients will not delete these mails which are useful, so they
deleted useless mails and back up useful mails over server side. Then the mail folders of these
clients grow large. However, current POP3 servers have two performance problems when
handling large mail folders. First, starting a POP3 session that corresponds to a large mail
folder usually requires a long time. This is because a POP3 server has to scan the whole mail
folder corresponding to the client at the beginning of a POP3 session in order to obtain the
amount of the mail and the size of each mail. In most mail servers, each mail folder is

implemented as a single file, and therefore a POP3 server has to read the whole file at the start
1



of each POP3 session. Since mail files are usually fragmented due to the concurrent handling

(i.e., reception and deletion) of multiple folders by the server, accessing these files requires a

large amount of disk seek operations and thus results in a long client-perceived wait time. The

second problem is that a POP3 server may cause a large number of disk 10 operations when a

user deletes his mail from a large mail folder, especially when the deleted mail resides close to

the beginning of the mail file (i.e., older mail)., This is because a POP3 server has to move the

data blocks behind the deleted part forward.

In order to mitigate the two problems, we have to reduce the number of fragments in

mail folders and the amount of sdisk 1O “gperations caused by mail deletion. Disk

reorganization is the most straightforward method for file defragmentation. However, the

large amount of disk 10 operations caused by disk reorganization may have a noticeable

performance impact to the POP3 server. Moreover, disk reorganization cannot reduce the

amount of disk 10 operations caused by mail deletion.

In this thesis, we proposed a new mail folder update mechanism for POP3 servers to

mitigate the aforementioned performance problems. The basic idea of the proposed

mechanism is to avoid data block movement due to mail deletion unless such movement can

reduce the fragment number of the mail folder. Specifically, we move the fragments

following the deleted mail forward when the data blocks containing the deleted mail together

with the adjacent free blocks can hold at least two of the following fragments. Otherwise, we



only free the data blocks occupied by the deleted mail.

The benefits of the proposed mechanism are four fold. First, the proposed mechanism
minimizes the amount of disk 10 operations caused by mail deletion as well as reduces the
fragment numbers of mail folders. Second, it incurs little overhead. It requires much fewer
disk 10 operations when compared to disk reorganization techniques. Third, the mechanism
does not require any code modification or recompilation on POP3 servers. It is a file system
level mechanism, and takes advantage of file system information to improve the performance
of POP3 servers. Fourth, the mechanism is not tight to a specific POP3 server since it
considers the general behavior of POP3 servers. Therefore, the mechanism can be applied on
more than one POP3 servers.

We implemented the proposed mechanism in‘Linux ext2 file system. According to the
performance results, our mechanism reduces the 10 access time caused by mail deletion into a
small and nearly-constant time and makes clients do not need to wait for logout. Moreover,

our mechanism has shortened the AUTHORIZATION state about 23.7%.

1.2 Thesis Organization

The rest of the thesis is organized as follows. In Chapter 2, we introduce the related work
about disk performance improvement. In Chapter 3, we describe the design and
implementation of our mechanism, which is followed by the performance evaluation in

Chapter 4. In the end, we give conclusions in Chapter 5.
3



Chapter 2 Related Work

Several techniques have been proposed to improve disk performance by rearranging data
on the disk. In this section, we briefly describe these techniques, which can be classified into

2 categories: disk defragmentation, hot-data concentration.

2.1 Hot-Data Concentration

Hsu et al.[10] proposed grouping hot data and sequentially accessed data into a specific
area on the disk so that most disk accesses can be done in that area, reducing the disk seek
time.

If we try to improve the performance-of disk 1/O by grouping hot data, there are some
problems. As we mentioned above, POP3 server-Ttead the whole mail folder after clients
logged in. Then, after mail deletion, POP3 servers sequentially move all the data blocks
behind the deleted mails forward. So the latter mails are a little hotter than former mails. But,
if we copy these mails into reorganization area, when the POP3 server reads the whole mail
folder disk head stays over original place instead the reorganization area because the former
mails are not in reorganization area. Then, if there are mail deletions, the POP3 server
sequentially move the mails forward, but we cannot guarantee all these mails are in
reorganization area, so disk head may need to start to read from the original place. So

grouping hot data is not suitable for POP3 servers.

4



2.2 Disk Defragmentation

Chee et al.[5] proposed a disk block reorganization mechanism by exploiting the
characteristic of disk writes in a log-structured filesystem. In a log-structured filesystem, write
operations do not modify the original data blocks. Instead, write requests are batched and the
corresponding blocks are written to the end of the log. By exploiting this characteristic, when
the disk reorganizer is called up, it can place these data to be written by the access pattern.

The mechanism can only be used in a log-structured Filesystem, and it focuses on small
write. If data size to be written is larger than cache size they will be written out to disk soon.
Moreover, in POP3 server every. mailideletions there is lots of data to be written, then
according to this mechanism these data in“one deletion will to be written together, but after
several mail deletions in different sessions-itimay separate one mail folder into several place
on disk. So this mechanism cannot solve our problem.

Wang and Hu[24] proposed a zone based reorganization mechanism for log-structured
Filesystem. Based on the fact that outer zones of a hard disk drive has a higher data transfer
rate, the mechanism moves frequently accessed data to the outer zones, during garbage
collection time to reduce the overhead.

Similar to the previous mechanism, this mechanism can only be used in a log-structured
filesystem. When using this concept over POP3 server on Ext2, how to move data online is

another problem, if there are mails coming when moving this mail folder will be more
5



complicated. Besides, the mechanism does not help to mitigate the large amount of disk 1/0

and memory access caused by mail deletion.

Offline defragmenters such as e2defrag[9] can perform defragmentation over an

unmounted file system. So we need an online defragmentation tools to solve the problems on

POP3 servers.

2.3 Access Pattern Predictor

Optimizing disk layout usually requires the knowledge of the data access patterns. For

example, hot blocks and sequentially accessed data have to be identified before they can be

collocated. Long et al.[2][3][4][12]{13][16][22][26][27][28][29][30] proposed several

predictors by analyzing lots of statistics.

In POP3 sessions, servers read the whole mail folder after clients logged in, and the

access pattern is known to be reading the whole mail folder. And after each deletion, data

blocks after deleted part will be accessed. We know that when deletions happen, the access

pattern will be reading every data blocks after deleted part. So we do not need to spend

overhead of accumulating statistics to get information about access pattern.

From the above, we can know that the defragmentation and reorganization techniques

nowadays are not suitable to solve the problems. In this thesis we proposed a new mechanism

to do defragmentation online to solve the problems over POP3 servers.



Chapter 3 Design and Implementation

In this chapter, we introduce design and implementation of the proposed mail folder
update mechanism for POP3 servers. In Section 3.1, we simply show the states of POP3
server, two formats of mail folder and the main problem to be dealt by the proposed
mechanism. In Section 3.2, we introduce how to reduce overhead of memory access and disk
I/0O in UPDATE state. In Section 3.3, we introduce how to reduce the disk seek time of
reading the whole mail folder. In Section 3.4, we._introduce prototype of the proposed write

mechanism.

3.1 The Problems

Figure 1 shows the state transition diagram of a POP3 session, which is defined in RFC
1939. As shown in the figure, a session starts by entering the AUTHORIZATION state, in
which the server authorizes the client. After the client has been authorized, the session enters
the TRANSACTION state and the client can then make requests to obtain mail folder
information, retrieve mail, mark mail as deleted, and etc. When the client issues the quit
request, the session enters the UPDATE state. In that state, the server removes the

marked-as-deleted mail from the mail folder and then terminates the session.
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Figure 1: State Transition Diagram of a POP3 Session

Most email servers (e.g., the top three email servers on Linux, Sendmail[1][21],

Qmail[19], and Postfix[18]) store mail messages corresponding to a specific user in a single

file. There are two reasons for clientsto left a copy of their mails on server side. First, clients

back up their mails on server side, so they can get-these mails back when their system crash.

Second, clients with mobile devices may wants to.retrieve mails on different devices, if there

is no mail backed up on server side, clients will not be able to retrieve mails on different

mobile device. As stated in the Introduction, current POP3 servers have two problems on

handling large mail files efficiently. First, scanning a large and fragmented mail file at the

beginning of a POP3 session causes a large amount of disk seek operations and thus results in

a long client-perceived wait time. Second, in the UPDATE state, a POP3 server (e.g., Dovecot

[8], UW-imap [23]) removes the mark-as-deleted messages from the mail file by moving all

the messages following the deleted ones forward, causing a large number of disk 10

operations. In this chapter, we describe a novel mail folder update mechanism that can



mitigate the above two problems. By performing defragmentation and reducing data block
movement during mail deletion, the mechanism can reduce the client-perceived wait time in
the AUTHORIZATION state and the 10 load in the UPDATE state. In the following sections,

we describe the design issues and implementation details of the proposed mechanism.

3.2 Reducing UPDATE State Overhead

In this section, we show how to reduce the overhead of updating mail folders. Because
current file systems are not able to delete data from the middle of a file. So the mail deletion
of POP3 server modifies every memory pages and disk blocks behind the deleted data as

Figure 2 shown.

delete @ Mail Deletion

1 I I fi T 1]

@ After Original Mechanism

Figure 2: An Example of Mail Deletion of Original Mechanism

The main idea of the proposed mechanism is to free the memory pages and data blocks

occupied by deleted part to reduce the overhead of mail deletions. In order to do so, we have

to know the memory pages and disk blocks corresponding to the start and end of deleted part.
9



The way we take is as following:

First, we copy the return content and the file offset of every read system calls to an array.

Then, every time the POP3 server calls a write system call, we compare the content of the

every entry of the array and the data to be written by strcmp(). Because every mail has

different a message identifier even if the content of these mails is the same. The file offset of

mapped read system call is the end of deletion, and the file offset of write system call is the

start of deletion. In order to avoid wasting memory space, we record the results of 30 read

system calls.

After we get the information about the start and the end of deleted part, we start to free

memory pages and disk blocks occupied by the deleted part. We free memory pages by calling

truncate_inode_pages_range() to“.remove these .pages, and free disk blocks by calling

ext2_free_blocks(). We also modify the related file system information(ex. ctime and i_blocks

in inode, data block bitmap) to avoid file system inconsistency. When the deleted part is less

than one memory page, we just call memset() to clear the deleted part.

In the original mechanism, POP3 server will keep reading the data behind the deleted

part by read system calls and write them forward by write system calls. In our mechanism, we

have to filter out such read and write system calls. We use the following method to filter out

such read and write system calls.

First, if the file offset of read is equal to file offset of previous read plus the return

10



value of previous read, we consider the read as an unnecessary read, because and do not
read actually. Otherwise, there is a deletion, and we will handle this situation during next
write. Finally, if POP3 server issues a write after several unnecessary reads, we consider the
write as an unnecessary write and do not write actually because it is trying to move data
forward. Otherwise, there is a deletion, and we start the procedure of finding the start and the
end of the deleted part.

As shown in Figure 3, we know there is a read starting from file pointer position A and
read data size of B. If next read starts from A+B, we consider it as an unnecessary read.
Otherwise, if next read start from A+C (C>B), we consider that there is a deletion with the
start is A+B and the end is A+C.

|:l ‘Data Blocks of User A's iMail Folder

- . 1*read ™read
With Delction: < 0 Pl 4
B A+B ArC
delete
Without Deletion:
1*read 2™ raacl
— —
Iy AR

Figure 3: An Example of Block Deletion

According to the above description, the proposed mechanism can reduce the load of disk

11



10 and memory access effectively, and thus shortening the time spent on the UPDATE state.

of client waiting after quit from POP3 session.

3.3 Speed up AUTHORIZATION State

In this section, we introduce that how to reduce the disk seek time of reading the whole
mail folder by reducing fragments of mail folders on disk. In the progress of reading the
whole mail folder in POP3 session, we cannot reduce the data transfer time, so we want to
reduce disk seek time to speed up the AUTHORIZATION state. Lu Jun[11] proposed that
most disk seek time gap happens when disk seek distance increase a little from zero as Figure
4 shows[11]. Steven’s observation[18] has a similarresult. So we try to reduce number of

seeks to reduce disk seek time.
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Figure 4: Relationship between seek distance and disk seek time

In reading the whole mail folder, we have to reduce number of fragments to reduce
number of seeks. Because large overhead of disk reorganization, we do defragmentation by

12



another way. If there is enough continuous free blocks after mail deletion, we move data
blocks to reduce number of fragments. After we free memory pages and disk blocks occupied
by deleted part in every mail deletion, we do defragmentation as following:

First, if the former one and the latter one data block of deleted part on disk are occupied
by same mail folder as the deleted part, we move the latter data blocks forward to compact
this fragment. Otherwise we will handle in next stage.

As Figure 5 shows, the deleted part are logical block number 875 and 876, and we find
that logical block number 874 and 877 are occupied by same mail folder as the deleted part.
So we move the blocks to compact.

|:| Data Blocks of User A's Mail Foldey

| delete |

B74 875 B76 877
compact

R74 R7% R76 R77

Figure 5: Compacting a Mail Folder in a Mail Deletion

After we consider about compacting in a fragment, we will consider about
defragmentation in different fragments as following:

First we calculate the length of free blocks from the former one to the latter one data
block in this mail folder by scanning the data block bitmap with data blocks which is mapped

13



by the former one to the latter one data blocks in this mail folder. Then we calculate the length
of fragments behind the deleted part by scanning the i_data field in ext2 inode, and compare
with the length of free blocks. If the length of free blocks is larger than the length of at least
first two fragments, we move data blocks of these fragments to these free blocks. Finally, we
update the related information of inode.

As Figure 6 shows, the deleted part are the fifth to eighth data blocks in this mail folder,
and these blocks are mapped to logical block number 570 to 573. Then we check the fourth
and ninth data blocks in this mail folder which are mapped to logical block number 568 and
575. We can find that the length of longest continuous free blocks is 5, the length of first
fragment is 2, the length of second fragment is°3, and the length of third fragment is 2. So we

can move the first and the second fragment intofree blocks, and reduce one fragment.

‘Data Blocies of User A's Mall Folder ‘Data Blocks of User B's Mail Folder

| delete I | Fragl:d | Frag2:3 I | Frag3:2 I
|
|

568 570 571 572 573 575

defragment

5hE 570 571 572 573 575
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Figure 6: Example of Defragmentation

3.4 Write Mechanism Prototype

In this section, we propose a Write Mechanism Prototype which integrate two
components mentioned in sections above. Our mechanism will only be motivated in UPDATE
state when there is a mail deletion in TRANSACTION state. Figure 7 shows the integrated
flow chart. When we find there is write request issued by POP3 server, we will do as
following:

First, we record the information about read and write system call. Second, if there is a
mail deletion, we simply free the memory pages and disk data blocks. Third, if the fragment
with deleted part can be compact, we compaci-this fragment. Fourth, we calculate the length
of free blocks. Fifth, we calculate the length of fragments. Finally, if the length of free blocks

larger than the length of fragments, we do defragmentation.

15
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Figure 7: Flow Chart of Our Mechanism

We can divide implementation into two parts, first part is a monitor and second part is
the proposed write mechanism. The monitor is implemented in Virtual File System(VFS), it
modifies sys_read() and sys_write() to intercept the content of read and write, and file pointer
position. The proposed write mechanism is implemented in the Second Extended Filesystem
(Ext2 filesystem) as a kernel module, it modifies do_generic_mapping_read() and
generic_file_buffered write() to get information about memory pages and inode. There are

two components in our kernel module, one is compactor to compact fragment and the other is
16



defragmentor to do defragmentation between fragments as mentioned above. Figure 8 shows

POP3
server

Virtualfile system

the architecture of our mechanism.

Buffer Cache

Our Write Ext2 file system
Mechanism

Figure g:vié\rr'(::hitegtur_e".of'o_ur Mechanism

— e Y L
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Chapter 4 Performance Evaluation

In this chapter, we evaluate the performance improvements of the proposed mechanism
in different states of a POP3 session. Section 4.1 introduces the experimental environment.
Section 4.2 and 4.3 compare the performance of the proposed mechanism with the original

one in the AUTHORIZATION and UPDATE states, respectively.

4.1 Experimental Environment

The experimental environment consists of a server machine and a client machine, which
are connected by a D-Link Gigabit:Ethernet switch:,Each of the machine is equipped with an
Intel Pentium 4 3.2 GHz processor, 1GBytes DDR RAM, and a Seagate 40GBytes 7200rpm
disk. We run Linux 2.6.17.13 and the UW-imap POP3 server on the server machine.

We use the Postal benchmark [17] to generate the email workload and to measure the

performance.

4.2 Performance Improvement in the AUTHORIZATION State

In this section, we evaluate the effectiveness of our defragmentation mechanism. We
created 20 mail folders in an empty partition and then backup the partition including the
layout by dd command. The size of these mail folders is about 500Mbytes and each of them

are composed of about 80000 mails and maximum mail size is 10Kbytes. We randomly

18



deleted a various number mails from a folder, and measured the number of fragments of this

folder after the mail deletion had completed. Then we recovered the disk layout by dd

command and measured the number of fragments after deleting the same mails with our

mechanism.

Because the duration of reading the whole mail folder in AUTHORIZATION state is

proportional to number of fragments of this mail folder. In this experiment, we measure the

performance improvement, on the AUTHORIZATION state, of the proposed mechanism. We

measured the duration from client login in to welcome message shown. We use a kernel

module to get the experimental result’from kernel message by printing out durations of every

state. Figure 9 shows the results.“The x-axis represents.the number of deletions, and the y-axis

represents the time for reading. the “whole mail."folder. As shown in the figure, our

defragmentation mechanism can reduce the time for reading the whole mail folder by about

23.7% after 40000 mail deletion operations have been performed.
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Figure 9: Comparison on AUTHORIZATION State Duration

Figure 10 shows the result of performance of defragmentation of our mechanism after
mail deletions. The x-axis represents the number of deletions, and the y-axis represents the
fragment numbers. As shown in the figure, 50% of fragments can be eliminated after 40000

mail deletion operations have been performed.
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Figure 10: The Effectiveness.of Defragmentation

4.3 Performance Improvement in the UPDATE State

In this section, we evaluate the performance in UPDATE state by measuring the
UPDATE state duration. Before the experiment, we generated an initial set of mail folders on
an empty disk partition by using the Postal benchmark. The initial set is composed of 35 mail
folders ranging from 5M to 320M bytes, and the maximum mail size is 10K bytes.

During the experiment, we deleted one mail in each mail folder which ranges 5M to
320M bytes before the end of the mail file, and measured the duration of the UPDATE state.

We get the duration by intercepting the quit command and the end of read system call issued
20



by POP3 server.

Figure 11 shows the update duration of the original and the proposed mechanism. The
x-axis represents the deletion distance, which is the number of bytes from the last byte of the

deleted mail to the end of the mail file. The y-axis represents the duration of the UPDATE

state.
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Figure 11: Comparison on UPDATE State Duration

As shown in the figure, the update state duration increases with the growth of the
deletion distance under the original mechanism. The increment is due to the increase of the
disk 1/0O for writing dirty pages to disk. On the contrary, our mechanism just frees the memory
pages and the disk blocks occupied by the deleted mail, and hence the time for updating a
mail folder is almost constant.

Figure 12 shows the number of disk 10 during the update process of the original and the
proposed mechanism. The x-axis represents the deletion distance, and the y-axis represents

21



the number of disk 10.
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Figure 12: Comparison of Number of Disk 10

As the figure shown, the number of d‘isk;‘IO, inéfeases with the growth of the deletion
distance under original mechanism. But underrc‘)ur mechanism, the number of disk 10 is
almost constant.

Figure 13 shows the average CPU utilization during the update process of the original
and the proposed mechanism. The x-axis represents the deletion distance, and the y-axis

represents the CPU utilizations that were obtained by using the top command.
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Figure 13: Comparison on CPU Utilization during the UPDATE state

Similar to the previous figure, thg_QP_L}_ 'utilization increases with the growth of the
deletion distance due to the incremgrit'of; thp dlsktrafﬁc By contrast, our mechanism leads to
a constant CPU utilization since ;.3:/'\;equt friewmemory pages and the disk blocks occupied
by the deleted mail, and the amou.r;t;'lof'[nemo_'ry édt;éss and disk 1/O is almost constant. From

the above two figures we can see that, our mechanism can effectively reduce the load, and

hence improve the performance, of updating mail folders.
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Chapter 5 Conclusion

In this thesis, we proposed a mechanism to improve the performance of POP3 servers by
performing defragmentation on Ext2 filesystem. Our mechanism can do defragmentation
during mail deletions, and mitigate the large amount of disk 1/0O and memory access caused
by mail deletion.

We implemented the proposed mechanism in Linux ext2 file system. According to the
performance results, our mechanism reduces the 10 access time caused by mail deletion into a
small and nearly-constant time and makesclients do not need to wait for logout. Moreover,

our mechanism has shortened thee AUTHORIZATION:-state about 23.7%.
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