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以本體論為基礎之學習討論區主題分析器 

學生：蔡昂叡 

 

指導教授：曾憲雄 博士 

國立交通大學資訊學院 

資訊科學與工程研究所 

摘 要 

在線上學習領域中，討論區是一個提供給學習者討論在學習上所遇到問題的平

台。學習者的學習歷程資訊被隱含紀錄在討論區中。在遠距教學來說，學生在討

論區中的行為是老師了解學生學習歷程的一個重要的依據。因此在學生間討論文

章的主題是非常值得去分析的。但在相關的研究中，像是自然語言處理，需要非

常大量的訓練資料，這是在學習討論區中所沒有的。而且老師不只需要知道單一

討論中在討論的主題，更需要知道主題的趨勢。因此採用資料探勘的方法來解決

老師的需求。傳統的文字分群法中，特徵選擇是一個非常重要的議題，連帶的多

維度更是造成了分群上的瓶頸。根據我們的觀察，討論區中的文章事實上不是完

全沒有結構的文字，在不同的文體中隱含著結構的資訊。為了解決上述兩種在文

字分群中會遭遇的問題，提出了以選擇不同部份的領域本體論為基礎引導分群

法。所以我們提出了以本體論為基礎的主題分析器來解決老師了解學生間討論的

主題。以本體論為基礎的主題分析器包含了預先定義好的規範，領域關鍵字本體

論和討論區文件分類。使用這兩規範來描述文章的概念以及決定文章的種類。在

以本體論為基礎的主題分析器中包含了三個行程。首先是決策表格分類器被用來

把討論區中的文章做分類。再使用本體論為基礎的分群器依不同文章的類型做適

性化的分群。最後用主題觀察器來突顯討論區中不同的主題。依據我們的實驗結

果發現，從討論區中分析出來的主題趨勢能夠提供老師足夠的學生學習情況資訊

來幫助老師教學。 

 

關鍵字: 本體論, 主題分析, 討論區探勘, 文字探勘 
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ABSTRACT 

 

In the e-learning domain, forum is a platform provided for learners discussing the 

problem they encountered. The portfolio of learner is hidden in the discussion of the 

forum. Especially in the distance learning, the learners‟ behavior in the forum is 

important for teachers to realize their portfolio. Therefore, the topics of the 

discussions between learners are worth to analyze. However, the related researches 

such as NLP need a large amount of training data which is not enough in learning 

forum. Teachers need to know the trend of topics, not the topic in single document. 

Hence, data mining approaches are adopted to solve the needs of teachers. In 

traditional text clustering, feature selection is an important issue, and the 

high-dimension is also the bottleneck. According to our observation, the documents in 

the forum are semi-structured. There exists implicit structured information for specific 

types of documents. In order to solve the issues of feature selection and 

high-dimension, a guided clustering approach is proposed based on selecting different 

parts of global domain ontology. Therefore, an “Ontology-based Topic Analyzer 

(OTA)” is proposed in order to assist in teacher realizing the topic between learners‟ 

discussions. The OTA combines two predefined heuristics, Domain Keyword 

Ontology (DKO), and Forum Document Classes (FDCs). The heuristics are used to 

describe the documents concepts and determine the type of documents. Three 

processes are adopted in OTA. The first process is Decision Table based Classifier 

(DTC) used to classify the documents into different types. Next, Ontology-based 

Adaptive Clustering (OAC) guides clustering the documents depending on its types. 

Finally, Topic Viewer (TV) is used to view the trend of topics in the forum. The 

experimental results show that the trend of topics extracted from the learning forum 

can provide students‟ situation to assist teachers in teaching. 

Keywords: Ontology, Topic Analysis, Forum Mining, Ontology-based Text 

Mining 
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Chapter 1. Introduction 

With the rapid growth of Internet, the web forums are getting more and more 

popular in various application domains, such as product discussion, online diary, 

information sharing, learning discussion, etc. There are also many published 

open-source forum systems, such as phpbb2 [1] or WebCT [2][3] etc. The forum 

provides a platform for users to interact and discuss specific topics with each other. 

With the vision of Web 2.0, a lot of information and knowledge are contributed in the 

forum documents by the community.  

In the e-Learning domain, the forum is the most popular platform formed by the 

learning community for collaborative learning [10]. Therefore, there is large amount 

of information hidden in the logs and published documents of the learning forum. For 

example, students usually discuss the questions of the course, or publish their learning 

experience about the course in the forum. The learning portfolios and attitudes of 

students can be extracted from the logs of accessing the forum documents. The forum 

provides valuable information for teachers to find out the topics which students are 

concerned and encountered during e-Learning. However, there are usually hundreds 

of documents in the forum and it is almost impossible for teachers to realize or reply 

the content of the documents one by one. Therefore, an analysis assistant tool is 

necessary for teacher.  

Since the documents in the forum are semi-structured as plain text and difficult to 

analyze directly with traditional statistical tool such as SPSS. Hence, researches in the 

forum topic analyzing are proposed [27][12][24]. These researches only deal with the 

system logs in the learning forum such as posting number, browsing counts or posting 

time. The other researches are about forum content analysis [27] [12]. They analyzed 

the forum documents with specific writing style and formats. The analyzing results 
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are reported and concluded with the patterns found in the forum. To realize the 

discussion topics in the learning forum, the techniques of text mining and natural 

language processing are needed. However, these approaches need a large amount of 

training data to build the model. It is costly to apply the text mining approaches.   

With our observation, there is some convention in the learning forum where 

different document styles can be obtained from the structure information or domain 

specific keywords. For example, some learners may post the documents with “How 

to…” as the title word to ask questions. The documents for sharing the information of 

his/her learning experience may have longer contents. Therefore, the community of 

each forum has their writing convention patterns. Therefore, in this paper, we aim to 

the problem of how to use the domain knowledge and conventions to design an 

efficient and low cost forum analyzing scheme for teachers. 

In order to assist teachers for topic analysis in the learning forum, the following 

are some idea for analyzing the topics discussed in the forum. We can refer to the 

expertise of forum document categorization. Generally speaking, the administrator of 

forum firstly has his domain knowledge to identify the discussion concepts of 

documents in the forum. Cooperating the identified concepts with the conventions of 

each forum, the categorization can be heuristically done by setting the keyword 

patterns occurred in the document. Since the documents are categorized, the topics of 

each category can be analyzed by clustering documents with similar concepts. 

With the ideas above, in this paper, we propose the Ontology-based Topic 

Analyzer (OTA) to provide an assistant tool for learning forum analysis. There are 

two predefined domain knowledge and three analyzing processes in the OTA. The 

domain expertise firstly defines the Domain Keyword Ontology which represents the 

domain concept keywords.  Secondly, the Forum Document Classes are defined and 

the decision table is provided for using the keyword patterns to predict class. In the 
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OTA analyzing process, an adaptive clustering is used according to the domain 

expertise behavior. A decision table based Classifier is used to determine the 

document class just likes the expert depending on the convention knowledge to 

classify the documents into different document classes. After the document classes are 

identified, the Domain Keyword Ontology is used for analyzing the topic in the forum 

just like the expert relying on the domain knowledge to categorize the similar 

discussion documents into the same topics. 

In addition to the topic, the trends of the topics are also required for teachers who 

want to realize the topic discussed in the forum. For example, teachers may want to 

know the problem which students encountered or the issues that learners not 

understand are. Accordingly, a topic analysis result viewer should be provided for 

understanding the topic analysis. 

According to the OTA, we analyze a learning forum “programming-club” [4] for 

more than 33 thousands documents reality. The analysis result shows some conditions 

of program learning. For example, learners always have some problem about the 

difference “string” and “char*”. According to the analysis result, teachers can enhance 

the course of weighting more on the difference between “string” and “char*”. 

With the parts mentioned above, in this thesis, an Ontology-based Topic Analyzer 

including the Decision Table based Classifier, Ontology-based Adaptive Clusterer, 

and the Topic Viewer is proposed for giving the users a visualization report and charts 

for assisting teachers to realize the trend of the topic analysis result. 

In Chapter 2, we briefly introduce the related researches about topic analysis and 

learning portfolio mining. In Chapter 3 the idea and the model of OTA are described. 

In Chapter 4, the details of OTA including DTC, OAC, and TV are described. In 

Chapter 5, the OTA implementation and experiment results are presented. Finally, the 

conclusion is given. 
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Chapter 2. Related Work 

To assist teachers analyze the learning behavior and learning portfolio of students 

for teaching , several related researches including learning portfolio mining, and topic 

analysis are introduced. 

During learning activity, learning behaviors of learners can be recorded in 

database, called learning portfolio, including learning path, preferred learning course, 

grade of course, and learning time, etc., in e-learning environment. Articles [13][9][16] 

[37][34][38] have proved that the information of learning portfolio can help teachers 

analyze the learning behaviors of learners and discover the learning patterns as 

reasons of why learners got high or low grade. 

 

2.1.   Learning Portfolio Analysis 

In order to make instructors realizing the learner‟s learning situation, many 

learning portfolio mining approaches have been proposed. Most of the mining 

approach is using some web log mining. [13][14] applied decision tree and data cube 

techniques to analyze the learning behaviors of students and discover the pedagogical 

rules on students‟ learning performance from web logs including the amount of 

reading article, posting article, asking question, login, etc. According to their 

proposed approach, teachers can easily observe learning processes and analyze the 

learning behaviors of students for pedagogical needs. However, although their 

proposed approaches can observe and analyze the learning behavior of students, they 

didn‟t apply education theory to model the learning characteristics of learners. For 

providing the personalized recommendation from historical browser behavior in 

e-learning system, [43] proposed a personalized recommendation approach which 

integrates user clustering and association-mining techniques. Based upon a specific 
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time interval, they divided the historical navigation sessions of each user into frames 

of sessions. However, these researches only considered limited log information that 

can be collected in specific learning management system. Therefore, it is not enough 

for instructor to understand the learner‟s learning situation. According to Groeling 

[17], facilitating discussion has the potential to improve the teaching and learning 

experiences in traditional classroom formats, as well as in distance learning. 

 

2.2. Discussion Forum Analysis 

In the domain of e-Learning, the forum is the most popular platform for students‟ 

social interaction especially in distance learning. Dringus et al (2006) [27] has 

proposed a new approach to give the score to students according to the post in the 

learning forum. Tharrenos BRATITSIS [11] has proposed a D.I.A.S. system collecting 

more information about the learners in order to analyze the interactive discussion in 

the learning forum. But the researches above only consider the system logs in the 

learning forum, such as posting articles, browsing documents, or posting counts. The 

information of these is too rough for teachers to realize the problems that students 

encountered during learning.  

To support the analyzing of semi-structured forum plain texts, the techniques of 

text mining and Natural Language Processing (NLP) are required for topic analysis. 

However the technique of NLP needs much training data for precision. In the learning 

forum analysis, the topics trends of the discussion content are more important for 

teachers than the topic extracted from the documents with high cost.  

According to the observation, teachers will have heuristic for topic analysis. Data 

Mining with predefined heuristics such as ontology-based text clustering can support 

the situation of less of training data [15][5][6]. Ontology-based clustering has been 

applied to text mining since 2000 AD. But the researches in the analysis of learning 
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forum haven‟t adopted the ontology-based text mining for discussion content analysis. 

 

Ontology based text clustering in topic analysis 

 In the recent research, topic analysis adopts the well known approach called 

ontology based text clustering [36][7][8][21][33]. In our paper, we also adopt this 

kind of clustering approach for find the topic of the forum documents. 

Ontology-based text mining will be proposed at 2000 Ontology-based Text Clustering 

[5]. It uses keyword ontology to present the keywords relation to measure the 

similarity, but didn‟t consider about the hierarchy of the keyword in the domain 

ontology. 

As mentioned former, there exist three issues to extract the students‟ behaviors 

form learning forum documents: 

 How to model the discussion subjects of the unstructured forum document? 

 How to extract the trend of the topics since there are huge amounts of 

various content subjects?  

 How to visualize the analysis results for teachers to easily understand the 

behaviors of students?  
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Chapter 3. Ontology-based Topic Analyzer for Learning 

Forum 

As mentioned above, many valuable discussion topics are hidden in the learning 

forum documents. The information within the learning forum is useful for teachers to 

know the learning problems of students. However, teachers have to read the 

documents one after another to realize the discussion topics of students.  

Therefore, we propose a novel learning forum analyzer, which can efficiently 

assist teacher analyzing the topic of the forum documents with the ideas as follows. 

 

 In the forum, the documents are unformatted. Hence, concepts are used to be 

the description of the documents in this paper. Therefore, we define the 

Domain Keyword Ontology to extract the concepts of the forum documents. 

Domain experts can dynamically edit the ontology in order to scope and 

index the concerned concept keywords. 

 Since there are various document types in a forum, we propose a novel 

approach call “Adaptive Clustering”, which combines the Decision Table 

based Classifier and the adaptive Clusterer. The forum documents are firstly 

heuristically classified by some keyword patterns. Next, within different 

classes, different clustering parameters are applied since they have different 

concerned concepts. 

 After the clustering analysis, an Interactive and Visualized Tool are used to 

show the global view of the topic statistical pie chart and detail topic 

documents list by interactively click the chart.  
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3.1. The Ontology-based Topic Analyzer (OTA) 

According to the ideas we mentioned above, we propose a novel approach called 

“Ontology-based Topic Analyzer (OTA)”. As shown in Figure 3.1.1, the concept 

identifier firstly represents the documents as a set of concepts and formatted as a 

concept vector for further topic analysis. After the concept identifier preprocessing, 

there are three processes in OTA which includes Decision Table based Classifier, 

Ontology-based Adaptive Clusterer and Topic Viewer.  
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Figure 3.1 The Ontology-based Learning Forum Topic Analysis 

 

 The input of the OTA is the structured Domain Concept Set (DCS) which is 

defined latter. The output of the OTA is the visualization chart reports, the main 

processes of the OTA are described as follows. 

 

Decision Table based Classifier: 

As mentioned in chapter 2, most of the topic analysis systems only focus on 

single documents type, such as News. Actually, in the forum documents, there are 



 

9 

 

many classes of document types with different key points. Therefore, we use the 

Decision Table based Classifier to predict the Forum Document Class which we 

predefined, in order to describe the topic in the forum documents in different focused 

points. The detail of Forum Document Classes definition and the processes in 

different classes will be discussed later. 

 

Ontology-based Adaptive Clusterer: 

 According to the FDC output by the Decision Table based Classifier, in the 

Ontology-based Adaptive Clusterer, we can choose a suitable classifier for each FDC 

to clustering each of the forum documents into the clusters which have the similar 

concepts. With the clustering algorithm of ISODATA, the topics result of the learning 

forum will be clustered by the text fields in the forum documents. The details of the 

clustering record will be discussed later. According to the definition of topic, we can 

conclude that the documents in the same clusters are most likely discussing about the 

same topic. Then we can explain the topic by the Cluster Center. 

 

Topic Viewer: 

 After OAC clustering, the result will be passed to the Topic Viewer in order to 

generate the human understandable report and charts of global view, such as a pie 

chart of topic amount distribution analysis and the bar chart with time slide or location 

and the report summary by the topics in the each FDCs. 
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3.2. Domain Keyword Ontology  

Since we want to describe the topics in forum according to Domain Concept (DC) 

of the forum documents, the Domain Keyword Ontology (DKO) is proposed. Next, 

the text of the forum document is transformed into Domain Concept Set (DCS) using 

the DKO. The formal definitions of DKO and DCS are described as follows. 

 

Definition 1: Domain Keyword Ontology (DKO)  

Domain Keyword Ontology (DKO):= <N, R>, where 

 N ∶=   n1, n2, n3, …  , nk   ni  ∈  Concept     Keyword Set    

Each node in the DKO is Concept or Keyword Set.N ∶=  n1, n2, n3, … , nk ni ∈

 Concept C    KeywordSet KS   N ∶=  n1, n2, n3, … , nk ni ∈

 Concept C    KeywordSet KS    

 C ∶= < 𝑐𝑜𝑛𝑐𝑒𝑝𝑡 𝑛𝑎𝑚𝑒  CN >  Each internal node in DKO is called “Concept” 

containing the Concept description 

 KS ∶=  {Main keyword , belong to Concept , k1, k2 , k3, … , kn} KS only appear 

at leaves node, where k1, k2,…, kn are the keywords of synonyms in the Keyword 

Set. 

 

Example 1: Domain Keyword Ontology in C++ programming domain. 

In the example of “C++ programming” domain, as shown in Example 1, “C++ 

programming” has many sub concepts such as “Object Oriented” , “Library”, etc. 

Each of the concepts has some sub concepts or a Keyword Set to describe the concept. 

Such as the concept “Interface” has the Keyword Set named “Interface” and the 

Keyword Set “Interface” has synonyms keyword “interface”, “ 介 面 ” in the 

set
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Figure 3.2 The representation of Domain Keyword Ontology in C++ programming domain 

In fact, each forum document has different viewpoints of the domain for different 

features, for example in “C++ programming” domain, some documents in the forum 

are talking about how to use the tools on such platform, then actually, the forum 

document are considering about the issue of platform. Besides using Domain 

Keyword Ontology (DKO), we also define the Domain Feature (DF), and the DFs are 

represented as the Vector Space Model, called Domain Concept Set (DCS).  By 

using the DKO the formal definition of Domain Concept Set (DCS) is described as 

follow. 

 

Definition 2: Domain Concept Set (DCS) 

DCS = {DFS1, DFS2, DFS3, …, DFSs | DFVk  DFV}, where 

 FV ∶=  { CV, FW}  

 CV ∶=  {C1, C2 , C3, … , Cl | Ck is the Concept in the leaves of DKO } 

l is the leaves of the DKO, S is the number of the sub-tree of DKO 

 FW := The feature weight  

As shown in Definition 2, a Doman Concept Set (DCS) is composed of Domain 
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Feature (DF). Each of the DF is a feature in the domain, such like “Object-Oriented” 

or “Platform” is a feature of the “C++ Programming”, consists of the sub-tree of 

DKO. User can modify the weight of the feature according to the different points. The 

predefined seven features in the “C++ programming” domain include “Platform”, 

“Algorithm”, ”Function”, “Coding Keyword”, “GUI Programming”, “Object 

Oriented”, “Multimedia” by the given Domain Keyword Ontology from definition 

mentioned above. 

 

The following is the DCS example of transforming the raw data into DCS.  

Example 2: Domain Concept Set Construction from Raw Data 

Domain Concept Set

Text

atof這個function可以把字串
轉為浮點數...可是為什麼我測
了幾個數字... atof 轉出來的
結果都是錯的 :( 

Function

DC …

atoi Functionatof

F: {atof, function, atof}

F: {atof, function, atof}

CK: {string, float}

Coding
Keyword

DT

String Float

…

…

CK: {string,float}

 
Figure 3.3 Domain Concept Set Construction from raw data 

In this example, from the text of original table, we use the keyword set in the 

DKO to map the keywords to the concepts by the concept identifier. The text in the 

left-hand-side contains these keywords which is “atof, function, 字串, 浮點數, atof” 

all of the keywords are identified and combine to the DCS in the right-hand-side table. 

With the concept identifier, the text can be identified to the concept and generate the 

Domain Concept Set. 
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3.3. Forum Document Representation 

As mentioned above, text can be described by the DKO and represented with 

Domain Concept Set., Therefore, we can consider the structure of forum document as 

“Title”, “Body”, and “Reply”. And in the topic analysis, teachers always have their 

own view points to analyze the topics. Hence these attributes include “Time”, 

“Location”, “Author”, and “Popularity” have been defined. The seven parts compose 

a forum document. The formal definition of Forum Document as follows. 

 

Definition 3: Forum Document 

Forum Document (FD) = {Attribute, Data Type, Value} 

Attribute: = <T, B, R, WC, Time, L> 

Data Type: = <string, string*, int, Time, double> 

 

The attributes “Title”, “Body”, and “Reply” are the core parts of the forum 

document. The values in these fields are used to represent the content of the forum 

document. Others are the dimensions used to be analyzed.  

 

Example 3: The forum document representation 

 The example shows the representation of a forum document. The text parts 

“Title”, “Body”, and “Reply” are represented in the Domain Concept Set format.  
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Table 3.1 The records of the forum documents 

Title Body Reply Time  Location Author Popularity 

String  String String*[] Time String String Double 

F: <atof> F: <atof, function, atof> 

DT: <string,float>  

Others: <>  

1.<…> 

2.<…> 

3.<…> 

4/8/2007 

3:00:46 

PM  

台北 Thorx 21.46 

CK:<string> CK: <string,terminated> 

P: <compiler>  

Others: <>  

1.<…> 

2.<…> 

3.<…> 

6/8/2007 

9:03:10 

PM  

台北 阿龍 8.38 

OO: 

<namespace> 

F: <#define> 

F: <define, macro > 

OO: < namespace >  

Others: <>  

1.<…> 

2.<…> 

3.<…> 

6/5/2007 

11:17:59 

PM  

台北 ericlin 188.62 

 

3.4. Forum Document Class 

Although we have defined the Domain Keyword Ontology to describe the 

concepts of forum document, the representation of the forum has also been defined 

above. However, different document classes have different focused features. For 

example, a forum document is talking about the “The usage of VS.net 2005”; the topic 

of the forum document is about the feature which is “Platform”. Actually, human are 

more interested in the topics of the documents which begin with question style. In the 

“C++ programming” domain, we predefine these classes including “What” “How” 

“Compare”, the three classes are question style class. “What” class is talking about 

concept meaning, like “what is the window API?” The class is always talking about 

the feature “Platform”, “Function”, and “Object-Oriented”. “How” class is talking 

about something usage, such as “How to use JPEG Library?” and the topic should 

focus on the usage of “JPEG Library”. In this class, topic should focus on the feature 

of “Coding Keyword”, “Function”, and “Multimedia”. ”Compare” class is talking 

about two things comparison, for example “The difference between „string‟ and 

„char*‟ “. Besides, in this domain, there are two more different classes, “Share” and 
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“Debug”. “Share” is talking about the learning experience or the new information of 

some concepts. The discussions of “Debug” are always about the problems of coding, 

this kind of forum document is always composed by a paragraph of code and some 

sentences of the problem description. According to the features mentioned above, we 

have predefined the Forum Document Class (FDC). Example 4 is the predefined 

Forum Document Classes in our “C++ programming” domain. 

  

Example 4: Forum Document Classes in C++ programming domain 

Table 3.2 Forum Document Classes in C++ programming domain 

Name  Describe  Example  

What  Describe the definition of concept , usually used in Library  The document Title is What is STL  

How  Describe how to use about the concept, ex. Coding example The document Title is How to use STL Map  

Compare  Describe the relation between two feature,  ex. Platform and 

Library 

The document Title is Where is the different 

between string and char*  

Debug  Bug in the Code. The document body is “<Code>” + 

description 

Share  Describe the concept or experiment of learning concept.  Template learning experiment 

New Type  Can‟t be analysis   



 

16 

 

Chapter 4. The Forum Topic Mining with Classifier and 

Clusterer 

In this chapter, there are three phases in the OTA including Decision Table based 

Classifier, Ontology-based Adaptive Clusterer, and Topic Viewer. With our idea of 

clustering after classification, DTC is used to predict the classification and OAC is 

used to cluster all of the documents in the forum by different classification. Finally, 

the Topic Viewer is used to visualize the charts and report by “Time”, “Location”, 

“Author”, and “Popularity”. 

 

4.1. Phase I – Decision Table based Classifier 

The DTC is used to predict the Forum Document Class of each document in the 

learning forum. As mentioned above, different Forum Document Classes will bring 

about different result of the topic analysis. Hence the process of predicting the FDC of 

the document in the forum is needed for topic analysis. By the definition, we have 

predefined the seven classes in the “C++ programming domain”. The formal 

definition of Decision Table is described as follows. 

 

Definition 4: Decision Table based Classifier  

Decision Table based Classifier: = (Class, Feature), where 

 Class := {“How”, “What”, “Compare”, “Why”, “Debug”, “Share”, “New 

Type”} 

 Feature: = {Title, Body, Reply} , where  

Title, Body, Reply are the text parts of the Forum document 

 Title, Body, Reply := Expression, where 

 Expression := {C, K, WC, Operator} 
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 C: Concept identified by Concept Identifier 

 K: Keyword identified by Concept Identifier. 

 WC: Words Count. 

 Operator: &, -, ∈, W#[],  

 

By the definition above, Decision Table contains two parts which are “Class”, 

“Feature”, “Concept”, “Keyword”, and “Words Count”. There are seven classes that 

have been defined in Definition 3 and listed in the Table 3.2. “Feature” is the text 

parts of the forum document representation including “Title”, “Body”, and “Reply” 

that have been mentioned in Chapter 3. Concept and Keyword are identified by the 

Concept Identifier before. Words Count is used to counting the words in Feature. 

With the Decision Table based Classifier, we can predict the Forum Document Class 

of the forum document.  

 

As shown in Table 4.1, if forum document contains the keyword “What” and the 

following concept belongs to “Library”, then the Forum Document Class of the 

document in the forum is “What”. As the definition of the Decision Table in the DTC, 

not only text information, but also the numerical value such as words count of each 

text and the relative position of each keyword are considered. If the title of the forum 

document contains the concept belonging to “C++” and followed by the keyword 

“Share” and the words count of the text in “Body” of the document is more than three 

hundred, then the Forum Document Class of the document in the forum is “Share”. 

Besides these five Forum Document Classes, a Classes “New Type” is also used in 

order for the extension. A Table editor will be provided for editing the Decision for 

extension. 
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Table 4.1 The Example of Decision Table 

Class Name Title Body Reply 

What 

W20[K ∈ “What” C ∈ “Library”] * * 

W20[C ∈ “Library” K ∈ “是什麼”] * * 

W20[C ∈ “Algorithm” K ∈ “What”] * * 

How 

W20[C ∈ “Library” K ∈ “How”] * C ∈ “Coding Keyword” 

W20[K ∈ “How” C ∈ “Algorithm”] * C ∈ “Algorithm” 

Why 

K “Why” C ∈ “C++” & -(C ∈ “Coding 

Keyword”) 

C ∈ “C++” 

* K ∈ “Why” C ∈ “Algorithm” * 

* W10[K∈“Why” C∈“Function”]  

Compare 

W10[C “Algorithm” C “Algorithm”] * WC > 30 

W10[C “Platform” C “Platform”] * * 

* * C “Platform” C “Platform” 

Debug 

* C “Coding Keyword” * 

K “Debug” * * 

Share W20[C All K “Share”] WC > 300 * 

New * * * 

C: concept, K: keyword*: Don‟t Care, w#: window and size, -: not 

 

 

Example 5: Data transformation 

 The example shows that how the Decision Table based Classifier is used to 

predict the Forum Document Class of the document in the forum. As shown in the 

example, the “Body” of the forum document contains the concept belonging to 

“Function” and contains the keyword “Why” which matches one of the records of 
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“Why” in the Decision Table. Consequently the forum document class will be 

determined by the matched rule. The forum document class is “Why”. 

 

 

Table 4.2 The forum document transformation  

Title Body Reply 

F: <Atof> F: <atof, function, atof> 

CK: <string,float>  

K: <為什麼> 

Others: <> 

1. CK: <float, int, float > 

2. CK: <precision> 

3.  

 

Table 4.3 Mapping to the decision table of “Why” 

Why  W10[K∈“Why” C∈“Function”] 

 

Table 4.4 The type have been predicted 

Title Body Reply Type 

F: <Atof> F: <atof, function, atof> 

CK: <string, float>  

Others: <> 

1. CK: <float, int, float > 

2. CK: <precision> 

3. … 

Why 
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4.2. Phase II - Ontology-based Adaptive Clusterer 

The process followed by the Decision Table based Classifier process is OAC- 

Ontology-based Clusterer. In this chapter, we will introduce about the Forum 

document similarity measurement and the clustering algorithm. With the idea of our 

approach, clustering after classification, in the OTA, we can choose the most suitable 

clusterer by the result of Decision Table based Classifier. And using the DKO to 

calculate Forum Document similarity to determine the Topic Cluster, distance based 

clustering has been chosen for clustering the forum documents. 

Firstly, we will talk about the clusterable Vector construction, with the data 

processing, the document concept set will be transformed into concept vector. Depend 

on our similarity function; the ISODATA will be adopted as the algorithm of 

clustering. 

 

4.2.1. Forum Document Similarity Measurement 

In this session, we will talk about how to calculate the similarity between forum 

documents. As mentioned above, the Ontology-based Adaptive Clusterer will choose 

the suitable clusterer for different FDCs. In the following, we will use example to 

describe the clusterer of different FDCs. 

Before similarity measurement, we have to normalize the input Document 

Concept Vector of the forum documents. All the DCSs have to be normalized by the 

frequency of the concept to the Concept Vector (CV).  

As shown in Example 4, the input of the OAC is DCS. DCS has been defined 

above. The concepts in the DCS will be transformed into the value by frequency of 

usage. For example, the DCS of title “<atof>” will be transformed into 

“<0,0,1,0,0…>” the length of the vector are the leaves of the DKO. When all of the 

DCS of the forum document be transformed, followed by the step is similarity 
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measurement. 

 

Example 6: Concept Set Normalization from Concept Set to CV 

 This example shows how to normalize the Concept Set to Normalized Concept 

Vector. The normalization is depending on the frequency of the concept appearance 

value. As shown in Table 4.2.1 and Table 4.2.2, the Concept Set in the “Body” 

contains the concept “atof” two times, the concept “function” appears one time. 

Therefore, the value of “atof” field in the Table 4.2.2 becomes 0.66 and the value of 

“function” in the Table 4.2.2 becomes 0.33. 

 

Concept Set 

Table 4.5 The Concept Set before normalization 

Title Body Reply Type 

F: <Atof> F: <atof, function, atof> 

DT: <字串, 浮點數>  

Others: <> 

1. CK: <float, int, float > 

2. CK: <precision> 

1. … 

Why 

 

CV 

Table 4.6 The CV transform from Concept Set 

Title * 0.4 Body * 0.25 Reply * 0.35 

F: <1,0,0…> * 0.5 DT: <0,0,0.5,0,0,0.5> 0.1 

F: <0,0.33,0.66,…> * 0.5 

1. DT: <0.5,0.25,0.25,0,0…> * 0.1 

2. ….. 

  

After constructing the CV, the distance measurement is described below. In this 

thesis, the Euclidean Distance function is adopted to measure the distance between 

CVs. The following is the definition of the distance measurement function. 
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Definition 5: the similarity measurement of CVs 

Similarity = F (“Title”) * W1 + F (“Body”) * W2 + F (“Reply”) * W3, where 

Title, Body Reply = CV, CV normalized DCS. 

DCS have been defined in Definition 2. 

W1, W2, W3 are the weights of each parts of the forum document representation 

described in Definition 3. 

F (CV) = ∑ S (DFS), 

S (DFS) = ∑ ED (LCVi), where 

LVCi =  
if i is leaves in DKO    LCVi = CV                                            

if i is internal in DKO LCVi = average value of child node
  

ED function is Euclidean Distance Function ED (Vector) =    Vectori
2 n

i=0

2
 

 

Example 7: Document Similarity Measurement 

 In this example, the similarity measurement of the Concept Vector is shown. The 

Document A and Document B have the similar concepts because the two concepts are 

in the same sub-tree of DKO. By the definition mentioned above, the similarity of AB, 

AC, and BC are calculated below. Thus, we have the similarity of AB is the smallest. 
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Figure 4.1 The example of documents similarity measurement 

 

4.2.2. Ontology-based Adaptive Clusterer 

With the result from the Decision Table based Classifier, all of the forum 

documents will have been predicted the FDCs. As mentioned above, the different 

FDCs have different feature weights to cluster. Therefore, in the OAC we can choose 

an appropriate clusterer in order to analyze the topic by different class and different 

feature weight. In the predefined six FDCs, “What”, “how”, “compare” the three 

classes have the feature that the reply of the forum document are more important than 

the original body of the forum document. And the forum documents in the “what” 

class are always talking about the concept of “Function”, “Platform”, and “Object 

Oriented”. So in the “what” class, the OAC will adaptive the weighting more on the 

three features, and weighting more on the reply then body. As shown in Table 4.7, the 

others feature and weight points are described.  

 

 

 

Data 
Type

Function Data …

…

Code

C1 C2 C3

1 0 0

Data 
Type

Function Data …

…

Code

Data 
Type

Function Data …

…

Code

A B C

0.5 0 0.5 0 0 1

0.25 0.25 0.5W1=0.2

W2=0.8

Concept
Vector

C1 C2 C3

0 1 0

C1 C2 C3

0 0 1

C1C2 in 
the same 
sub-tree

More
similar
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Table 4.7 The feature weight point with FDCs 

Class  Feature Weight Point 

What  “Function” “platform” “Object Oriented” in “Reply” 

How “Coding Keyword” “Function” “Platform” in “Reply” 

Compare  “Platform” “Function” in “Reply” 

Why “Function” “object Oriented” in “Reply” 

Debug  All but “Coding Keyword” in “body” 

Share  All in “body” 

New  Average 

 

After setting the feature weight of the clusterer, we adopt ISODATA to clustering. 

ISODATA with cluster initial number: 10, min cluster size: 3, max cluster size: 30,  

Besides, the clustering result from above, we consider the time issue of the 

clustering. As shown in figure 4.2. 

 

 

Figure 4.2 The hierarchical ISODATA clustering 
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4.3. Topic Viewer 

The clustering result Topic Clusterers will be passed to TV, which is used to 

visualize the topic cluster and analyze with different dimensions including “Author”, 

“Time”, “Popularity”, and “Location”. In the section, we will discuss about the 

interpretation of the report and charts. 

 

Analyzing with Popularity 

 

 
Figure 4.3 The pie chart of ”how” clustering result 

This pie chart can show the topic discuss popularity. In the graph, we can see the 

topics discussed in the forum, and the popularity of each topic. In Figure 4.4, we can 

see there are eight topics in the “how” class whose discussion rates are also shown in 

the graph. 

Analyzing with Time 

 



 

26 

 

 

Figure 4.4 The Line chart analyze by time 

This line chart can show the topic scope with time. In the graph, we can know the 

when the topics are discussed frequently, and when the topics start. In Figure 4.5, we 

can see there are three topic in the “how” class, with topics lifecycle. 

Analyzing with Author 

 

Figure 4.5 The Bar chart analyze by authors 

This bar chart can show the author discussion content in each topic. In the graph, 

we can see the comparison of the interesting in topics. In Figure 4.6, we can see there 

are two topics in the “how” class and the discussion that posted by the each author. 
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Chapter 5. System Implementation and Experiment 

For evaluating the OTA system, the OTA system has been implemented. In this 

chapter, the implementation and the system function will be discussed. 

 

5.1. System Implementation and Design of Experiment 

OTA system is implemented by the programming language C# on .net platform, 

which consists of user view and crawler. User view is shown in Figure 5.1. 

 

 

Protege

How
What
Why
Compare
Debug
Share
Other

PieChart
LineChart
BarChart

Analyzed Result

Load the 
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Protege

1

Select the 
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4
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2
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Document 
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Figure 5.1 The user view of the OTA 

The crawler in OTA is implemented to crawl from programming learning forum 

“http://www.programmer-club.com/pc2020v5/Forum/ForumN.asp?board_pc2020=c” 

http://www.programmer-club.com/pc2020v5/Forum/ForumN.asp?board_pc2020=c
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[107] every day automatically. Until now, there are more than 33 thousands forum 

documents that have been crawled and stored into the SQL database. 

The forum is built from 2000 AD to now, and builds for programming teaching 

and learning. The users in the learning forum are students and the senior programmers. 

The documents in the learning forum are always asking some problems about the 

programming or the homework or learning issue in the courses. Some enthusiastic 

people will post documents with new and important information about the 

programming domain. With these documents in the learning forum, the topics of the 

programming domain will be showed up by the OTA system.  

 

5.2. Experiment result and explanation 

In the section, we will discuss about the experiment result from the learning 

forum that have been mentioned above, and describe the result of the statistical charts. 

 

Result 1: The Result of “How” Document Class 

 

Figure 5.2 The result with popularity in “How”   

 

From the result we will see that in the “Statement” parts, about the “Loop” 

learning, there are more problems for learners in the “for” loop then in the “while” 
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loop in the C++ domain. It is reasonable that “for” loop are more hard than “while” 

loop because the syntax in the “for” loop are more complex. In the “Data Structure” 

parts, about the part “Abstract Data Type” learning, there are more problems in the 

“Queue” and “List”, but there is no “Tree” or “Stack” in the “How” document classes. 

There may be two reasons for the situation. One of the reasons is that “Stack” and 

“Tree” are easier than the other two Data Structures. The other is that “Stack” and 

“Tree” have not been teach at the time or “Stack” and “Tree” are not in the “How” 

document class. Because the learning issue of the two kinds of the Data Structure and 

are not focused on how to use it but how to debug it. 

 

 
Figure 5.3 The topic in “How”  

 

The Figure 5.3 of the result are the authors published documents number in the 

topic “Loop, for”. As the topic shown, we can find that the topic documents are 

talking about the “for loop”, and with the bar chart, we can find that the learner 

“tamdragon” post in the topic. Or the learner has more problems in the topic. It can 

conclude that the learner is more interested in the topic than other learners.  
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Result 2: The result of “What” document class 

 

Figure 5.4 the topics in “What” 

In Figure 5.4, we can find out that the compositions in “What” are similar with 

“How”. Actually, in the programming domain, after understanding a concept, learner 

is always interesting about how to use it.  

 

Result 3: The result of “Why” document class 

 

Figure 5.5 the topics in “Why” 
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Result 4: The result of “Debug” Document Class 

 

Figure 5.6 the topics in “Debug” 

We can find that the topics in “Debug” are much different with the topics above. 

The topic “New” are focused on. “Topic” new is talking about the dynamic allocation. 

It is difficult for senior programming learners. Following figure is the detail in the 

“New” topic. 

 

Figure 5.7 The details in the “New” topic of “how” 
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In the URLs list, we can find out that most of the documents in “New” are talking 

about the construction and destruction of dynamic memory allocation. Teachers may 

enhance the course on dynamic memory allocation. 

 

Result 5: The result of the “New Type” documents 

 

Figure 5.8 The topics in “New Type” 

 

In the experiment, we have realized the different features in document classes by 

the Result 1~5. And the learning strategy that for different learner need can be 

proposed to teachers. We can also find the problems or the issues of learner that are 

popular. The trend of topics is showed to teachers. 
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Chapter 6. Conclusion 

According to the discussion above, an Ontology-based Topic Analyzer has been 

proposed for assisting teachers to realize the topics in the learning forum and give the 

topic trend to teachers. 

The OTA includes the DKO to give the forum document the description of 

concepts and the adaptive clustering for topic extraction by different document classes, 

and the TV to view the topic trend with various dimensions including “Time”, 

“Author”, “Location”, and “Popularity”.  

With these parts, in this thesis, an Ontology-based Topic Analyzer including the 

Decision Table based Classifier, Ontology-based Adaptive Clusterer, and the Topic 

Viewer is implemented for giving the users a visualization report and charts for 

assisting the teachers to realize the global view of the topic analysis result. 

In the experiment, we have proved that the approach of OTA for the learning 

forum is useful for teachers to realize the topic and the students‟ behavior. 

In the near future, OTA will be ported to the different open sources forum 

systems, such as phpBB [1] in order for popularity. And Decision Table editor will be 

provided for Decision Table refining. Moreover, we will extend the ontology formats 

to the famous formats like OWL and RDF. Since the ontology construction and 

Decision Table editing will be easier, the user feedback model will also be provided 

for refining the Table of Classifier and the Domain Keyword Ontology for more 

precision topic analysis. The mechanism of analysis reporting will be improved for 

summarization by the results of statistic. 
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