" vi7 \:_f)’ ,_‘%t
BT Sp A2

oy

o) SR

A Study on Applying Information Hiding Techniques to Security
Surveillance

T 4 I aEd

S
TSI ER AT

oz S Jeq



e

B TRERRIRE 2E L]

A Study on Applying Information Hiding Techniques to Security
Surveillance

Foyo4 ipmaEe Student: Jian-Jhong Chen

IERR D E AL Advisor: Prof. Wen-Hsiang Tsai

+ =
St

=
=
= IF cv
m
R
kit
o+
k:

A Thesis
Submitted to Institute of Multimedia Engineering
College of‘Computer Science
National Chiao Tung University
in partial Fulfillment of the Requirements
for the Degree of
Master

In
Computer Science
June 2007

Hsinchu, Taiwan, Republic of China

PEARA LA ER



Eﬂ;ie@l D FE A ;}%%%&;%éﬁﬁi

# &

Fof o ARKAR S T AR RMTR A - Ay B AT CERH
AT dr A Rt o - R S AT AP F oA e E
T o A B AR P BB e D G Y LR R 2 Y 0 2 188
PAEBEFT RSB FBEOE e S BT £ 37 B TR R
AR RE 2DV ERY O NIEPREL R A PRI B ETOT R
FERIFRFR Y R (I-frane)? » T B3 L T & 4T Nk M HH
He olgd - A2 TR BFEARS > AR B e ¥ AP R T AL R

koo Frwmd BRALA SRR Ry ko Bis 0 B2 BT AL AT AR

Jﬁ;{
d
15
=
e
3

R E Ee A b enT G HEL L 2 B OREE T g
L PR LERF AR TR ERIR M SRR o T~ B R 2 SR

V2l

PR Ak o B A RS T AP T SRS > FP RS LT (A o



A Study on Applying Information Hiding Techniques

to Security Surveillance
Student: Jian-Jhong Chen Advisor: Prof. Wen-Hsiang Tsai, Ph. D.

Institute of Computer Science and Engineering
College of Computer Science
National Chiao Tung University

ABSTRACT

Nowadays, more and more surveillance videos are recorded to prevent crimes.
Three methods for data hiding applications implemented on video surveillance
systems are proposed. In the first method:proposed for the purpose of searching
videos for specified persons or motion-ebjects, we extract features from motion parts
of video frames and embed them in‘the frames to help later searches for frames which
contain motion objects with similar features. In the second method proposed for
keeping motion frames in safer video sections to prevent malicious tampering, we
embed concerned motion frames together with specially-designed authentication
signals into I-frames with background scenes. Modification or replacement of relevant
motion frames can be checked via an authentication process and compensated by a
frame recovery process. Finally, the third method is proposed to monitor car break-in
events, in which a warning message of event time and the car plate number is sent
wirelessly from an on-car computer to a surveillance system. The message is then
embedded in relevant video frames. Such event frames can be retrieved later for

inspection. Good experimental results prove the feasibility of the proposed methods.



ACKNOWLEDGEMENTS

I am in hearty appreciation of the continuous guidance, discussions, support, and
encouragement received from my advisor, Dr. Wen-Hsiang Tsai, not only in the
development of this thesis, but also in every aspect of my personal growth.

Thanks are due to Mr. Chih-Jen Wu, Mr. Kuan-Chieh Chen, Miss Kuan-Ting
Chen, Mr. Tsung-Chih Wang, Mr. Yi-Fan Chang, and Mr. Shang-Huang Lai for their
valuable discussions, suggestions, and encouragement. Appreciation is also given to
the colleagues of the Computer Vision Laboratory in the Institute of Computer
Science and Engineering at National Chiao Tung University for their suggestions and
help during my thesis study.

Finally, | also extend my profound-thanks.to my family for their lasting love,

care, and encouragement. | dedicate this dissertation to my beloved parents.



CONTENTS

ABSTRACT (1N CRINESE) ...eeiiiiieeeie ettt i
ABSTRACT (iN ENGHISN) .ccvviiiiie e I
ACKNOWLEDGEMENTS ..ottt i
CONTENTS oottt et et be st e b e e reene et eeeeens iv
LIST OF FIGURES ...ttt Vi
Chapter 1 INTrodUCTION ....c..ooiiieece et nne s 1
1.1 IMOTIVALION .ttt 1
1.2 Survey of Related WOTKS ........covoiiiieiiee e 2
1.3 Overview of Proposed Methods ..........cccccvveviieieniesiece e 3

1.3.1 A method for searching targeted persons in surveillance videos .3
1.3.2 A method for hiding and recovering suspicious images in

SUPVEITIANCE VIABOS ...ocvvivieiiiiiie s 3

1.3.3 A method for searchesof special-event frames in surveillance
Videos Of ParkiNg [0tS, i ool eereiiereee e 4
1.4 CONEIIDULIONS ... ikt kb i e 5
1.5 ThesiS OrganiZatiQn ... dsiiemreeisnediiaeseeeeeseeseeseseeseesseseesseeseesseesees 5
Chapter 2 Searches of Targeted Personsin-Surveillance by Hiding Color Feature
Information in Surveillance Videos i........ccccoovviiiineie i 6
2.1 INTFOAUCTION .o 6
2.1.1 Problem Definition .........cccooiiiiiiiniinisee e 7
2.1.2 Proposed I0BA ......ccceeiieeiieeiesiee e 7
2.2 Embedding of Color Feature Information ............cccocevvvieiienncieseenn, 8
2.2.1 Properties of color feature information ..........c.ccccoecvvievieieciennnn, 9
2.2.2 Proposed embedding ProCESS ......cccccveieerieiieereeiesiesee e eeeseenaens 9
2.3 Extraction of Hidden Information and Searches of Targeted Persons ..13
2.3.1 Idea of proposed extraction teChNiqUe .......cccecvevevvveieeiieiiennnns 13
2.3.2 Proposed eXtraCtion ProCESS ........cccovveiverieereereeseesieseeseeseeseenes 13
2.3.3 Proposed SEarch ProCeSS ......ccccevivereeiieseesiesieseesseeeesree e snaeseas 14
2.4 Experimental RESUILS .......ccoveiieiiie e 15
2.5 Discussions and SUMMAIY .....c.ccvevieiieieeieceesee e se e see e 18

Chapter 3 Recovery of Modified Surveillance Videos by Hiding Motion

Information in Background Frames ..........ccocoviiiinenienin e 19
3.1 INTFOAUCTION . 19
311 Problem definition ..o 19



3.1.2 Proposed IdEa .......ccevueeiiiieiieie e 19
3.2 Embedding of Motion Frames and Authentication signals into Stationary

FIaMES ..o 20

3.2.1 Properties of motion frame images and proposed authentication
SIONAIS .ot 20
3.2.2 Proposed authentication signal generation process .................... 21
3.2.3 Proposed embedding ProCESS ......cccccvevereerieeieeseeniesiesiee e see e 22
3.3 Extraction and Recovery of Hidden Information ............ccccccevvevvennne. 24
3.3.1 Idea of proposed Method ..........cccoeeeiieiciiccece e 24
3.3.2 Proposed extraCtion ProCESS ........cccovevvereeresreeseesieseeseeseesaenes 24
3.3.3 Proposed authentication ProCeSS ........cccccveverveereervesieeseesieseenens 25
3.34 Proposed reCOVEIY PrOCESS.......ccveeeerreereeaeeseesieeeeseessesseesseesees 26
3.4 Experimental RESUILS .......c.oovvieeiiie e 26
3.5 SUMMATY et nnb e e e nnneeen 27

Chapter 4 Searches of Special Event Frames in Surveillance Videos of Parking
Lots by Hiding Car Identification Information ............ccccccoecviieiienns 32
4.1 INtroduCtion ....ooveee e BB s 32
4.1.1 Problem definitioN e . csbis e ereereenienisieee s 32
4.1.2 Proposed 1d 8 ...k i e 32
4.2 Proposed Method G e et et se et e e ee e eas 33
4.2.1  Transmitting informationto-surveillance system sever from a car ..
.......................................................................................................................... 34
4.3 Embedding of car identification information into a video .................. 34
4.3.1 Extraction of hidden information ...........c.ccoccevvvineniiniiinne 35
4.3.2 Search of Suspected Frames ........cccccevvvieevveie i 36

4.4 Experimental Results 37

4.5 DisScusSioNs and SUMMAIY ......ccccveeereeriesiesieesieseeseeeeseesseeseesseesseaneens 38
Chapter 5 Conclusions and Suggestions for Future Works ............ccccooevvevieenen. 40
51 CONCIUSIONS .. 40
5.2 Suggestions for FUtUre WOIKS .........ccooveveiieiieie e 41
REfErence ..o 42



LIST OF FIGURES

Figure 2.1 Illustration of proposed method for embedding color feature information in

FEAI TIME. .ot 8
Figure 2.2 An illustration of divided parts of chrominance Space. .........ccccccevvervvrvernnnn 9
Figure 2.3 Flowchart of process for embedding color feature............cccccevvvivevvenenne. 12
Figure 2.4 An image and difference with background. (a) Original image. (b)

DIfferenCe IMAGE. ... .ccvveieeie et enes 16

Figure 2.5 Six frames of the resulting stego-video. (a) The first frame (P frame). (b)
The second frame (B frame). (c) The third frame (P frame). (d) The 4th
frame (I frame). (e)The 5th frame (B frame). (f)The 6th frame (P
frame).(CONINUEA) .....oeveeiieece e 16

Figure 2.6 The proposed interface displays the experimental result (a) The result of

extraction. (b) The results of searching a targeted person. ...........cccccecv..... 17
Figure 3.1 A GOP which is embedded in background frames. (a) GOP G1 with 8
frames. (b) CRC value of Glwhich.is a 32-digit integer. ..........ccccceevenenn 28

Figure 3.2 Several background I-frames in,which compressed GOP G1 of Figure 3.1
is embedded. (a) Original background:I-frames in which G1 is to be
embedded. (b) Stego-I-frames in which G is already embedded.............. 29

Figure 3.3 Authentication signal-extracted:i(a) 7 stationary frames forming a new
GOP G1’ which replaces the original-8 frames of GOP G1 (b) Computed
CRC value of GOP G1’. (c) CRC value of GOP G1 extracted from the
subsequent I-frame. (d) 8 frames of the original GOP G1 extracted from
the I-frames where they were embedded.(continued).........c..cceevevveinennens 31

Figure 4.1 Simulating two cars parked in a parking lot...........cccccooeiiieveiie i 38

Figure 4.2 The search result with an interface. (a) Display of two of search result of
frames of events related to car with plate number XX-123. (b) Display of
two of search result of frames of events related to car with plate number
XX-456.(CONLINUEA) ..ovveieeeie et 39

Vi



Chapter 1
Introduction

1.1 Motivation

With the rapid rise of crime rates nowadays, environment surveillance systems
become more and more essential for security monitoring in public places. Digital
videos, which are popular multimedia files to store image sequences, are often used to
store the result of security monitoring. Generally speaking, most frames in such
videos are still images with the same backgrounds. But what we really care about are
not such frames. Therefore, when we want to search for or protect some special
frames in these videos, we should-develop,more effective methods.

Searching for target persons over a video by humans is time-consuming, because
the persons must be found everywhere in'the image sequence. Even in a shorter
segment of videos to search some frames is not an easy work, either. Therefore, we
should add some marks in special frames to help us in the search. One useful
approach is to embed special features into corresponding frames.

In parking lots what we are interested in is the occurrence of a special event on a
car. Often, this event means that the car door has been opened. Therefore, if the car is
able to send some message out, one useful approach is to embed that message into
corresponding frames of the video taken by a surveillance camera in the parking lot.
This would be of great help for humans to find the event afterward from the
surveillance video.

Because a surveillance video might contain suspicious or criminal acts,

malicious users might acquire the video in an illegal way and tamper with it for



misrepresentation. It is desired to design in this study a useful approach to counteract
such actions. And a solution is to embed the special frames including suspicious acts
into the other frames which contain just the environment background. Then, if
someone only tempers with the important frames with criminal acts but does not do
any change to the background frames, which is possibly the case, we can still recover
some frames which contain the suspicious acts for use as a proof of the criminal acts
found in the video as well a proof of the tampering behavior.

In this study, we will develop appropriate techniques for accomplishing the

different purposes mentioned above.

1.2 Survey of Related Works

In this study, we develop some newsmethods for information hiding applications
by embedding a variety of information within videos.

There are lots of approaches. ta hiding data into a video [1-3]. Chae et al. [1]
proposed a method to hide data into the DCT, coefficients of a host video, in which the
method is adaptive to the local texture content of the host video frame blocks. The
method is useful because the human visual system is more sensitive to the change in
low frequency regions than in highly textured regions. Hartung et al. [2] proposed
methods for embedding additive watermark signals into uncompressed and
compressed video sequences. Giannoula et al. [3] proposed a compressive data hiding
techniques. This method hides both the chrominance components and the DCT
coefficients of certain segmented audio signals into the luminance component.

For video recovery, some authentication techniques have been applied. Chien et
al. [4] proposed a method to detect tampering of frames by embedding authentication

signals. Schneider et al. [5] proposed an idea to generate a digital signature for



authentication using the image content. He et al. [6] proposed an authentication

method to authenticate MPEG-4 videos with object-based watermarking solutions.

1.3 Overview of Proposed Methods

1.3.1 A method for searching targeted persons in

surveillance videos

A method using the data hiding technique for searching targeted persons in
surveillance videos is proposed in this study. First, we apply a motion detection
technique to judge whether an image captured from a video camera is a still
background frame or not. If not, a color detection algorithm is performed on the
image to obtain a certain color feature;Then.an MPEG-4 encoder is employed to
compress the image, and embed in the.mean time the color feature into some
quantized DCT coefficients of the I-frame-detected to be a non-background frame.
Finally, a variable-length coding process is:performed to generate a stego-video (a
video in which some digital information is embedded). By extracting the color feature
through an MPEG-4 decoding process, we can easily find out which frame is a
non-background one and what color feature it has in the surveillance video. Then if
we find a person in one frame of the video, we may find the same person in the other

frames of the video by finding frames which have similar color features.

1.3.2 A method for hiding and recovering suspicious

Images in surveillance videos

A method using data hiding techniques for hiding and recovering suspicious
image parts of surveillance videos is proposed in this study. First, we apply a motion

detection technigue to judge whether an image frame captured from a video camera
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contains motions or not. If so, we store the motion frame, called suspicious image.
Then an MPEG-4 encoder is employed to compress the image, and embed the
suspicious image into some quantized DCT coefficients of the background I-frames in
the following image sequences of the video. After completing the embedding process,
a variable-length coding process is performed to regenerate a protected video. By
extraction the suspicious image through an MPEG-4 decoding process, we can obtain
the suspicious image that we are really concerned with. And if someone has tampered
with that part of the image sequence which we have embedded into background

frames, we still can get some of those import frames.

1.3.3 A method for searches of special-event frames

in surveillance videos:of parking lots

A method using data association techniques| for searching special events at
parking lots by hiding special signal information in surveillance videos is proposed in
this study. First, we assume that each'car ‘parked in a parking lot is wirelessly
connected to the Internet. And when a car door is opened, the car will send an
identification signal to a surveillance system established in the parking lot, and the
system will hide the signal into the video immediately. In the surveillance system,
each image captured from a surveillance camera is put into a real-time encoding
process. Car identification signals are embedded into some quantized DCT
coefficients of the I-frames in the recorded video when some cars send signals to the
system. A variable-length coding process is performed finally to generate a
stego-video. By extracting the car identification signals through an MPEG decoding
process, we can find out which car in the surveillance has been opened and when it

was opened.



1.4 Contributions

Several contributions are made in this study, as described in the following.

1. A method for searching targeted persons in recorded videos by hiding and
retrieving color feature information is proposed.

2. A method of hiding, and recovering suspicious images in background frames
of surveillance videos by motion detection techniques is proposed.

3. A method for searches of special-event frames in surveillance videos of

parking lots by hiding special signal information is proposed.

1.5 Thesis Organization

In the remainder of this thesis, the method. for searching targeted persons in
surveillance videos is described-in.Chapter 2.-In Chapter 3, the proposed method for
hiding and recovering suspicious image-parts-in surveillance videos is described. In
Chapter 4, the proposed method for searches-of ‘special-event frames in surveillance
videos of parking lots is described. Finally, conclusions and some suggestions for

future works are given in Chapter 5.



Chapter 2

Searches of Targeted Persons in
Surveillance by Hiding Color
Feature Information in Surveillance
Videos

2.1 Introduction

With rapidly increasing popularity of surveillance systems, more and more crime
facts or special events can be recorded and found in surveillance videos. In this
chapter, we describe the method weypropose: for searching surveillance videos for
recorded motion events (like a walking persan).in video frames. The method is useful
because suspected humans and their, activities in surveillance videos can then be
checked quickly and conveniently for various purposes. Conventionally, when we find
some suspicious persons in a video and want to find other video frames which contain
the same person, it usually takes a lot of time to do such works manually by humans.
Instead, by the method we propose, we can quickly find other video frames which
contain similar suspicious persons or activities.

Data hiding techniques have been proposed in many researches recently. Chien
and Tsai [4] proposed an approach to embedding data into videos during the encoding
process. And in this study we will use their approach in the proposed embedding
process.

In Section 2.1.1, some related problem definitions are given, and the idea of the
proposed method is described in Section 2.1.2. In Section 2.2, the proposed process

for embedding color feature information is stated. In Section 2.3, the proposed



process of extracting hidden information and searching of targeted persons is stated.
In Section 2.4, some experimental results are shown to prove the feasibility of the

proposed method. In the last section, a summary will be made.

2.1.1 Problem Definition

In the proposed method, given a surveillance video, whenever a motion event is
found in a video frame, say I, we extract a feature F of | immediately and embed F in
the first subsequently I-frame of the video. In this way, all the motion events can be
extracted and saved in the video itself. Later on, whenever search of a certain motion
event is desired, we can extract the feature F' of the event from a relevant I-frame, and
then use F' as a seed for searching the remaining part of the video to find out all the
I-frames containing features similar, 10 F*. This-technique is useful for fast search of
interesting events in long surveillance videos.

The first issue involved inthe proposed method is how to detect motion events in
a real-time surveillance system with a stationary camera. The second issue is how to
generate a feature to identify frames which contain an identical event. And the third
issue is how to embed the feature into compressed bitstreams of MPEG-4, and the

final issue is how to extract the feature in the search process.

2.1.2 Proposed Idea

An example of interesting motion events is the appearance of a certain person in
many video frames. And usually, these video frames have similar features, like color
of the clothes of the person. We can use the color feature to detect whether two frames
contain the same person. In the proposed system, we utilize absolute frame
differencing, which compares an input video frame with a fixed background image, to
detect motions in the video frame. We then want to embed the color feature of the

motion part into the video during a video encoding process. Then, we can easily check
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which frames contain the same person later on.

2.2 Embedding of Color Feature
Information

In the proposed system, we utilize an absolute frame differencing algorithm,
which compares an input video frame with a fixed background image, to detect
motions in the video frame. In this section, we propose a method to extract a color
feature of a non-background video frame, and describe the process for embedding the
color feature into the subsequent nearest I-frame in the video. An illustration of the

proposed method is shown in Figure 2.1.
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Figure 2.1 Illustration of proposed method for embedding color feature
information in real time.



2.2.1 Properties of color feature information

First, we transform the color space into another, the model of “YC,C,.” Then we
deal with the chrominance (Cy, C;) only to generate the desired color feature. In this
way we can reduce the effect that the light has on colors. We know the ranges of Cy
and C, are clamped to [1..255]. Now, we divide the space (Cp, C;) into 256 parts with
the same size as Figure 2.1 shows. Then we count how many pixels of an image in
each part. And we denote the two parts which have the highest counts as the desired

color feature of this image.

(Cb,Cr) 0~15 16~31 194~209 | 210~255
0~15 (0,0) (0;1) (0,14) (0,15)
16~31 (1,0) (1,1) (1,14) (1,15)
194~209 | (14,0 (14,1) (14,14) | (14,15)
210~255 | (15,0) (15,1) (15,14) | (15,15)
Figure 2.2 An illustration of divided parts of chrominance space.

2.2.2Proposed embedding process

In the proposed system, we check each video frame of a captured video to see
whether the video frame is a background image or not. If not, we get a difference
image by subtracting the video frame from the background image. We do this in the

space of (Y, Cy, C)). Then, we check the three colors Y, Cy, and C, of each pixel of the
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difference image; if any of the three values is larger than a corresponding threshold
value Ty, Tcy, or Tcy, which is predefined, then we alter the pixel values to be those of
the video frame image at the corresponding position; otherwise, we alter the three
values as null. Finally, the altered difference image will be treated as the input data to
Algorithm 2.1. This completes the extraction of the color features of the captured

video frame image.

Algorithm 2.1: Process of color feature extraction.
Input: a difference image D in the YC,C, color space generated from a video frame
image I.
Output: the color feature C of I.
Steps:
1. Denote each divided part (x, -y)-of the chrominance space of Figure 2.1 as
Zyy.
2. Assign a counter to Z, y-and-let'it-be-denoted as Cy.
3. Obtain the ranges Ry, and Ry, of the values of Cy, and C; of Z,,, respectively,
i.e., set Ry as 16x ~ (16x + 15) and R, as 16y ~ (16y + 15), as can be seen
from Figure 2.1.

4. Scan each pixel Pjjin D, and let its chrominance components be (Cyp,, Cy,). If

ij?
the values Cp, and Cy, are in the ranges Ry, and R , respectively, then set
Cxy=Cyxy + 1.

5. Select the two largest values of all the counters from Cyo to Cis1s, and
denote corresponding two divided parts in the chrominance space as Zy,y_
and Zy,y..

6. Use the indices (Xm, Ym) and (Xs, Ys) to compute two numbers np = 16Xm + Y

and ns = 16x; + Y, transform them into binary numbers, and concatenate the

10



results in order to form a binary string C as the desired color feature.

After we get the color feature by Algorithm 2.1, we must embed it into the
subsequent nearest I-frame in the given video. The detail steps of the embedding
process are described in Algorithm 2.2 below. And a corresponding flowchart is

shown in Figure 2.2

Algorithm 2.2: The process for embedding the color feature.
Input: an I-frame F in the quantized DCT-domain, a secret key K, and the color
feature C of a non-background frame Fp,.
Output: a stego-1-frame F' in the quantized DCT-domain.
Steps:
1. Denote the binary form of.€ as Cpy =, b1bobs...b, where L represents the
length of Cy.
2. For each luminance block B of size 8x8 of F, using the input key K to select
a pair of DCT coefficients (AC;, AC,) from ten pre-selected ones to embed a
bit by of Cy, according to the following rule:
(1) whenby=0and k # L:
if AC; <AC,, then swap AC; and ACy;
if AC1 = AC,, then set AC;=AC;, + T,
(2) whenby=1andk # L:
if AC; > AC,, then swap AC; and ACy;
if AC1 = AC,, then set AC, = AC, + T;

where T is a pre-defined threshold value.

11
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Figure 2.3 Flowchart of process for embedding color feature.
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2.3 Extraction of Hidden Information
and Searches of Targeted Persons

In Section 2.3.1, the idea behind the proposed color feature extraction process is
given. A detailed algorithm of the extraction process is described in Section 2.3.2.

And the steps of targeted person searches are described in Section 2.3.3.

2.3.1 ldea of proposed extraction technique

In the last section, we describe how to embed a color feature in an I-frame.
Before we use such information for searches of targeted persons, we must extract the
color feature from the quantized DCT-domain during the decoding process. For this
purpose, we can extract the information-only in, the compressed domain; we do not

have to perform the complete decompression during the extraction process.

2.3.2 Proposed extraction:process

In fact, when we do not embed ‘color ‘feature information in an I-frame, we
embed instead a character “N” into this I-frame to denote that this frame does not
contain any information. In this way, we can check whether a video frame contains a
color feature or not. In the following is the algorithm we propose to extract the color
feature information from an I-frame in a stego-video. We use this algorithm to extract
all the color feature information which has been embedded in the stego-video, and list

all of them in a report for search.

Algorithm 2.3: The process for extracting embedded color feature information.
Input: a stego-I-frame F' in the quantized DCT-domain and a secret key K.
Output: a color feature C'.

Steps:

13



1. For each 8x8 luminance block Bj; of F~ with data embedded, use the secret
key K to select from the ten pre-defined pairs of DCT coefficients the right
pair into which data have been embedded.

2. Denote the selected pair of DCT coefficients as (ACy, AC,).

3. Denote the desire color feature information of F' as C'.

4. Extract a bit by of C', a binary element of the extracted color feature,
according to the following rule:
when k < L:

if AC1 > AC,, then set by = 0;
if AC1 <AC,, then set by = 1;

where L is the length of C'.

2.3.3 Proposed search process

With Algorithm 2.3 we can get the color features for some frames of a video. If
a frame of the video has color feature information, it means that this video frame has
information which has been embedded into. In other words, this video frame must
have contained some motion image parts. Usually, these motions are caused by human
activities. So, it is highly possible that the color feature information is the feature of a
person who causes the motion. Therefore, if the same person appears in many frames
of the video, we may find similar color features in each of these frame. We use this
property to search the targeted person. The detailed steps are described in Algorithm
2.4. We can get the color feature of the targeted person as input C in one slice of the

video which contains the person.

Algorithm 2.4: The process for searching a targeted person.
Input: all extracted color features (Cy, C,, ..., Cy) of the video and the color feature C

of a targeted person.
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Output: all slices of the video which have similar color features to C, forming a
search list L.
Steps:
1. Take one of the color features and denote itas Cx k=1, 2, ..., N.
2. Denote the information of Cy as I (including the position of Cy in the video
and time, etc.)
3. Obtain the two components of Cx and denote them as My and Si. Also, obtain
the two components of C and denote them as M and S.
4. Compare C with Cy to search frames of the video having similar color

features according to the following rule:

if Myi=Mor My=SorS,=Mor S, =S, then add the video frame I to
the search list L.

2.4 EXxperimental Results

In our experiments, we used-a.web~camera and a notebook to simulate a
surveillance system. Each image captured by the camera was encoded in real time by
an encoder to form a compressed video with frame size 320x240. Figure 2.4 shows
the difference Figure 2.4(b) of one captured frame Figure 2.4(a).Figure 2.5 shows six
consecutive frames of the resulting stego-video, with the color feature of Figure 2.4(a)
of the captured frame being embedded in the I-frame (the 4th frame shown in Figure
2.5(d)). Figure 2.6 shows the result of extracting the color feature and searching for a
targeted person by a user interface. We select a color feature from a frame of the
resulting stego-video, i.e., Figure 2.6(a), as the seed for the search. Then we tried to
find other similar color features in the stego-video. Figure 2.4(b) shows the search
result corresponding to the selected color feature of Figure 2.6(a). Totally four frames

with similar features were extracted.
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(@) (b)

Figure 2.4 An image and difference with background. (a) Original image. (b)
Difference image.

Figure 2.5 Six frames of the resulting stego-video. (a) The first frame (P frame).
(b) The second frame (B frame). (c) The third frame (P frame). (d) The
4th frame (I frame). (e)The 5th frame (B frame). (f)The 6th frame (P
frame).(continued)
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Figure 2.6 The proposed interface displays the experimental result (a) The result
of extraction. (b) The results of searching a targeted person.
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2.5 Discussions and Summary

In this chapter, we have proposed a method for a surveillance system to search a
video for a targeted person which appears in a preceding frame in the video. In
proposed method, we generate a color feature for each motion, and embed it in to the
nearest subsequent I-frame. Later on, we extract a certain color feature of interest
from the stego-video, which is embedded in an I-frame, and use the feature for
searching the video for I-frames with similar color features. In this way, we can
quickly know when the person, who is represented by the feature of interest, has
appeared so that we can get the corresponding video frames easily. This technique is
useful for fast search of videos for targeted persons of interest, saving time in
observing a long video for the purpose of finding.out all the scene frames including

the person.
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Chapter 3

Recovery of Modified Surveillance
Videos by Hiding Motion
Information in Background Frames

3.1 Introduction

With the rapid development of the environment surveillance system, large
volumes of digital surveillance videos are produced every day. It is easy to modify
digital videos by lots of video editing software. So, criminal or special events
recorded in the video may be tampered with by. illicit people. In this chapter, we
describe the method we propose-for.video authentication and recovery to prevent such

illegal activities.

3.1.1 Problem definition

The first task of the proposed method is to verify whether a given video has
been tampered with or not, and identify which frames have be modified or replaced.
The second task of the propose system is to reconstruct such frames. The ideas behind

the techniques we propose to achieve these two tasks are described in the following.

3.1.2 Proposed idea

In most surveillance videos, there are lots of background frames with no motion
activity. These frames usually are of low values to users. But it spends a lot of spaces
to record them. In the proposed method we use these spaces to embed more valued

information. More specifically, we compress video frames with motion activities
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(called motion frames hereafter) and embed them together with certain authentication
signals in subsequent stationary background frames (called stationary frames
henceforth). The authentication signals are computed from the contents of the motion
frames, and can be used later for checking whether the motion frames have been
tampered with or not. Furthermore, if the motion frames are authenticated to have
been tampered with, then the original motion frames which were embedded in
subsequent stationary background frames can be retrieved for inspection for various

purposes, for example, as proof of the illegal tampering activity.

3.2 Embedding of Motion Frames and
Authentication signals«dnto Stationary
Frames

In the proposed system, we utilize the-technique of relative frame differencing,
which compares an input video frame'image with its preceding frame image, to detect
motions in the input frame image. And we compress the detected motion frames and
embed the resulting data as well as the authentication signals into subsequent

stationary frames. More details are described in the following.

3.2.1 Properties of motion frame images and

proposed authentication signals

In the proposed video surveillance system, consecutive frames are first encoded
into the MPEG format in the form of GOPs (groups of pictures). Each GOP includes
an I-frame, and several B-frames or P-frames, in order, with each frame being in the

form of a bit stream. Before the encoding process, if a frame acquired by a
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surveillance camera is analyzed by the previously-mentioned relative frame
differencing technique to be a motion frame, then the encoded GOP which includes
this frame will be regarded to be a motion GOP. To enhance security, we use a secret
key in the process of authentication signal generation and motion frame embedding.
In this way, other people cannot generate the same signals and retrieve the embedded

data without the right key.

3.2.2 Proposed authentication signal generation

process

We describe the process of authentication signal generation as an algorithm in

the following.

Algorithm 3.1: Generation of an-authentication signal.
Input: a GOP G; of the captured-video; the frame number N of the I-frame of the GOP
Gi+1 following G;, and a secret key K.
Output: authentication signal A; of G;.
Steps:
1. Denote the n frames of G; as Fio, Fi1, Fi2, ..., Fin, where Fjo is an I-frame, and
n is the number of frames in G;.
2. Encode these n frames into the MPEG format, and denote the results as B,
Bi1, ..., Bin.
3. Concatenate Bip, By, ..., Bin, and K in order as a string B;, and calculate the
CRC value of Bj as GCRC;.
4. Concatenate Bjp and K as I;, and calculate the CRC value of I; as ICRC;.
5. Concatenate ICRC;, GCRC;, and N in the form of a bit stream as the desired
output A;.

21



3.2.3 Proposed embedding process

In the proposed system, we consider a GOP constructed from motion frames
as a basic unit and we embed all of the data of each GOP only in the subsequent
I-frames. If one frame of a GOP is a motion frame, we set this GOP as a motion GOP.
The following is the proposed algorithm for constructing the data to be embedded into

an I-frame.

Algorithm 3.2: Construction of data to be embedded in an I-frame.
Input: a GOP G; and the nearest subsequent I-frame Ij4;.
Output: the data D; which will be embedded in Ij4;.
Steps:
1. Generate the authentication signal A; of G; by Algorithm 3.1.
2. Decide whether G; is-a motion GOP or.not by checking if there is at least
one frame in G; whichs a motion-frame.
3. Define a flag F whose value is.determined in the following way:
if G; is a motion GOP or li+; is a motion frame, then set F = “M” (meaning
that only the authentication signal A; is to be embedded in li+1);
otherwise, set F = “N” (meaning that both the motion GOP and the
authentication signal A; are to be embedded in ljs1).
4. Decide the video-recovery information R; to be embedded in li+; by the
following rule:
if F=“M,” then set R; = ‘null” (meaning nothing to be embedded);
if F=“N,” then set R; = PGy, which is a fixed part of the bit stream of Gy,
where k < i and Gy is one of the motion GOP which has been encoded
before and saved in a queue at the end of the queue (if the queue is

empty, then set set R; = “null.’
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5. Obtain the length of PGy, the position of PGy in Gy, and the length of Gy, and
concatenate all of them as IN; (meaning the information of R;).

6. Concatenate A;, R;, and IN; as D;.

The algorithm of embedding data in the I-frame is the similar as Algorithm 3.2,
but we use all of the ten pre-selected pairs of DCT coefficients. Since we can protect

the authentication signal by a key, we do not need to use the key to select these pairs.

Algorithm 3.3: Embedding of the authentication signal and the video-recovery
information.
Input: an I-frame F in the quantized DCT-domain, and data D generated by Algorithm
3.2 to be embedded into F.
Output: a stego-1-frame F' in the.quantized;DCT-domain.
Steps:

1. Convert D into a binary-form.Dy-=b1bsb3. b, where L represents the length
of Dy.

2. For each luminance block B of size 8x8 of F, select the ten pre-selected pairs
of DCT coefficients, with each pair, (AC;, AC,), to embed a bit by of Dy
according to the following rule:

(3) when by = 0:
if AC; <AC,, then swap AC; and ACy;
if AC1 = AC,, then set AC;=AC;, + T,
(4) when by = 1:
if AC; > AC,, then swap AC; and ACy;
if AC1 = AC,, then set AC, = AC, + T,

where T is a pre-defined threshold value.
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3. If the all the bits in D, have been embedded, then stop; otherwise, repeat the

above step.

3.3 Extraction and Recovery of Hidden
Information

3.3.1 Idea of proposed method

In the proposed system, we can use the authentication signal which we
embedded in the I-frame to check whether a GOP or an I-frame is the same as the
original frames. If not, the original bit streams which were embedded in the
subsequent frame may be recovered by extracting their bit streams for various

purposes.

3.3.2 Proposed extraction process

In the following is the algorithm we propose to extract embedded data from a

stego-video and save them for authentication and other purposes.

Algorithm 3.4: Extraction of embedded data.
Input: a stego-I-frame F' in the quantized DCT-domain.
Output: data D' embedded in F'.
Steps:
5. For each 8x8 luminance block Bjj of F with data embedded, extract ten bits
from the ten pre-selected pairs of DCT coefficients by the following steps.
(1) Denote each of the selected pairs of DCT coefficients as (ACy, AC)).

(2) Extract a bit by of D" according to the following rule:
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when k £ L:
if AC; > AC,, then set b, =0;
if ACy <AC,, then set by =1;

where L is the length of D'

3.3.3 Proposed authentication process

After extracting data from a stego-video, we can get all of the authentication
signals from the video. We recalculate the CRC value of each GOP in a given
suspicious stego-video and that of each I-frame with the given key, and compare the
result with the associated authentication signal. If they match, we compare the I-frame
number with the extracted associated frame number. If the two comparisons are both
good, we can assure that the GOP.is correct. IT comparisons fail, we decide that it has
been tampered with. The following.is the'process. to- authenticate a given video with

the extracted data.

Algorithm 3.5: Authentication of a given stego-video.
Input: a stego-video V and the data D extracted from V using Algorithm 3.4.
Output: a report R® including staring I-frame numbers whose corresponding GOPs are
not tampered with.
Steps:
1. Obtain the authentication signal A; of each GOP G; from D.
2. Recalculate the authentication signal of each GOP G;° of V, and denote the
result as C;’.
3. For each GOP G;° of V, compare A; and C;° to detect whether G;° has been
tampered with or not by the following rule:

if the CRC values in A; and C;° are identical, then extract the I-frame
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number from C;® and add it to the report R®;

else, do nothing.

3.3.4 Proposed recovery process

When we fail to authenticate a GOP G;® as described previously (i.e., the I-frame
number of Gi° is not in the report R® yielded by Algorithm 3.5), we check further,
using the GOP number, the extracted data D mentioned in the input of Algorithm 3.5
to see whether D contains G or not. If so, we proceed to recover the
authentication-failing GOP G{°. If the part of the video where G;° is located is not
tampered with, then we can extract the GOP there as the recovery-information. In this

way, the missing GOP can be recovered for inspection.

3.4 EXxperimental Results

In our experiment, we capture image frames with a web camera and encode the
frames in real time into MPEG files. When a captured frame F was checked to include
motion parts, the system will store the GOP which includes F in a queue, and embed
all the motion GOPs in subsequent background frames. Figures 3.1 through Figure 3.3
shows some frames of our experimental results.

In Figure 3.1(a), we show a motion GOP which consists of 7 motion frames.
Figure 3.2(b) shows the computed CRC value of the GOP. In Figure 3.2(a), we show
some original background I-frames in which G; is to be embedded, and Figure 3.2(b)
shows the stego-I-frames in which G; is already embedded. It can be observed that

there is no noticeable difference created in the stego-1-frames.
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Figure 3.3 shows some results involved in a video tampering process and an
authentication process. The 7 motion frames of the GOP G; were replaced by 7
stationary frames of a new GOP G;’ in a simulation of tampering with G; in our
experiment. Figure 3.3(a) shows the 7 stationary frames of G;’. Figure 3.3(b) shows
the computed CRC value of the new GOP G;’, which is different from the extracted
CRC value of GOP G; extracted from the subsequent I-frame and shown in Figure
3.3(c). This difference in the two CRC values makes the authentication of the GOP G,
fail, leading to the action of retrieving the original GOP G; which is stored in
subsequent I-frames. The retrieved 7 frames of the original GOP G; are shown in
Figure 3.3(d). This demonstrates the entire processes of authentication and data

recovery.

3.5 Summary

In this chapter we have proposed a method of video authentication and recovery.
In the proposed system, we use a data hiding technique to embed authentication
signals and frame recovery information into a video. In this method, we use the
background frames for embedding recovery information. By extracting authentication
signals, we can verify whether a given video has been tampered with or not. If so, we
can reconstruct the video by the extracted recovery information, which was embedded

beforehand.
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(b)

Figure 3.1 A GOP which is embedded in background frames. (a) GOP G; with 7
frames. (b) CRC value of G; which is a 32-digit integer.
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(b)

Figure 3.2 Several background I-frames in which compressed GOP G; of Figure
3.1 is embedded. (a) Original background I-frames in which G; is to be
embedded. (b) Stego-I-frames in which G; is already embedded.
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(b)

Figure 3.3 Authentication signal extracted. (a) 7 stationary frames forming a new
GOP G121’ which replaces the original 7 frames of GOP G1 (b) Computed CRC
value of GOP G1’. (c) CRC value of GOP G1 extracted from the subsequent
I-frame. (d) 7 frames of the original GOP G1 extracted from the I-frames where
they were embedded.
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(d)

Figure 3.3 Authentication signal extracted. (a) 7 stationary frames forming a new
GOP G;” which replaces the original 8 frames of GOP G; (b) Computed
CRC value of GOP G;’. (c) CRC value of GOP G; extracted from the
subsequent I-frame. (d) 7 frames of the original GOP G; extracted from
the I-frames where they were embedded.(continued)
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Chapter 4

Searches of Special Event Frames in
Surveillance Videos of Parking Lots
by Hiding Car Identification
Information

4.1 Introduction

Nowadays, cars are popular everywhere. And parks lots are also around our
living environments with many video surveillance systems to protect our cars. When a
car has been broken in a parking lot or something in the car has been stolen, the owner
of the car and the police usually:will askifor:the ‘recoded video in the surrounding
surveillance system to search the video sequentially for frames which contain the car
break-in event. This traditional action. of video search frame by frame to find out
‘suspected frames’ is time consuming: In:this chapter we propose a system for fast

search of special events in surveillance videos.

4.1.1 Problem definition

In this study, we want to speed up the search of the frames from a recoded video,
which contain special events of car break-in. The first task to accomplish this goal is
to let the surveillance system know when such special events happen. The second is to
record the events in the video. The final task is to use the recorded information to find

out ‘suspected frames.’

4.1.2 Proposed idea

With the rapid development of the Internet and related network techniques, it is

possible to put a computer system on a car and have it connected wirelessly to the
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Internet or a local network. Then, when a break-in event happens to the car, the car
computer can send a message to a video surveillance system nearby. And the
surveillance system can then record the time and the car identification information
and use the information to ‘label’ the ‘suspected frames’ including the scene of the
event. Since each car has a plate number, we can use it as the car identification
information. Also, we accomplish the ‘labeling’ work for the suspected frames by
information hiding techniques in this study. That is, we embed the
previously-mentioned information of the event time and car plate number in real time
into the recorded suspected frames of the surveillance video. Then later on, we can
search the video and retrieve the event frames by extracting just the ‘labeled’ video
frames using the embedded information. In this way the search is speeded up since

unlabeled frames can be ignored in‘the search process.

4.2 Proposed Method

In this section, we describé the-details-‘of the proposed method described briefly
in the previous section. Briefly speaking,”we embed the event time and car
identification information data into the I-frames of the video during a real-time
encoding process which transforms the sequential raw images (BMPs) taken by a web
camera into an MPEG video file. The schema of transmitting the event time and car
identification information to the surveillance system sever from the car is described in
Section 4.2.1. Section 4.2.2 describes the process of embedding the event time and car
identification information into a video as ‘labels’. In Section 4.2.3, the process of
extracting embedded data from a stego-video is described. Finally, the search of

suspected frames in a stego-video is described.
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4.2.1 Transmitting information to surveillance

system sever from a car

We assume that each car in a parking lot has a computer with wireless
communication ability to connect to a surveillance system nearby, and that the car
computer ‘knows’ the IP address of the surveillance system server. And when some
break-in event happens, like the case that the car door has been opened, we enable the
car computer to have the ability to send a message (the event time and car plate
number) to the server. And the server will embed this message in real time into the
surveillance video during the image encoding process. In our experiment, we use a
notebook PC to simulate the car computer and press a keyboard to represent the
occurrence of an event as well as the triggering of the transmission of the relevant
message. That is, after the key is pressed,-the ‘message will be sent to the surveillance

system sever which we use another notebook PC to simulate.

4.3 Embedding ef caridentification
Information into a video

In the proposed embedding process, we combine the event occurrence time
and the car plate number to form a binary string N to represent an event message.
The algorithm for embedding N is similar to Algorithm 2.2. We use a secret key to
select one of ten pre-selected coefficient pairs in the quantized DCT domain of the
MPEG video to embed a bit of N into the nearest subsequent I-frame in real time.
Algorithm 3.3 describes the detailed process. We apply the algorithm to each
I-frame when it is being encoded. If no message is sent at the moment the frame is
encoded, we embed a flag “N” to indicate that no data are embedded in this

I-frame.
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Algorithm 4.1: embedding of event message data.

Input: an I-frame F in the quantized DCT-domain, an event message M sent from a
car, and a secret key K.

Output: a stego-1-frame F' in the quantized DCT-domain.

Steps:

4. Represnt M in binary form as M = b;b,bs...b., where L represents the length
of M.

5. For each luminance block B of size 8x8 of F, use the input key K to select
randomly a pair of DCT coefficients (AC;, AC,) from the ten pre-selected
ones.

6. Embedding a bit b of M into (AC;, AC,) according to the following rule:

(5) when by =0and k #:L:
if AC; <AC,, then swap AC; and ACy;
if AC1 = AC,, then setAC;—ACy+ T;
(6) when by =1and k #"L:
if AC; > AC,, then swap AC; and ACy;
if AC1 = AC,, then set AC, = AC, + T,

where T is a pre-defined threshold value.

4.3.1 Extraction of hidden information

In order to use the embedded data for later search of event frames, we should
extract the data from the stego-video. We use the following algorithm to check
whether an I-frame contains embedded data or not, and extract all of the embedded

data from a stego-video.
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Algorithm 4.2: extraction of embedded data in a stego-video.
Input: a stego-video V and a secret key K.

Output: report R of extracted data.

Steps:

6. For each I-frame I;in V, transform it into the quantized DCT-domain as D;.

7. Denote the data to be extracted from I as M.

8. For each 8x8 luminance block Bj; of D; with data embedded, using the input
key K to select randomly a pair of DCT coefficients (AC,, AC,) from the ten
pre-selected ones.

9. Extract a bit by of M;, a binary element of the extracted data, according to the
following rule:

when k < L:
If AC1 > AC;, then set by = 0;
if AC; <AC,then.set.by = 1.
where L is the length:of-M;.

10. Check the flag F of M; to decide if M;contains an event message and report

the extracted data by the following rule:
if F =“N,” then do nothing;
otherwise, divide M; into the event time T; and the car plate number N;

and form a pair (T;, N;), and put it into report R.

4.3.2 Search of Suspected Frames

After extracting the data and form a report R, we can use this information to
search for the event frames we want. After keying in the car plate number in to a
search interface designed in this study, we can quick search the suspected frames

related to the car by comparing the car plate number with the data in R. The following
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is the algorithm devised for this purpose.

Algorithm 4.3: Searching for suspected frames related to a car with an input car plate
number.
Input: extracted report R and car plate number N.
Output: suspected frames associated with N put in a search result list L.
Steps:
1. For each extracted pair P; = (Ti, N;) which is stored in R, extract the
corresponding frame ;.
2. Set up the search list L by checking each pair P; = (T;, N;) in R according to
the following rule:
if Ni =N, then add I; to L;

else, do nothing.

4.4 EXxperimental Results

In our experiment, we use two notebook PCs to simulate two cars parked in a
parking lot and a third notebook PC to simulate the server of a surveillance system, as
shown in Figure 4.1 (the server is not seen in the figure). We press the keyboard of
either of the two notebook PCs in the figure to represent a car break-in event, like car
door being opened. The keyboard pressing will cause the notebook PC to send an
event message, which includes the event time and the car plate number (i.e., XX-123
or XX-456 in Figure 4.1), wirelessly to the server of the surveillance system, on
which a user interface is designed for searching a stego-video for event frames of the
concerned car.

To search any event frame of a certain car in a given stego-video, we type the

car plate number as input into the user interface, and the server system we design will
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search the entire stego-video by the previously-described algorithms and display the
occurrence times of all relevant event frames related to the specified car on the
interface, as shown in Figure 4.2. Then, the user can check the event frames one by
one by specifying an event time on the interface, as shown by Figure 4.2(a) in which
video frames of two events related to the car with plate number XXX-123 are
displayed, or as shown by Figure 4.2(b) in which similar frames related to the car with

plate number XXX-456 are displayed.

Figure 4.1 Simulating two cars pafked in a parking lot.

4.5 Discussions and summary

In this chapter we propose a method to search a stego-video for frames with car
events like car stealing or break-in in parking lots. We assume that the car in parking
lots can be connected wirelessly to a video surveillance system server through the
Internet or a local computer network. And the car can send a message to the server of
the surveillance system. The message includes the car identification number (usually
the car plate number) and the occurrence time of the event. Then the surveillance
system embeds the message into the surveillance video in real-time. Finally we use
the data extracted from the stego-video to help searching the video for the frames

including the event.
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Chapter 5
Conclusions and Suggestions for
Future Works

5.1 Conclusions

In this study, we have proposed three methods of information hiding in
surveillance videos.

In the first method, we search a video for motion frames with color features
similar to that of a given frame. By using data hiding technique, such features, which
are extracted from the motion parts of motion frames, are embedded into the frames
themselves in real time. Since theisame person usually wears the same clothes in a
day and may appear in a video several times, searching of this way can help us to
quickly find out the frames which contain-the-persons.

In the second method which is.useful for recovery of motion frames in a
surveillance video, we propose the idea of embedding more valued motion frames
into stationary background frames. And we also have proposed an authentication
method to verify whether a video has been tampered with. If so, the authentication
process will figure out which frames have been attacked. Since we know which
frames are incorrect, we may recover the missing motion frames by extraction of them
in background frames.

The third proposed method records information about car break-in events in
parking lots into surveillance videos for later retrieval. The event message information
includes the event time and the car plate number. When a break-in occurs and causes
car door opening, the computer on the car will send the message wirelessly to the

server of the video surveillance system nearby in the parking lot. Then the server will
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embed the message as an index in real time into the nearest I-frame which contains
the event scene. Later on, if a user wants to search the video for events related to a
certain car, he/she may input the car plate number into a user interface of the server to
search for the frames involving the specified car. The frames can then all be retrieved

for inspection.

5.2 Suggestions for Future Works

Several suggestions for future research works are listed as follows.

1. The proposed video recovery method may use hiding methods with higher data
embedding capability to embed more copies of motion frame data. In this way, the
probability of all the data copies being destroyed will be reduced.

2. The proposed search methods for, surveillance videos in this study may be
integrated with the proposed.video authentication and recovery method to yield a
more powerful method for more complicated applications.

3. The method proposed for Car. monitoring and-suspected frame search may be
extended for other purposes, such s monitoring the entrances of buildings or
other security areas, as long as event occurrence signals may be generated
momentarily, sent to surveillance systems immediately, and encoded in real time

as indices for later retrieval and inspection.
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