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Abstract

In OSPF networks, the routers use, Hello‘protocol to get neighbor’s information.
With default settings of standard OSPF pretocol, the network usually takes several ten
seconds to detect a failure. The value of Hellolnterval influences the failure detection
time highly; therefore, we want to shorten the HellonInterval to achieve faster failure
detection. The suitable value of HelloInterval depends on several network
environment parameters, such as network size, network congestion level and so on.
However, it is not efficient to adjust the value of HelloInterval manually. We design
an adaptive Hellolnterval adjustment method which can adjust Hellolnterval
automatically to replace default setting in OSPF protocol. Simulation results show
that the proposed method can accelerate the failure detection time and improve the
network convergence time. And it can be easily applied to OSPF networks without

any setting of HelloInterval.
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Chapter 1
Introduction

Routing is the one of the main components in the Internet. In wired network, all
routers must require several routing protocols to help them forward their network
packets. Among these routing protocols, Routing Information Protocol (RIP) [1] and
Open Shortest Path First (OSPF) [2] are the two most widely used routing protocols.
The OSPF protocol is a link-state routing protocol and is a common Interior Gateway
Protocols (IGP) in the network today. All routers running OSPF will exchange their
information and the associated weights, so"each router knows the topology of the
network. With this collected informatign; ‘each router uses this information to

determine the shortest paths to different destinations.

In OSPF networks, routers send periodic messages (HELLO) typically to check
the activity of neighbor routers. After sending periodic messages, they also describe
their local environment information by advertising the state of their local links and the
neighbor routers with the linking costs. These advertised descriptions are called
link-state advertisements (LSA), which are flooded through all routers in the routing
area. The routers in the routing area collect these LSAs, and then maintain a
distributed database which describes the topology information. All routers in this

topology have the same view on the structure of network.

However, when there are some failures (link or router failure) or other events, the

OSPF routers spend a little time detecting the failures and flood the LSAs through the
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network to re-establish a consistent view of the new topology. During this
transmission, the packets forwarded toward the failed device will be dropped because
they do not re-calculate the newest routing path and re-establish their forwarding table.
So hosts in this network will lose their data packets, and then they must retransmit the

loss data. Additionally, the traffic might lead to congestion in the network.

Recently, more and more user applications require high quality of service and
high availability in the network. However, we want to know how to estimate the
service quality of network. One of the measurements to the service quality is the
routing convergence time. During the convergence time, the packets in the network
may be dropped by routers and get delayed because of routing loops or network
congestion. Hence, reducing the convergence time can provide better quality in the
routing networks and the user applications can-get.better responsibility because of less
network convergence time. But there are-some factors that influence the network
convergence time in OSPF networks. In.these factors, the HELLO interval affects the
OSPF convergence time very much. The reason is that two adjacent routers in the
same area periodically send Hello messages to maintain the link adjacency, if a router
does not receive a Hello message from its neighbor within a dead interval, it assumes
the lik between itself and the neighbor to be broken and then the router will generate a
new LSA flooding through the network to reflect the changed topology. So the
convergence time highly depends on HELLO interval. Hence, we want to modify the
standard OSPF routing protocol’s HELLO interval such that the HELLO interval can

be adjusted dynamically.

The remainder of the thesis is organized as follows: In chapter 2, we discuss the

three factors about convergence time in OSPF networks. In chapter 3, we present our
5



adaptive HELLO protocol to reduce convergence time. And we evaluate the failure
detection time and convergence time by simulation in chapter 4. Finally, we will give

the conclusion in chapter 5.



Chapter 2
Related Works

In this chapter, we will discuss the factors that influence the convergence time in
OSPF networks. The convergence time [3][4] in OSPF can be divided three aspects to
discuss. They are:

1. the failure detection time [5];

2. the LSA flooding time [6];

3. the shortest path first calculation and forwarding table update time [5][6].

We will discuss them in the follewing sections.

2.1 The Failure Detection Time

In wired networks, multiple physical links interconnect the routers and the hosts.
The routing protocol will construct the routing path for each connection, and then
network packets will traverse correctly through the network. Whenever a link or
router fails, dynamic routing protocols, like OSPF or RIP, will re-calculate another
shortest path towards the destination. For network convergence time, it is essential
that the routing protocol detect the link or router failure quickly. Recently, more and
more user applications require high availability network. With these applications, the
network must maintain higher responsibility, so the network failure detection time and
recover time must be reduced. If we have less failure detection time to discover

failures, we will speed up network convergence and fewer data packets are dropped.



There are two solutions to reduce the failure detection time. First, the more
convenient and faster method to detect failure can be achieved by co-operation with
physical layers. In other words, we can detect failure occurrence by hardware devices
[7]. For example, if we are able to detect a link breakdown by hardware, e.g. by the
loss of the physical or optical signal, they can immediately notify the network layer
about the failure. But this implementation has some disadvantages. We consider the
case that switches are involved in the router interconnection, and then the links may
fail behind such a switch, prevents the chance for the fast link level failure detection.
Due to this reason, we need routing protocols, like Routing Information Protocol
(RIP), Open Shortest Path First (OSPF), Intermediate System to Intermediate System
(1S-19)[8] or Border Gateway Protocol (BGP)[9] to help us. These routing protocols
typically send periodic messages to.check whether.their neighbor is still reachable and
alive. However, these periodic-check messages,.such as KEEPALIVE or HELLO

messages, consume network bandwidth’and-router’s processing time.

In OSPF, the adjacent routers send their HELLO message to maintain their link
adjacency. If a router does not get any HELLO messages from his neighbors during a
RouterDeadlInterval (default 40 seconds or 4 times Hellolnterval), it will assume the
link between itself and the neighbor to be down, as shown in Figure 2.1. Then this
router will generate a new LSA to reflect the changed topology and flood this LSA
throughout the network. All routers that receive this LSA will redo the shortest path

first (SPF) calculation and update the next hop information in their forwarding table.



Router A Router B

Hellolnterval = 10 sec

RouterDead|nterval = 40 sec

il

Figure 2.1: Hellolnterval and RouterDeadInterval

According to standard OSPF mechanism, Hellolnterval value is 10 seconds and
RouterDeadInterval value is 40 seconds, the failure detection can take between 30 and
40 seconds. RouterDeadInterval is 4 times Hellolnterval. So, we can reduce the
Hellolnterval to speed up the failure detection pracedure. However, there is a limit up
to which the HelloInterval can ‘e safely reduced [10]. As the Hellolnterval becomes
smaller, there is an increased chanceithat-the-network congestion will occur. Because
there are more HELLO packets in-network traffic and these packets consume more
network bandwidth, it leads to loss of several consecutive Hello messages easily and
then cause false breakdown of adjacency between routers. However, the link or router
does not really fail. Hence, the LSAs will be generated because of a false alarm and
they will lead to new path calculations by all the routers in the network. However, the
false alarm is soon corrected by successful HELLO message. Equally, all the routers
will change their topology database again. Thus, false alarms cause unnecessary
processing load and sometimes lead to temporary changes in the network traffic’s path.
It has a serious impact on QOS levels in the network. If the false alarms are too
frequent, the routers will have to spend a lot of time doing unnecessary LSA
processing and SPF calculations which may delay other important tasks and the

router’s loading is not efficient. If the false alarms are persistently in traffic, the
9



routers will have higher overloaded and frequent breakdown.

So we want to know how small the Hellolnterval can be, to achieve faster
detection and recovery from network failures while limiting the occurrence of false

alarms.

According to the simulation results [5], we find out that the lower HelloInterval
will lead to fast failure detection in the network while keeping the false alarm
occurrence within acceptable limits. The simulation results indicate that the optimal
value for Hellolnterval for a network is strongly influenced by the congestion levels
and the number of links in the topology. So it is a permanent tradeoff that must be

found between delayed failure detection time and too many false alarms.

2.2 The LSA Flooding Time

When there is a change in link state database, routers use a flooding process to
notify other routers in the network about the change. There are some configurable
parameters which affect on the routing process in OSPF routers. Some of these
parameters define a minimum time interval between two successive protocol events.
The main purpose of these parameters is used to prevent a certain protocol task from
overloading in the OSPF router. Frequent operations caused by smaller parameter
configuration will affect the stability of OSPF network and increase the probability of
failure event occurrence. Therefore, there is some minimum configurable setting
about OSPF parameters. However, the interval simultaneously may slow down the

OSPF routing convergence process. In this section, we discuss how the OSPF
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flooding process may be adjusted in order to react to topology failures more quickly.

LSA

0 A :
Link 1 D Link 4
LSA \. /
I:I s
Link 2 o
LSAD / \
Link 3 Link 3

Figure 2.2: OSPF LSA flooding procedure

Figure 2.2 shows an OSPF router that has LSAs in its retransmission list. The
router is attached to its neighbors with point-to-point physical links, Let us assume
that the LSAs in the list have all been sent but not yet acknowledged by the receiving
router. If the PacingDelay is adjusted:to-smaller, interval, such as 0 second, both the
arriving LSAs, from links 1, 2 and 3, lead-to the retransmission of the whole list. A lot
of duplicate traffic results in because of the smaller' PacingDelay. If the PacingDelay
would be appropriately adjusted ‘the. retransmission list would be emptied while the
both arriving LSAs waited up to PacingDelay. When the pacing timer would fire soon
after the lists are emptied the both arriving LSAs would be sent in the same LS
Update packet.

In order to speed up the flooding process, we can choose the smaller
PaccingDelay, like 20ms, to replace the default setting (33 ms) by simulation
experiment [6]. But the improvement range of flooding process is smaller than that of
using shorter Hellolnterval. The other factor, like link propagation delay, also affects
the flooding time in OSPF network.

By simulation experiment, we see that the optimal value of PacingDelay depends
on the number of LSAs simultaneously in transit. However, the number of LSAS in

transit depends on network topology and failure model of network.
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2.3 The Shortest Path First Calculation and Forwarding

Table Update Time

In OSPF, Shortest Path First (SPF) calculation use Dijkstra’s algorithm to get the
shortest routing path. After this calculation, the router will update its forwarding table
or routing table. This time depends on router CPU processing speed. Thus, we can
reduce this time by improve router architecture design to accelerate the calculation

time and forwarding table update time.

Aside from hardware architecture, this time also depends on the size of network.
In large scale topology networks, router must spend more time to do SPF calculation.
However, the size of networks brings about lesser influence on forwarding table

update time.

According to OSPF standard, there are some parameters about SPF calculation:
spfDelay and spfHoldTime. The time of spfDelay is the delay between the shortest
path calculation and the first topology change that triggered the calculation. This
delay is used to avoid frequent shortest path calculations. Usually 5 seconds. The time
of spfHoldTime is the minimum delay between successive shortest path calculations.
Usually 10 seconds. These two parameters are used to prevent router from frequent
calculation, but they sometimes let network convergence time longer. We consider the
case that there are two routers which fail during 5 seconds. Because the spfDelay is 5
seconds, the router can’t re-calculate the SPF immediately. Then, the router must wait
for the delay to update their routing database. It will increase the forwarding table

update time. But this case is not universal in realistic network environment.
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Chapter 3
Proposed Method

In this chapter, we propose a method to speed up failure detection and network
convergence in OSPF networks. With this method, we divide it into two scenarios to

discuss.

3.1 Adaptive HelloInterval

In standard OSPF protocol, the value of. HelloInterval is set 10 seconds and
RouterDeadlInterval is four times Hellolnterval. I the failure occurs, the routers will
detect happened failure and remove :the failure node or link from their database and
neighbor list after RuterDeadInterval (40 sec.). At the same time, they will generate
the newest link-state advertisement (LSA) packet and flood it through the network.
The routers which receive the LSA packet will change their link state database
(LSDB), re-calculate the shortest path information and update their routing table.
According to newest routing table, the routers will forward the network packets

correctly.

By these operations of OSPF, we can find that shorter RouterDeadInterval cause
faster failure detection process if failure events occur. Similarly, smaller HelloInterval
lets routers send Hello packets more frequently. If some failure events happened, the

routers detect failure more quickly according to frequent Hello packets. Hence, we
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can reduce the Hellolnterval and RouterDeadInterval to speed up the failure detection
and network convergence. The HelloInterval becomes smaller, however, the
probability of network congestion is higher and the network congestion will lead to
loss of several consecutive Hello messages. Thereby, it causes false breakdown of
adjacency between routers even though the routers and the link between them are
functioning well. Then, false breakdown will let routers generate LSA and re-calculate
the shortest path. But the false breakdown will be soon corrected by successful Hello
packet sent by neighbor routers. So probability of network variation is higher because
of network congestion and the network availability is affected by these false

breakdowns.

Therefore, the value of Hellalnterval will"bring some effects on OSPF network
stability. At the same time, these.false breakdowns also increase the unnecessary
overhead in network routers and lead-to-temporary network changes. So we want to
propose a method which adjust the'value of Helolnterval dynamically according to
network condition, accelerate the OSPF failure detection progress and reduce the

network convergence time.

The main idea of adaptive HellolInterval is that we use the Hello packet specified
in standard OSPF to bring the newest value of Hellolnterval to the other routers. As
we know, the smaller HelloInterval will cause a lot of Hello packet in network traffic
and has an influence on network stability. By adaptive Hellolnterval mechanism, the
OSPF routers in the topology will exchange their Hellolnterval value and adjust it by
themselves without any setting configured by network manager. Hence, the network
managers won’t adjust the appropriate Hellolnterval by themselves on different

network condition if they use adaptive Hellolnterval mechanism in OSPF networks.
14



According to this method, we can use smaller HelloInterval to achieve faster failure

detection and network convergence with any failure model.

3.1.1 Adaptive HellolInterval exchange method

In standard OSPF, the values of HelloInterval and RouterDeadlnterval are
attached in Hello packet header. By this way, the router can get the value of neighbor
router’s HelloInterval and RouterDeadInterval and we also don’t need another packet

format in OSPF protocol.

For instance, shown in figure 3.1, we assume the Hellolnterval is 10 seconds and
RouterDeadlInterval is 40 seconds in RouterA::f RouterA receives the Hello packet
from the neighbor RouterB and gets the Hellolnterval is 5, RouterDeadInterval is 20.
After checking the values of HelloInterval and RouterDeadInterval which are not the
same as before, RouterA will adjust the Hellolnterval and RouteDeadlInterval setting
by itself. By this way, all routers in this network topology can have the same view of

Hellolnterval and RouterDeadInterval during a period of time.

15



0 1 2 3
01234567890123456789012345678901
version tvpe | packet length
router ID
area ID

checksum

‘ authentication tyvpe

authentication

authentication

network mask

hello interval

option router priority

router dead interval

designated router

backup designated router

neighbor ID

neighbor ID

Figure 3.1 The OSPF Hello packet header

3.1.2 Adaptive HellolInterval change:method

We can display the adaptive HelloInterval change method by the table as follow:

Table 3.1: Adaptive Hellolnterval change method

Hellolnterval range

0.1 sec. ~ 10 sec.

Hellolnterval increase
linearly

The network topology changes, failure event
occurs or Hello packets lose.

Hellolnterval decrease
exponentially

The network topology doesn’t change or no
failure event occurs during stable time Tsaple

Tstanle Presents a period of

network. This value can be set appropriately by the network managers according to

time that there are not any topology changes in the

the different network environment.
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In figure 3.2, it shows the flow chart of adaptive HelloInterval.

Start

Initialize

(Hellolmerval = 0] sec.)

o

¥

Yes =7
outerDeadinicrval Increase Hellodnterval

timeout? linearly

Decrease Hellolnterval

exponentially

Figure 3.2: The flow:chart of adaptive HelloInterval

Initially, we set that the default HelloInterval is°0.1 second and let the range of
Hellointerval is between 0.1 “second and--10 ‘seconds. The router checks the
RouterDeadInterval timer and Tigpie timer “If RouterDeadlInterval timer expired,
routers will increase the HelloInterval linearly. If Tgape timer expired, routers will

decrease the Hellolnterval exponentially.

3.2 Passive Detection

In the passive detection scenario, we use the timeout mechanism in standard
OSPF protocol to detect the occurrence of failure events passively. Each OSPF router
use periodic Hello packet to check the neighbor router which still functions well and it
decides whether delete the node from LSDB or not. Because we don’t receive any

Hello packet from this node, the RouteDeadInterval timer timeout event will occur.
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When RouterDeadlInterval timer expired, the router will generate the LSA packet and
flood it throughout the network. By this timeout mechanism, our RouterDeadInterval
timer is binding on each neighbor router linking on the interface. We only check the
Hello packets which are received from corresponding routers, and then we reset the
Hellointerval and RouterDeadInterval timer if the router receives the correct Hello
packet from each corresponding routers. However, the timeout event happened only
that we lost four consecutive Hello packets. By this mechanism, all routers wait for
RouterDeadInterval timer timeout event occurrence to decide when the failures
happened. The failure detection time and network convergence time are highly
effected by the interval length of Hellointerval and RouterDeadInterval. Therefore,
we use shorter Hellolnterval and RouterDeadlInterval initially instead of the longer
intervals to achieve faster failure .detection procedure and network convergence. We
use our adaptive HelloInterval mechanism'to.help.us-adjust appropriate interval value

for any OSPF network domain.

For example, we consider the topology displayed in figure 3.3. RouterA doesn’t
receive four consecutive Hello packets from its neighbor RouterB because of the
failure event on RouterB. When the RouterDeadinterval timer timeout event
happened in RouterA, RouterA will modify its LSDB and generate LSA to flood
throughout the network domain. At the same time, RouterA also increases its
Hellolnterval and RouterDeadInterva value and modify the Hello packet header. Then,
RouterA send the modified Hello packets to its neighbor routers. According to this
method, all OSPF routers will get the newest Hellolnterval and RouterDeadInterval

during a short period of time.

18



Helb;V

RouterB

Figure 3.3: The passive detection method

3.3 Active Detection

In the active detection scenario, we designa specified program [12] to monitor the
operations of OSPF routing demon-in each-OSPF routers. This specified program can
detect the activity of OSPF routing ‘demon-by sending periodic checking messages,
which the checking period can be set in'sub-second range. If we want to achieve faster
failure detection response, we can set smaller checking interval, such as 100ms, to get
rapid and immediate response if some failure on OSPF routing demon. The specified
program detects the health of OSPF routing demon; moreover, it must support that
sends an announcement packet which can be read by OSPF routing demon actively to
other OSPF routers. However, this announcement packet must use OSPF packet

header in order to be accepted by OSPF routing demon.

When the OSPF routing demon takes something wrong or can’t operate correctly,
the specified monitor program will broadcast the announcement packet immediately

to all neighbor nodes by all interfaces in this router. After sending this announcement
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packet, the neighbor OSPF routers which receive this packet will get the failure
router’s IP address, and then remove this node information from LSDB and neighbor
list. After removing, we re-calculate the shortest path and update the routing table by
modified LSDB. Finally, we generate the new LSA which described the changed
network topology and flood it through the network domain. Due to the fact that the
failure happens on OSPF routing demon, which is a software problem, the hardware
and network connectivity still work correctly without any failure effect. Therefore, we
just let OSPF routing demon be able to recognize this announcement packet and take

some operations after receiving this packet.

RouterB

Figure 3.4: The active detection method

Figure 3.4, which shows that RouterA will send announcement packet actively
after a failure event happened on RouterA’s OSPF routing demon. The RouterB will
generate new LSA and update routing table. At the same time, it also adjusts
Hellolnterval and RouterDeadlInterval by itself and re-sends the Hello packets with

new Hellolnterval and RouterDeadInterval.

By this mechanism, OSPF router can detect failures rapidly and decrease the

network convergence time without any passive waiting time. However, active

20



detection method must assume router’s hardware and network connectivity still work
correctly if some failure event happened. Active detection method is suitable for

OSPF protocol failures, but it can be applied to hardware failures.
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Chapter 4
Simulation Results

In this chapter, we experiment on the network convergence time of proposed
passive detection method and active detection method in NCTU-ns 3.0 [13]. We
simulate in 30 OSPF routers network and use 20 failure events with exponential
distribution during 4000 seconds. The Tsapie is Set in 100 seconds. We also discuss the
convergence time in different network size and router degree. Finally, we compare the
network convergence time of proposed method with that of standard OSPF routing

protocol. The network link delay is 350 ms-and:bandwidth is 100 Mbps.

4.1 Passive Detection

We discuss the passive detection method first. During 4000 seconds simulation,
we assume that there are total 20 exponential distribution failure events which occur
in the OSPF network with 30 routers randomly. We observe the convergence time

about these 20 failure events.
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Figure 4.1: The variation of HelloInterval with passive detection

In figure 4.1, which shows the variation-graph. of HelloInterval, we see that the
variation of HelloInterval ranges from 0.25 seconds to 10 seconds dynamically. In
passive detection method, we alsg observe-that the router must wait for some time to
detect the failure event so there are 'some:shorter time gaps between actual failure

occurrence time and failure detection time.
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Figure 4.2: The network convergence time with passive detection
In figure 4.2, we observe that'the convergence time that ranges from X seconds
to X seconds is different in 20 failure events..The.reason is that network convergence
time of 20 failure events are affected.by different value of HelloInterval. Because the
RouterDeadInterval four times the Hellolnterval and the routers must passively wait
for RouterDeadInterval timer timeout event triggering, the network convergence time

is fluctuant.

4.2 Active Detection

In active detection method, the simulation environment we use is as same as the
passive detection method. Similarly, we discuss the variation of Hellolnterval and

network convergence time as follow.
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Hellointerval (Active Detection)
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Figure 4.3: The variation of Hellolnterval with active detection

Due to the same simulation environment &@s passive detection method, the
variation of Hellolnterval is also similar. However, which the failure detection time is
earlier than passive detection method iIs'the-different point. The active detection
method uses another specified program:running on the OSPF router to detect the
health of OSPF routing demon periodically. Therefore, it can get immediate response
if some failure events are detected. Thus, the failure detection time is always earlier
than passive detection method. By sending announcement to neighbor nodes actively,
the network convergence time is shorter than passive detection method or standard
OSPF protocol, in Figure 4.4. We also observe that the network convergence time is
independent of the value of Hellolnterval. Because the routers don’t need to wait for
RouterDeadInterval timer timeout, the network convergence time can be reduced a lot
by active detection method. And we see that the network convergence time is almost

the same as LSA flooding time and routing table update time.
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Figure 4.4: The network convergence time with active detection

In the passive and active detection.scenarios, the time of the newest
Hellolnterval which adjusted by routers also affects the network convergence time in
OSPF routing. So we show the total delay-of-propagating adjusted HellolInterval value

in table 4.1.

Table 4.1: HelloInterval flooding delay

Scenario Propagating delay
Passive 0.261 £ 0.017
Active 0.265 +0.016

Finally, we shows the convergence time with proposed method and standard

OSPF protocol in table 4.1.
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Table 4.2: Network Convergence Time

Hellolnterval Convergence Time
Standard OSPF 10 42.77£0.35
0.25 2.24 +0.13
Passive Detection 0.25025 2.17+£0.37
Active Detection 0.2506 1.35+0.11

4.3 Convergence Time with Network Size and Router Degree

In this section, we compare .our proposed method with standard OSPF routing
protocol in different network size and router degree.

First, we consider the network size-issue.-The figure 4.5 shows that the network
convergence time highly depends on the.number-of router in network domain. In this
simulation, the HelloInterval of standard OSPF is set 0.25 second. We see that the
network convergence time grows quickly with more routers and it nearly grows

exponentially. The reason is that the network propagation delay and LSA flooding

procedure time is longer in larger network size.
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Figure 4.5: The convergence time with different network size

Second, we consider the router degree with different router degree. In figure 4.6,
which we see that the network convergence time grows very quickly if the router
degree increases. The Hellolnterval of standard OSPF protocol is still set 0.25 second.
We observe that the network convergence time grows nearly exponentially, too.
Because of LSA flooding procedure, we know that the total links in the network
domain affect the LSA flooding processing time. In larger router degree networks,
routers may receive a lot of duplicated LSA packets, and these duplicated packets will
slow down the processing speed of the network routers. They must check for these

packets and their LSDB, so LSA flooding time will be longer.
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Chapter 5
Conclusion

In this chapter, we propose a modified OSPF routing protocol to speed up the
failure detection time and network convergence time. We use adaptive Hellolnterval
mechanism to replace the standard OSPF 10 seconds HelloInterval. According to
adaptive HelloIlnterval mechanism, the OSPF routers can adjust the appropriate
HelloInterval value by themselves without any configuration set by network manager.
The simulation result shows that our proposed method can get smaller failure

detection time and network convergence time than standard OSPF protocol.
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