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摘 要       

 

在無線感測網路中，傳統偵測節點異常行為的方法往往需要額外的監控節

點來進行監控的動作。這些方法也需要比較冗長的訓練時間來完成對節點

建立正常行為模型的動作，根據所建立的行為模型，當有節點行為偏離該

行為模型則被認為是異常的行為。這樣的偵測方式通常使用預設的臨界值

來辨別異常的活動產生。然而，節點的行為可能會隨著時間的不同而進行

改變，所以一個預先設定好的臨界值往往沒辦法精確的分辨網路異常的狀

況。在本篇論文中，我們提出一個臨界值設定的方法，該方法藉由結合灰

色預測模型及馬可夫模型來建立節點正常行為的模型。除此之外，若節點

行為發生改變，該方法可以動態的改變臨界值來適應節點行為的改變。本

方法可以容易的使用在無線感測網路中，而不需要額外的監控節點。根據

實驗顯示，本方法可以精確而有效的找出無線感測網路中的異常行為。 
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Abstract 

Conventional anomaly detection schemes for WSNs require special detection nodes to 

monitor node behaviors.  These schemes also need long training time to model sensor 

node behaviors and construct node profiles.  When a node deviates from its node behavior 

profile, it is considered as anomaly. In this type of schemes, it is common to use a 

predetermined threshold to differentiate anomalous activities.  However, node behavior 

may vary over time, and therefore a fixed threshold may not be able to accurately 

differentiate anomalies.  In this paper, we propose a threshold estimation method which 

combines the Grey Prediction Model and Markov Residual Error Model to model normal 

node behaviors, and can dynamically adjust the threshold to adapt to the changing behavior 

of WSNs. Our approach can be easily used in a WSN without the need for special detection 

nodes. As the experimental results showed, our proposed method can detect anomalous 

WSN behaviors in a more accurate and effective way than conventional schemes. 

 

Index Terms – sensor networks, detecting anomalous behaviors, dynamic threshold 
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1. Introduction 

Wireless sensor networks (WSNs) have many applications in many fields [1] [11]. The 

variety and number of applications are growing on wireless sensor networks, such as 

military, home safety. WSN requires large number of sensor nodes which collect data 

from the deployed environment and are for specific tasks. WSN is self-organized with 

collaboration among the sensor nodes which are tiny devices with limited energy, 

memory, transmission range, and computation capability. In WSN, base station receives 

the sensed data from the sensors and does analysis for these sensed data. It is usually a 

powerful computer with more energy, memory, and is connected to the Internet.  

 

Some applications in wireless sensor network are secure critical [2] [29]. For military 

applications, WSNs are scattering into an adversary’s territory for detecting and tracking 

the enemy soldiers’ and vehicles’ directions. Another example is indoor environment 

surveillance that sensor networks are deployed to detect intruders via a wireless home 

security system. These applications are more secure critical in WSN and they need some 

secure mechanisms to make sure security. Sensor nodes in WSN are always unattended 

and also physically reachable from the outside world, so they are vulnerable in real world 

for dangerous attacks. Therefore, sensor nodes in WSN must be preventing from these 

dangerous attacks. 

 

Intrusion prevention measures, such as encryption and authentication methods [9] [10], 

can be used as first wall in WSN to reduce damage of dangerous attacks, but cannot 

prevent from inside attackers. For example, encryption and authentication cannot defend 

against compromised sensor nodes, which carry the private keys and could decrypt the 

packet by using private keys. No matter how many intrusion prevention mechanisms are 

used in a network, there still are always some weak aspects that one could exploit to 

break in. Detecting anomalous behaviors mechanism presents as a second wall of defense 

and it is a necessity in wireless sensor network.  

 

Wireless sensor network is vulnerable. In order to provide a secure wireless sensor 
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networks, we need to deploy detection anomalous behaviors techniques for WSN. In our 

paper, we propose our detection framework for WSNs. We use the Grey Prediction 

Model [25] [26] [27] [28] and Markov Residual Error Model to model the normal 

network behaviors in WSN. The method offers upper bound and lower bound thresholds 

for normal behaviors in WSN and it triggers alarms when anomalies occurred.  

 

The rest of this paper is organized as follows. First, we will provide the background for 

wireless sensor network, its security issues, and detection techniques in the section 2. We 

introduce why wireless sensor networks need detecting anomalous behaviors. Second, we 

give our detection mechanism overview, and then we explain the components detailed 

design in our intrusion detection system in the section 3. Finally, we will give the analysis 

and the evaluation of our proposed scheme in section 4, and then we will give the 

conclusion in section 5. 
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2. Background 

In this section, we first give the security in WSN and its threat model and security 

requirements. Then, we will introduce the detection mechanism for WSN. WSN could be 

used in many fields, for example, military, medicine, home safety, environment 

surveillance, and so on. In WSN, there are hundreds or thousands of small wireless 

devices to form a wireless network, and these small wireless devices called sensor nodes. 

These sensor nodes gather the environment’s information and then send back to base 

station. These nodes communicate with each other by using wireless signal and form a 

wireless network. The opened medium and the environment where sensor deployed make 

WSN vulnerable. 

 

 

2.1 Security in WSN 
As mentioned before, wireless sensor networks encounter many challenges. 

Security techniques, for example, authentication and encryption mechanisms used in 

traditional networks or in MANET cannot be applied directly. Unlike MANET, 

sensors are often deployed in many inaccessible areas. Besides, sensors interact 

closely with their physical environments and with people, encountering new security 

problems from this characteristic. Here we discuss the security included the threat 

models and security requirements in WSN. 

 

 

2.1.1 Threat Models  
Here we consider two types of attackers: inside attackers and outside attackers. 

For an outside attacker, the malicious node is not an authorized participant of the 

sensor network. As the sensor network communicates over a wireless medium, a 

passive attacker can easily eavesdrop on the network’s radio frequency range to steal 

private or sensitive information from legal node in a WSN. Another type of outside 

attackers is to disrupt sensor nodes. An attacker can inject useless packets to drain 
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the receiver’s power, or he can capture and physically destroy nodes. A failed node 

is as same as a disabled node in E. Shi et al. [3]. We could use encryption and 

authentication methods to prevent from outside attackers.  

 

Different from outside attackers, inside attackers are compromised nodes in the 

WSN which are the original members in WSN. Compromised nodes seek to disrupt 

or paralyze the network. A compromised node may be a more powerful device, like 

laptop or other powerful embedded devices, with more power, large memory size, 

and powerful computation capability in a WSN. It may run some malicious codes to 

steal secret information from the sensor network or to disrupt network’s normal 

functions in a WSN. It may have a radio compatible with sensor nodes such that it 

can communicate with the sensor network. A compromised node can perform 

arbitrary behavior, which is well known as the Byzantine problem [4]. The 

encryption and authentication methods are not useful to inside attackers in stead of 

using the other detection techniques to detect these attacks. 

 

 

2.1.2 Security Requirements in WSN 
In before section, we show two type attackers and then talk about security 

requirements in WSN. In WSN, authentication is necessary to allow sensor nodes to 

detect maliciously injected or fake packets. It also allows a node to verify the origin 

of a packet and ensure data integrity in a WSN. Applications in WSN often require 

data integrity. Although authentication prevents outside attackers from injecting or 

spoofing packets, it does not solve the problem of inside attackers which are 

compromised nodes in a WSN. Since a compromised node has the same secret keys 

of a legitimate node, it can authenticate itself to the network. However, we may need 

to use some detection techniques to find these compromised nodes and revoke their 

cryptographic keys in a WSN.  

 

Ensuring the secrecy of sensed data from legal nodes is also important for 

protecting data from eavesdroppers. We could use encryption mechanisms to 
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achieve secrecy requirement. However, encryption itself is not enough for protecting 

the privacy of data, as an eavesdropper can do traffic analysis on the overheard 

cipher-text to get the secrete information, and this can release sensitive information 

about the data. Another problem is: sensitive data may be released when a 

compromised node is one endpoint of this communication; or if a globally or group 

shared key is used. The result is that compromised node can successfully eavesdrop 

and decrypt the communication between other sensor nodes within its radio range.  

 

Another requirement is providing availability of network that the sensor network 

be functional throughout its lifetime. DoS attacks often result in the loss of 

availability. In practice, loss of availability may cause serious problems. In an 

environment monitoring application, loss of availability may cause failure to detect a 

potential accident and cause some problems. When considering availability in sensor 

networks, it is important to achieve graceful degradation in the presence of node 

compromise or benign node failures.  

 

Service integrity is another important requirement. Data aggregation is one of the 

most important sensor network services because of the data gathering of 

environment. The goal of secure data aggregation is to obtain a relatively accurate 

estimate of the real-world quantity being measured, and to be able to detect and 

reject a reported value that is significantly distorted by corrupted nodes in E. Shi et 

al. [3]. 

 

 

2.2 Detecting Anomalous Behaviors 
Detecting anomalous behaviors is the measure for discovering, analyzing, and 

reporting unauthorized or damaging network or computer activities to administrator 

of a network. Detection demands as much information as possible to find anomalies. 

Intrusion detection techniques can provide digital forensic data to support 

post-compromise law enforcement actions. It can identify network wrong 

configurations; improve management and customer understanding of the internet's 
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inherent hostility. 

 

 

2.2.1 Architectures of Detection Techniques 
Here we do some classifications of the detection techniques for WSNs according 

to the topology of WSNs. In WSN, the detection techniques are basically belonged 

to the networks-based detection scheme. According to topology of WSN, two 

primary intrusion detection models are distributed-based and hierarchical-based 

detection techniques. In distributed-based detection techniques, every sensor runs its 

own detection system. In this type, node could cooperate with each other or not. If a 

sensor cooperates with each other, they create a global detection view and make 

more secure than non-cooperative nodes in WSNs. But there are some drawbacks in 

the distributed-based architecture. Nodes may drain their power when always run 

these detection systems. In hierarchical-based detection techniques, only sink node 

or cluster-head needs to run the detection system. For example, a cluster-head (CH) 

could install a detection system and monitor whole cluster. There are some 

advantages by using hierarchical-based detection scheme: conserving resources 

prolong the network lifetime, and so on. 

 

 No matter in distributed-based or hierarchical-based schemes, observed behavior 

is characterized in terms of a statistical metric and model. A metric is a random 

variable x presenting a quantitative measure accumulated over a period. According 

to D. E. Denning [12], the statistical models may be an operational model, mean and 

standard deviation model, multivariate model, Markov process model, time series 

model, etc. The paper [13] analysis the characteristics of the activity graphs, detects 

and reports violations of the stated policy. It uses a hierarchical reduction scheme for 

the graph construction, which allows it to scale to large networks. And the photo 

type of this paper had been successively detected the worm attack. 
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2.2.3 Detection schemes for WSN 
Although anomalous behavior detection techniques are important in WSN, there 

still few works in this area. There are not many papers working on general detection 

techniques for wireless sensor networks, exited works are for specific kind of attacks, 

like [14] [17] [32] [34] [35], and so on; or to particular operations, like routing, 

localization [5] [15] [16] [23] [30]. Here we simply classify the related works about 

the detecting anomalous behaviors for WSNs as follow:  

 

 Classify Fault and Attack Scheme  

 Identify Legal Neighboring Node Scheme 

 Use Pre-Localization Information Scheme 

 Reuse Layers’ Information Scheme 

 Find Most Vulnerable Node Scheme 

 

In the category of classify fault and attack scheme, the paper [18] uses the Hidden 

Markov Model to model the normal behaviors of sensor network. They need the 

normal weather information to train the model and find the anomalies when a node 

reports unexpected information. Another paper [33] also uses Hidden Markov Mode 

to model the normal behaviors for whole WSN. They think the most important thing 

is to classify the faults and attacks in WSN. If the detection system judges an error 

as an attack that makes a false alarm, in order to reduce this situation, authors 

provide a method by using HMM to classify errors and attacks. After training the 

model, they could classify what’s error and what’s attack.  

 

In the category of identify legal neighboring node scheme, these works use some 

statistical methods or other processes to find out the legal nodes near the detection 

node. The paper [31] uses some statistical method to find a threshold for normal 

behaviors in WSN. For example, authors use the packets transition rate to find what 

normal behavior should be and to classify normal/abnormal behaviors. In order to 

identify the legal neighboring node in WSN, some works use additional detection 

node to monitor whole network. The paper [20] uses additional detection nodes as 
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watch-dog to monitor the traffic near them. They use the predefined rules or some 

predefined thresholds to distinguish the abnormal/normal nodes. This scheme may 

install more powerful detection systems to help detecting because of more resources 

in these detection nodes. In paper [19], authors use the pre-selected rules to find out 

the anomalies. These rules could be pre-selected according to different network 

environments. There are also some thresholds in these rules. But these predefined 

thresholds may not always suit for different network environment.  

 

In the category of use pre-localization information scheme, the paper [24] uses 

pre-loaded localization information to find some abnormal localization information 

which returned by sensors. This method uses a probability approach to find out these 

anomalies. In category of reuse layers’ information scheme, the authors think that 

every layer has some valuable information which could be reuse to find out the 

anomalies. They reuse layers’ information and provide an easy way to identify 

attacks.   
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3. Proposed scheme 

The previous works of detecting anomalous behaviors for WSN have some problems 

as follow:  

 

 Machine learning mechanisms need long training time and frequent 

re-training. 

 Some schemes need additional detection nodes to monitor whole 

network. 

 These additional detection nodes have deployments problems.  

 Using predefined thresholds may not suit for different network 

environment.  

 

As mentioned before, some schemes use HMM to identify the errors and attacks. These 

methods need more training data to model the normal behaviors and long training time in 

WSN. In the training phase, the detection system may not detect anomalous behaviors 

that makes whole network insecure. Besides, we need some additional detection nodes to 

deploy detection system. These additional detection nodes may be another cost for whole 

application and may not suit for some low-cost applications. These detection nodes also 

have another problem: the deployment problem. If detection nodes could not cover whole 

network, it makes the detection effect be low and the network is insecure. Finally, these 

schemes use predefined thresholds to find out the anomalies. The predefined thresholds 

could not be use in different network environments.  

 

  As mentioned before, different network topologies have different detection system 

architectures. Our scheme is based on the hierarchical-based topology in WSN and the 

detection system is installed in cluster-head to monitor whole cluster. In order to save the 

resources of cluster-head, the detecting scheme must be a light-weight and efficient 

scheme. Our method is this kind of schemes. Since nodes’ behaviors in WSN may change, 

we need to use a dynamic threshold method and find the upper and lower bound to model 

node behaviors in WSN. In order to find the upper and lower bound, we must know the 
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trend of long-term change of node’s behaviors and the variety of the every time change. 

We divide our mechanism into two aspects: the trend of long-term behavior change and 

the variety of every time change and talk about these two parts.  

 

 

3.1 Predict Trend of Long-Term Behavior Change 
In order to find out the trend of long-term behavior change for nodes in WSN, we 

use a prediction model to predict the trend of the behavior change. The accuracy and 

simple computation of the prediction model are the most things because of the 

constraints of sensors. Here we do some comparisons between prediction models as 

follow:  

 
Table 1, the comparisons between prediction models 

Prediction Model Training Data Data type Training Time 

Simple Exponential 

Method  

At least 10 raw 

data 

Equidistant Short 

Holt’s Method  At least 10 raw 

data 

Similar trend  Short 

Regression Method At least 15 raw 

data 

Similar trend 

and regularity 

Middle 

Causal Regression 

Method 

More than 10 raw 

data 

Mixed type  Long  

Box-Jenkins 

Method 

More than 50 raw 

data 

Equidistant Long 

Grey Prediction 

Method 

At Least 4 raw 

data 

Equidistant and 

Non-equidistant 

Short 

 

According to Table 1, we choose the grey prediction model for our detection 

mechanism because of the characteristics of this model. Grey prediction model only 

need few input data, short training time, and simple computation which are easily 

used in WSN. We then express how to model the node’s behaviors in WSN.  
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3.1.1 Estimate Trend of Long-Term Behavior Change 
We first show the flow of estimating trend of long-term behavior change in WSN. 

We model the Feature Set (FS) as follow:  

 

{ } ttimeatifeatureofnobservatioistxwheretxxxxX iiiiifeaturei         )(      )(),...,3(),2(),1( )0()0()0()0()0()0( =
 

then we build GM(1,1) and predict next ρ  steps for feature i as follow:  

 

     .1,2,3,....      )(ˆ )0( =+ ρρ wheretx featurei

  

The whole process is called trend prediction model of feature i  

 

     )(ˆ)(: )0()0( ρ+→ txtxGM featureifeatureifeaturei

  

After we finished the flow, we then get a long-term behavior change model. We then 

introduce the steps of building our trend model. The first step is model the 

observation of feature i: 

 

 ))(()}(),.......,3(),2(),1({ )0()0()0()0()0()0( txtxxxxXy featureiiiiifeatureii ===    (1) 

 

The original observations needs to do 1-AGO (the first-order accumulated 

generation operation) to find out the regularity of the raw data sequence: 

 

NthitxqxtX featurei

t

q
ifeaturei ,...,2,1   ,,...,2,1   where)),(()()( )1(

1

)0()1( ==== ∑
=

        (2) 

  

When we got the 1-AGO sequence, we need to do MEAN operating. This is because 

we need to generate the parameter matrix to solve the prediction coefficients. We do 
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MEAN operating as follow: 

  

 

   tkwherekxkxZ iifeaturei ,...,4,3,2     )1(
2
1)(

2
1 )1()1()1( =−+=      (3) 

  

Then, we construct the parameter matrixes for solving prediction coefficients as 

follow: 

 

   

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

−

=

1          )(
         

1          )3(

1          )2(

)1(

)1(

)1(

nZ

Z

Z

B

featurei

featurei

featurei

M

 

          (4) [ T
iiiii txxxxy )(),...,4(),3(),2( )0()0()0()0(= ]

 

By using these two parameter matrixes, we could solve the prediction parameters a, 

u of prediction model. Here we first show the prediction model as follow: 

 

   uax
dt

dx
=+ )1(

)1(

              (5) 

 

We could see the concept of the grey prediction model is formed as a first order 

difference equation. We need to find the prediction parameters for every feature i in 

Feature Set (FS) and then we could use feature i's trend model to find the next 

change of the feature i. We then solve [ ] i
TTT yBBBuap 1)(,ˆ −==  to get time 

response function, 

 

a
ue

a
uxtx at

featureifeaturei +⎟
⎠
⎞

⎜
⎝
⎛ −=+ −)1()1(ˆ )0()1(         (6) 
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 or  

 

at
featureifeaturei e

a
uxatx −⎟
⎠
⎞

⎜
⎝
⎛ −−= )1()(ˆ )0()0(          (7) 

  

then we call equation (6) and (7) as a trend of long-term behavior change model for 

the feature i. Through this model, we could easily find next time step change of the 

feature i for sensor nodes. We then express how to adjust variety of every time 

change in next section. 

 

 

3.2 Variety between Trend and Real Value 
After estimated trend model in our environment, we could know the node’s 

behavior how to change in the future and then dynamically change the thresholds. 

But every time we predict the next change for sensors, there are some variety 

between the prediction value and real value. We need find a reasonable variety for 

the next change that reduces the false alarm in our mechanism.  

 

Here we need another prediction model for short-term predicting and use the 

Markov Model. Markov Model has some characteristics which suit WSN. It is easy 

to use and has good property for short-term prediction. The simple computation 

property also makes sensors easy using. We then briefly introduce our variety model 

and give some definitions. Firstly, we define the residual errors as follow:  

  

     (8) )(ˆ)(        },...,,{ Re )0()0(
21 jxjxewhereeeeErrorssidual featureifeatureijt −==

  

The  is real value of feature i at time j, and  is the prediction 

value of feature i at time j. We see the difference between these two values as 

residual error. When we got the residual errors from past t data, we could model 

these residual errors as follow:  

)()0( jx featurei )(ˆ )0( jx featurei
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 range 1  range 2  range 3  range m

  Figure 1, Residual Error Determined Model 

  

Here we first give some definitions of our Residual Error Determined Model as 

follow: 

  

  Initial State (π ): the start range of residual errors  

State Space (S): the ranges of residual errors  

State Transition Matrix (A):  )|()(
itjnt

n
ij sqsqPa === +

  

Here we get a feature i's residual error determined model ),,( πλ AS=  to find the 

variety in next time step. When we got this model, we could easy find how the 

variety between trend and real value. Then, we add the residual error and trend 

prediction as the upper bound of normal behavior for sensors. On the other hand, we 

minus the residual error as the lower bound of normal behavior for sensors. The 

range is our threshold of feature i for sensors. We will detailed discuss the modeling 

steps in next section. 

    

 

3.2.1 Steps of Building Residual Error Determined Model 
In this section, we detailed express how to build the model and how to use this 

model to find the variety. Then, we explain the steps as follow: 

 

 Step 1: Determine the states  

In this step, we need to divide the residual errors which we got 
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according to past data into m ranges, then we will get  

 

( ) minyxeewhereeeiState yxy ,...,1  ,,...,1,  ,        , ==>=  

 

 Step 2: Construct the transition matrix A 

According to the states which we determined in previous step, 

we could assign the errors in residual error set a state. Then, we 

use this information to build the transition matrix A as follow:  
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the  means number of state i transit to state j in time T 

steps, and  means number of the state i in the state table. We 

could use this transition probability matrix to find the maximum 

probability and confirm next residual error for next prediction. 
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 Step 3: Choose the r past varieties to predict r+1 variety  

After finished constructing the transition matrix A, we then do 

prediction for next variety. Before we do the prediction, we must 

choose r past varieties and our prediction variety at time r+1 is 

based on these r past varieties. Here is a trade-off between the 

computation and precision. More past varieties are and higher 

precision is, but we will need more computation. 
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 Step 4: Find the maximum transition probability of state 

We then use the past r varieties to predict r+1 variety. Each 

variety from past r data far away from the r+1 variety at r step, 

r-1 step, r-2, step, … , 1 step. According to these distances, we 

need the r transition matrixes to calculate the probability for 

each state. We then sum the probabilities of each state to find the 

maximum one as the prediction variety at time r+1.  

 

 Step 5: Confirm the final variety for next trend prediction 

According to step 4, we decide the state at time r+1. As 

mentioned before, the state is a error range of the residual errors 

and we do simple computation to confirm final variety as 

follow: 

 

  nyxeee yxr ...1,        )(
2
1ˆ 1 =+=+       (10) 

 

When we got the variety for next trend prediction, we add these 

two values as the upper bound for normal behavior in WSN.  
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4. Evaluation 

We need to build trend model and variety model for our sensors’ behaviors. We input 

the observations of each feature i from Feature Set (FS) to find out the long-term 

behavior change and variety between prediction value and real value. Both of these 

models help us dynamically adjust the thresholds to fit the normal behavior changes. In 

this section we show two phases: one is training phase and the other is testing phase. In 

training phase, we show flow of constructing the trend model and variety model. In 

testing phase, we use some testing data to check effect of these two models and 

differentiate anomalies from testing data.  

 

 

 4.1 Training Phase 
We first show the flow of constructing trend and variety models, and then we 

explain more detail later:  

 

 

Start 

 
Figure 2, the flow chart of constructing trend and variety models 

FS, ES 

Model Building 
(Long-Term 
change and 

Determined Error 
Model) 

Profile of 
Feature i: 

λ= (π, S, A ) 
GM(1,1)  

Feature Set (FS): { Feature 1, … , Feature M }

Error Set (ES): { Error 1, … ,  Error 

Residual Error Determined Model of Feature i

Long-Term Change Model of Feature i 

End 
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We input the Feature Set (FS) and Residual Error Set (ES) as raw data to construct 

trend model and variety model. According to the observations of each feature in 

feature set, we easy build the trend model. When we built this model, we then 

predict it to create the residual error set and use the residual error set to build variety 

model. After finished that, we store these two models in sensors. The sensors could 

do detecting anomalous behaviors in WSN and then report the anomalies.  

 

 

 4.2 Testing Phase 
  In previous section, we have already built trend model and variety model. Here 

we need to test the effect of these two models before we deploy them into sensors. 

We explain the testing flow and then do evaluation in next section.  

  

 

 

Start 

Feature No., 
Obt. value  

Profile of 
Feature i: 

λ= (π, S, A )  
GM(1,1)  

Authentication 
Model 

End 

Update Model

Alarm Model 

Obtained value > threshold

Yes

No 

  Figure 3, the flow of testing effect of these two models 
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In this phase, we input the observations of each feature and feature number and 

then load different feature’s trend and variety models. We do two times predicting 

and then get two prediction values which are trend prediction value and variety 

prediction value respectively. According to these two prediction values, we could get 

the upper ad lower bounds of normal behaviors. If the observation doesn’t fall into 

the range, it must be a anomalous behavior. We report a alarm to base station. The 

detailed steps are as follow:  

 

1. Obtain real value yi of feature i at time t and input the feature number, 

observation to do testing.  

 

2. According to the feature number, we load the trend model and variety model 

of this feature to calculate the trend and variety:  

 

Trend of long-term behavior change for feature i: 
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a
uxatx −⎟
⎠
⎞

⎜
⎝
⎛ −−= )1()(ˆ )0()0(         (11) 

 

   Variety between trend value and real value: 

 

     ),,( πλ AS=             (12) 

 

These two values decide upper bound and lower bound of normal behavior in 

WSN.  

 

3. Calculate the threshold for this feature by summing trend value and variety as 

follow: 

 

       (13) tfeatureii etxyttimeatifeatureofthreshold ˆ)(ˆˆ      )0( +==

 

19 



This threshold of feature i at time t is a temporary value at this time, and next 

time we will generate a new one for next observation. 

 

4. We compare observation and this threshold. If the observation doesn’t fall into 

this range, we report an alarm to base station. Otherwise, we update the 

history database of whole network for future constructing the model. 

 

 

4.3 Result Analysis 
In this section, we will discuss our evaluation results of our proposed scheme. We 

first explain the experiment environment. We applied 21 days measured packet 

numbers which are accumulated day by day. The sink node accumulates the packets 

which it got. The first 15 days data are normal network behavior’s traffic and are 

used to train our detection scheme; the last 6 days data are not normal network 

behavior’s traffic and are used to test our scheme. The last 6 days’ data contain 2 

abnormal data. Here we show the result of the evaluation below: 
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Figure 4, our proposed scheme for detecting anomalies 

 

In this figure, we show the result of predetermined threshold method on measured 

packet numbers. The blue line is measured packet numbers and the red one is 

predetermined threshold. The y-axis is number of packets which are bounded 

between 700 packets and 900 packets and x-axis is measured time of these packet 

numbers. If we use the red line as a threshold to detect anomalies, we could see there 

are some normal amount of packets be detected as abnormal activities and some 

abnormal amount of packets could not be detected. This is why use the 

predetermined threshold will cause the high false alarm rate because of the 

predetermined threshold could not dynamically adjust the threshold when the 

behavior changes in WSNs. 

 

The yellow one in the figure is one which use proposed scheme to model 

measured packet numbers. We can see that our proposed scheme is more accurate 

than the predetermined threshold which can dynamically changes the threshold if the 

behaviors of sensors change. This means we could more easily find out the 

anomalies in WSN when using the proposed scheme. In our proposed scheme, we 

use the variety model to promote accuracy of the trend prediction we generated 

before. The result is good when we test the 6 days’ amount of packets.  
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Figure 5, the comparison between the predetermined method and our proposed scheme 

 

As mentioned before, we test 6 days’ amount of packets by using our proposed 

scheme. There are 2 abnormal data in testing data in day 19 and day 20. We can see 

the predetermined threshold method could not accurately detect the abnormal traffic 

data from measured traffic data. If we use this method for detecting, there will 

generate false alarms in day 16, day 17, and day 18 because of the obtained values 

are great than the thresholds. In day 19 and day 20, the abnormal traffic data will not 

be detected because of the obtained values less than the thresholds. In our proposed 

scheme, we can precisely find out the anomalies from mixed normal/abnormal data. 

We could see the yellow line in Figure 5. In this figure, the yellow line could 

separate the abnormal network activities and normal network activities precisely. 

Here we use the yellow line as a threshold to detect anomalies. 
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5. Conclusion 

Here we propose a dynamic adjustment threshold approach included the long-term 

behavior change model and variety model for wireless sensor networks. When we got an 

observation value of one feature from the network, we could compare the obtained value 

with a threshold which is generated by these two models to test whether the obtained 

value is normal or not in WSN. When the anomalies occurred, the system could report 

alarms to base station. The advantages of our proposed scheme are that we could 

dynamically change the thresholds to fit the changes of node’s behaviors in the wireless 

sensor network that improves the precision of detecting anomalous behaviors in WSN 

environment especially node’s behaviors would change over time and also reduce the 

false alarm generating. In our experimental results, we used measured normal traffic data 

as an example to train our proposed scheme and then use measured traffic data which 

included abnormal values for testing. In Figure 5, we also see that the proposed scheme is 

efficient and can reduce the false alarms. In the future, we will try other statistical model 

to improve the efficiency of our trend model and variety model. 
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