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Public Key Broadcast Encryption with Low Number of Keys and

Constant Decryption Time

Student: Yi-Ru Liu Advisor: Dr. Wen-Guey Tzeng

Institute of Computer Science and Computer Engineering

National Chiao Tung University

Abstract

We proposed two public-key broadcast encryption schemes. The first scheme, called
the BE-P1 scheme, has O( r ) header size, O(r ).computation cost, O( 1) public keys and
O(logn) private keys, where r is the number of revoked users and n is the number of
users. This is the first public-key BE(broadcast-encryption) scheme that with O(log n)
private keys under O( r ) header size. The other scheme, we call it PK-SD-PI scheme,
has O( r ) header size, O( 1) public keys, O(log®n) private keys and only O( 1)
computation cost. By using similar technique in LSD. We can convert it to PK-LSD-PI
scheme, has O( 1) public keys and O(log*™*'*) private keys with O(kr) header size
tradeoff. Using our method, it also can reduce public key size to O( 1) in public traitor
tracing scheme. Our BE system is static full-collusion resistant secure under chosen
plain attack (CPA). With little modification, it can also against chosen cipher attack
(CCA).

Key words: Broadcast Encryption, Revocation Scheme, Traitor Tracing
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Chapterl

Introduction

Broadcast Encryption schemes enable a center to deliver encrypted data to a large
set S of N users. For any set S , we can deliver an encrypted message to users u €S,
while the users u ¢ S cannot get information about the message. Such schemes are
useful in pay-TV systems, the distribution of copyrighted material on encrypted
CD/DVD disks, internet multicasting of video, music and magazines, etc..

In 1993, Noar and Fiat [1] formalized the basic definitions and paradigms of this field. A
broadcasted message M is usually sentin the form. < Hdr(S,k),E, (M) >, where k isa
session key for encrypting M via a symmetric encryption method E. An authorized
user in S can use his private keys to decrypt the session key k from Hdr(S,k), then
use k to decrypt message M .The performance measures of a broadcast encryption
scheme are the header size, the size of private keys held by each user, the size of public
keys and the time for decryption. A broadcast encryption scheme should be able to resist
the collusion attack from revoked users. A scheme is fully collusion-resistant if even all
revoked users collude, they get no information about the broadcasted message.
Broadcast encryption schemes can be static or dynamic. For a dynamic broadcast
encryption scheme, the private keys of a user can be update from time to time, while the
private keys of a user in a static broadcast encryption scheme remain the same through
the lifetime of the system. Broadcast encryption schemes can be public-key or secret-key.
For a public key broadcast encryption scheme, any one can broadcast a message to an

arbitrary group of authorized users by using the public system parameters, while for a



secret-key broadcast encryption scheme, only the special dealer, who knows all secrets of
the system can broadcast a message.

Our scheme is stateless public-key broadcast encryption system. The first stateless
broadcast encryption system was proposed by Naor and Litspiech in 2001 [12]. They
regard the problem of “designing stateless broadcast encryption as” “solving subset
cover problem”. They present two methods .One is “Complete Subtree”(CS) technique.
In the CS algorithm, everyone needs to storeO(logn) keys with O(rlog(n/r)) header
size, where n is the number of users and r is the number of revoked users. Another
major improvement of there idea was the “subset diffenrence”(SD) technique. They use
pseudorandom function to reduce the number of keys for an user needs to store. They
also break the lower bound based on the.information security. In the SD algorithm,
everyone needs to store O(log” n)* keys with O(r) héader size. In 2003, Dodis and Fazio
[6] introduce how to transform a“secret-key to a public-key BE system. They use
“ldentity-Based Encryption (IBE)” “and““Hierarchical Identity-Based Encryption
(HIBE)technique to transform CS and SD to public-key broadcast encryption scheme
with O(1) public key and keeps private key parameter. In 2005, Boneh [4] proposed a
pulic-key broadcast encryption system with short ciphertext and private key. However,
this scheme needs very large public-key storage space ( O(n) ) and receivers need to use
all public keys for decryption message.

First of our public BE scheme has O(logn) private keys and only O( r ) header
size. The other one can reduce PK-SD computation costto O(1) . Our scheme is static
secure based on CBDH problem under CPA mode. We can build it with CCA secure by

applying Fujisaka and Okamoto method[9].



Chapter2

Relative Work

Consider two trivial BE systems. If we assign everyone with only one key*, and we
revoke r users .Then we will need to send n-r encrypted message to each user. The
header size is O( n). On the other hand, if we assign 2" to each user **. The header size
will become O( 1) but there are too many keys (O(2"™") )need to be stored. How to get
good performance between header size and storage size is the major problem.

Following table is the performance of stateless broadcast encryption schemes.

Private-key Broadcast Encryption :

Method Header Size Privokey Size | Comp. cost
* O(n) O(n-r) 0@
ok o) 02" o(n)
CS[12] O(rlog(n/r)) O(logn) O(loglogn)
PRSG or OWF- based
SD[12] O(r) O(log? n) O(logn)
LSD[13] O(kr) O(log***n) | O(logn)
Jho[14] o r N N —(p+2)r/(p+1)) O(c?) O(c)

p+1 c
SIC[15] O(kr) O(logn) o(n"¥)
RSA Accumulator-based
Asano[16] O(rlog,(n/r)+r) o) O(2" log: n)




SIC[15] O(kr) 0@ o((n"* log® n)/ k)
Public-key Broadcast Encryption:
Method Header Size | Priv.key Size | Pub. Key Size | Decryption Comp.cost
CS-PK[6] | O(rlog(n/r)) | O(logn) o) o)
SD-PK[6] | O(r) O(log’n) | O(@) O(logn)
LSD-PK[6] | O(kr) O(log*** n) | O(1) O(logn)
BGW(i) [4] | OQ) o@) O(n) O(n)
BGW(ii)[4] | O(/n) O(1) O(vn) O(vn)
Our BE-PI O(r) O(log n) o) O(r)
our o(r) O(log’n) | OQ) oQ)
PK-SD-PI

For designing stateless broadcast encryption;schemes. We can regard it as an

subset-cover problem:

For a set N={1,2,3,...,n}

How to set subset.S,,S,,...S, < N such that for any

RcN wecanfind S;,S; ,...,S; where S, US, U...US, =N\R

In the above system. We can regard N as users. All set S; has an unique key K; ,

elements in S are the users who have key K, . tis the header size for sending message to

subset N \ R . Key size for each user is the number of subsets a user belongs to.

2.1Private Key Broadcast Encryption

In private key BE system, only the server who knows all secrets can broadcast

encrypted message. Here we introduce CS, SD, LSD and SIC schemes.

2.1.1 Complete Subtree (CS) Scheme

This scheme was proposed by Noar[12] in 2001. The collection of subsets

S, S,,...S, © N in this scheme corresponds to all complete subtrees in the full binary




tree with N leaves. For any node v, in the full binary tree , the subset S, is the

collection of receivers u that correspond to the leaves of the subtree rooted at node

v, .Following picture (Figl) is an example

Figure 1 CS scheme
ab,cdef,ghareusers. S, ={ab.cd}"'S, ={g,h}

The key assignment method simply assign each subset S, an independent and
random value K,. Itis easy to see that each user only needs to store value K, where i is
nodes on the path from root to user. For example, user b needs to store K,,K,,K, , Ks.
In a full binary tree, we know that the height of the tree is logn , so the key size for each

user is O(logn) .



Figure 2 Revoke d in CS scheme
For a given set R of revoked receivers, we remove the edges and nodes from

revoked receivers to root, and we get subtree=S;., ...;'S, . If we revoke user d in figure 1.
we get S,,S.,S, (Fig 2.). The-header will be like :

Hdr =<S,,S., Sy, Ey, (kK), E 1K), B (k)>"

The cover size of CS scheme is at most ‘rlog(n/r).
2.1.2 Subset Difference(SD) Scheme

Disadvantage of the Complete Subtree method is that N \ R may be partitioned

into rlog(n/r) subsets. It is large. Now we want to reduce the partition size.
Consequently, we needs to increase subsets. A Subset S; ; in SD scheme is the S; —S;

in CS scheme (Fig3.).



Subset Sj;

Figure 3 Subset S;; in SD scheme

SD scheme partitions the non-revoked receivers into at most 2r-1 subsets. However,
there are O(n) subsets for an usér belongs in:.It means that everyone needs to store
O(n) keys. It is very impractical, so we use pseudorandom function to derive keys from
parent’s label. Let G :{01}" — {01} be a pseudo-random sequence generator that
triples the input, whose output length is three times the length of the input; For each node
v,. We assign ita label. ={0,13*". Let G, (S) denote the left third of the output of G
on seed S, Gi(S) the right third and G,,(S) the middle third. We say that
G{0.3" —»{0,3*" is a pseudo-random sequence generator if no polynomial-time
adversary can distinguish the output of G on a randomly chosen seed from a truly
random string of similar length. Now, consider the subtree T, (rootat v,). j,_ and J;
are i's left and right child. We will use the following top-down labeling process. The
root is assigned a label L;.The label L;; is computed from G, (L;)and L;; is
computed fromGg (L;) .-The key K, ; of set S, ; is derived from G, (L; ;). Therefore,
if we get the label value of v; , we can derive all keysK; ;={K; ;| ] is an descendant of i}

of subset S; ;. Now, each user only needs to store Labelij= {label, ;| i is ancestor of u,
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and for each i, j is the sibling of nodes on the path from user to i }.For example :

Label; ;= Gg(Label))

Kiylz GM(LabEh,l)

Label;s

u
Figure 4 Key generation in SD scheme

In Figure 4, for node i, user u needs to storep Ly, L5, L 5, L, . We can discover that an

user in a n-users SD-BE system needs to store :
logn+1 1 2 1 )
1+Zk:1 k—1=§|09 rl+§|09n+1=0(log n)- values.

The Cover. For a set R of revoked receivers, we find Steiner Tree ST(R) with the
property that any ue N \R that is below a leaf of tree has been covered. We start by
making T = ST(R) and then iteratively remove nodes from T until T consists of just

a single node:

1. Find two leaves v; and v; in T such that there least-common-ancestor v
does not contain any other leaf of T . Let v, and v, be the two children of v .v, is
ancestor of v; and v, isancestor of v;.(v,=v,=v when there is only one leaf left)

2.1f v, #v; thenadd the subset S,; to the collection; likewise, if v, = v, add the

subset S, ; to the collection.

3. Remove from T all the descendants of v and make it a leaf



A cover in SD scheme contains at most 2r-1 subsets for any set of r revocations.
2.1.3 LSD Scheme

In 2002, Halevy and Shamir propose Layer Subset Difference (LSD) method which
can reduce key size to O(log™*'*) with header size O(kr).

Here we describe the simplest version of the Layered Subset Difference scheme
where k=2.

In LSD, set partition is the same as SD scheme. A set S;; we can split it into
Six US,; (kisadescendant of i and j is a descendant of k). Figure 5 demonstrates the

set S, US,; =S,

Figure 5 Subset in LSD

We define some of the /logn levels as “special”. The root is considered to be at
special level, and in addition we consider every level of depth
t-ylog(n) for t=1..,/log(n) as special. We define set S, ; is an useful set if i and
J belong to the same layer or i is at a special layer. Any set in SD we can present by at
most two useful sets. The keys need to be stored for each user u is similar to SD scheme,

but it only need to store L, ; where S, ; isan useful set. For example, user u in Figure6

9



for ascendant i. The labels he needs to store is the same in SD scheme, but for ascendant

V, he only needs to store L, ,.

_______________ 1-abeks--¢4)-----------------mo-oo Special Level

Special Level

Figure 6 LSD scheme.
The total number of keys an user needs -to store for each layered
IS O(W 2) =0O(logn) . There are \/@ layers. The total storage size is
O(logn)O(log*? n) = O(log*? n) .
Any subset in SD scheme is at most divided into two subsets in this scheme. So header
size is at most 4r-2.
Using the similar method, we can divide a subset S\R into more subsets and get
O(log™"* n) storage size with O(kr) header size tradeoff.
2.1.4 SIC Scheme

Addrapadung proposed Subset Incremental Chain (SIC) [15] scheme in 2005. This
scheme improves storage size to O(logn) and header size to O(r) with O(n)
computation cost. Using RSA-Accumulator technique, it can reduce storage size to
O(1) , but it needs more computation for finding primes. This scheme also can be

layered. We introduce no layered situation.

10



Graph-decomposition.

This paper’s authors give a method to analyze the relationship between keys. For any
set S, we can regard itasanode . If set Ac B there is a direct path from Ato B . In

following example S, ={{0} {2}, {3} {4} {L.2},{2,3}. {24} {34}, {L.2.3}}

123 124 123
24 a4 1 23 24 34 1 23 24 a4
Q\f XKO
o o o
1 2 3 4 1 2 3 il 1 2 3 bl

DAG |5 (5 1oy Atree A chain
decomposition decomposition

Figure 7 Graph-decomposition.

Using DAG graph, we can easily reduce it to.chain' decomposition and find that when
using pseudorandom function ;we“can derive all keys from five independent values
K, K, K, Ky K,

The Cover. Inthis scheme, we define following notaions

For i,jeN={12,...,n} and i< j denote :

i— j={}0,i+3...4.. i}
b J={h0 ) =B ddn i3

[, - The leftmost leaf under v

r, : The rightmost leaf under v

BT, : The set of internal nodes which are left children

BT, : The set of internal nodes which are right children

For root, we assign 1—n and 2 < n. For each internal node, if ve BT we
assign it |, +1«r, , otherwise veBT, we assign it |, >r,—1.A 16 users

example was shown in Fig8.

11



[OR=F:rit

2«16 1—=18

Figure 8 Sets of SIC scheme

All sets in SIC scheme are:

Sac = J (L +1er)u JU, >, -Du@d—>n)u«n)

veBT_ veBTy

Using previous graph decomposition -method.. We: can arrange all sets into chain

decomposition graph. For instance, we can arrange all sets in Figure8 into Figure 9.

1,..,16
: 2,..,16
1,...8 3,..16
1.7 2,..8 9,.,15 4,.16
1,...6 3,...8 9,.,14 5,...,16
1,..5 4,..8 9,.,13 6,...,.16
1.4 5,...,8 9. 16
10,11,12
1,23 2,34 56,7 67,8 9,10,11 13,14,15
1,2 3.4 56 7.8 9,1011,12 13,14
o O o O O O O O
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 9 Chain decomposition.

Then, we have two ways to derive keys :

12



1. Based on PRSG :

Choosing an PRSG G :{0,}" —{0,1}" . For each chain, we only need to generate an
independent value for root, then all nodes above it can be derived from root. For
example, K., =G(K,,)=G?(K,). In each chain, user stores keys for subsets which
he belongs to and nearest to the root. For example in the Fig.8, our paradigm with the
chain decomposition in the Figure9 point out user2 needs to store the keys
K, Ky Kyg Kyes Ky, .Since one user is at most in logn +1chains, the storage size
for each useris O(logn).

2. Based on RSA-Accumulator

We construct a Maximin Matrix A . .

n = The number of users.

m = The number of chains.

Maximin Matrix Definition :

For a set system X, for< all»SeS; there exist j:1<j<m where
MmaX;.s &; <Min, s ;

Consider a chain decomposition {G,,...,G,,}< S,

For each chain G, :S, —...— S, we construct j's column vector

0 if €S,
a; =4 W if €S, \S,
I otherwise

Then we choose a random number s, a big integer N = pg and n distinct primes p;.

Compute secret value p(u) and assign to each user.

pu)=]Ts "™ mod N

j=1
The key k(S) foreachsetS

13



kS)=T[s"" " modN

j=1
User can derive key k(S) if ueS :
m  (Maies aij~2u;)
k(S)=]] p(u)” mod N
j=1
If ugS, (max,sa; —a,)<0.User does not know the factor of N, so he can not

compute it on exponentiation. Following figure is an exhibition :

p(1) =s™ P2P3P3 P3 P& P7 Pg )

L p(8)_s(pfpzpépip§pép%p§)
1,...,7 2,...,8 - _
01133117
1.6 3-8 10123116
L..5 48 2101311°5
1,..4 5,...8 : 31103114
1,2,3 2,34 56,7 6,7,8 41130113
511310012

1,2 3,4 5,6 7,8
6 1132101
o O o O 71133110
1 2 3 4 5 6 7 8 - -
Toc Maximin matrix

Figure 10 Translate decomposition chain into Maximin matrix.

User 1 can derive subset key K,,, by:

k(123) = s Py PzP3PIPS PP P _ p(D) p{ P2 pS P2 S pe P7 P

Security of this scheme is based on RSA Assumption. Using this scheme , everyone
only needs to store O(1) keys , but needs to compute Maximin matrix and find n

primes. The header size of SIC scheme is at most 2r-1. It is same as SD scheme.

14



2.2Public Key Broadcast Encryption

In Public key BE system, everyone can broadcast encrypted message without any
secret. Dodis and Fazio [6] showed how to translate the SD and LSD methods to the
public key setting, while having a fixed constant size public key.

The main idea is ldentity Based Encryption (IBE) [8] and Hierarchical ldentity
Based Encryption (HIBE) [2]. IBE is a public encryption system. In this system we can
input any string and generate a pair of keys. Public key can be generated by everyone
and the correspondent private key for user only can be generated by private key
generator (PKG) .Advantage of this technique is that we can use our e-mail address or
phone number to be our public key. Such that people do not need to store any public
key. It saves a lot of storage space. HIBE, is,an enhancement of IBE. In HIBE, everyone
has a unique Hierarchical 1D and each-user can derive his descendant users. We can
send encrypted message to any user and-only receiver’s ascendants can decrypt it
( include receiver). For example;. if an*user’s*HID.is tw.nctu.cs . He can decrypt all
message which pattern is like tw.nctu.cs.* |, but he can not decrypt messages like

tw.nctu.ee or tw.gov ...etc.

2.2.1 Public key -Complete Subtree (PK-CS) Scheme

The main idea of this method is rename all sets (nodes) with an unique 1D, then we
can use IDE scheme. First, we let ID(root)= R . Then , the ID of left child we
concatenate O after parent’s ID, and ID of right child we concatenate 1 after parent’s ID.

In Figure11 1D(Y)=R00, ID(b)=R001 , ID(W)=R11

15



Figure 11 ID of PK-CS scheme

The size of private key for each user needs to store is the same as CS scheme. In
figure10 , user b needs to store the privateé keys where ID=R001 , ID=R00 , ID=R0 and
ID=R . The public key size isO(1).This is equal to IBE system. Header size and
computation cost are equal to CS scheme. For -any people want to send encrypted

message, he can find set covers of users, then uses public keys of these ID .

2.2.2 Public key -Subset Different (PK-SD) Scheme
Transfer SD scheme is similar with CS scheme. The hard problem is that, in this
system all values of sets are not independent. Parent’s value can derive child’s value.

The answer to solve this question is HIBE system. We define following notations:

v, : Nodei

Sij - Set §;—S; . Itissame as SD scheme.

L, - Label of node i.

L;; * Labelofset S, ;. Itcan be derived from L, .

KT« private key of setS; | K{7" * public key of set S,

16



ID(x),HID(x) : The object’s name of x
The ID of each node v, is the same as PK-CS scheme. We need to give an unique

HID foreach L, ;.

Figure 12 HID of PK-SD scheme
In above Figure ID(v, ) =R0 ID('v,)=R00T
For root, ID(root)=R
For label L, , HID(L,)=ID(v,)
Forlabel L, i=j , HID(L ;)=(ID(L;),[1ID(v, \ID(v;)])
[ID(v;ID(v;)] + The different between ID(v,) with ID(v;). For each different
symbol. We use “,” to separate it.
Now, each label has an unique HID and same relationship in SD-scheme. For

example, In above figure:

HID(L, ,)=(R0,0,1) HID(Lg.)=(R,1,0,0)

HID for keys K ;, HID(S, ;)=(HID(L; ;),2)
We can use HIBE system to derive all value properly. The number of values for each

user need to store in PK-SD is equal to SD scheme. Each user stores the private keys of

17



HID(L; ;), where L, ; is the label needs to be stored in SD scheme. However, in
HIBE system , private key length is linear to max level which is O(logn) . By sharing
some parameter, the private key size is about twice of SD scheme (O(log® n) ).By using
the HIBE technique in [2]. The header size is still O( r ), the public key size is O(1), and
the computation cost is O(log n) exponentiations for key derivation.
2.3Tracing Traitor

In a BE system, message was encrypted and only the subscribers can decrypt the
ciphertext. However, a traitor (malicious subscriber) may clone his decoder and sell the
pirate decoder for profits. A traitor tracing scheme is a scheme with capability to find
these pirate users. A traitor tracing scheme is fully k-resilient if it can point out all
traitors where the number of traitors is less than k.
2.3.1 Dynamic Shares Scheme

Tzeng and Tzeng[21] proposed an efficient fully k-resilient Public-Key Traitor
Tracing scheme by using dynamic 'shares:“There scheme needs O(k) header size,
O() private keys, O(k) public keys and” O(k) computation cost.
System setup. Center select a large prime g and select a degree-z polynomial z > 2k
f(x) :Z::Oatxt (modq) with coefficient over Z . The user’s secret key is f(x)
and public keys are <g, g*,9'®,....g f(z’>
Registration. When a receiver i, i>z registers, the center give the receiver i a decoder
with the share (i, f (i)) (private key)
We call (j, f(])) anunused share if it has not been assigned to any receiver.
Encryption. The sender randomly selects unused shares
(Jos F(0)) (s £C32)) - (3,5 £(],)) and a random number r e Z, and a session
key s. The sender computes the enabling block

T :<sgfao’gr,(jl’grf(h)),(jl’grf(jz))’”.’(jl’grf(jz))>
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And broadcast (T,E'(s,M)) where E' isa secret-key cipher.

Decryption. When receiving <T, E'(s,M )>, the receiver compute s by
i 2 P () A G
Sgrao /[(gr)f(l)},Z 'H(grf(XI))ﬂi]:Sgrao /g (thof( ) A+ T (i)4,) :Sgrao /grao =3
t=0

Where X, = j;, X, = Jo, X, = J, @and X, =i

X; -
A = | | are lagrange coefficients.
0< j#t<z Xj — X%

He then uses s to decrypt E'(s,M) to obtaion M
Traitor Tracing. There are two black box traitor tracing algorithms for following
situations.

I. If pirate decoder’s key is not linear combination of shares.

1. For every possible m-recgiver set{e€, ¢, } , m<k ,
(@) Randomly select z-m" unused ‘shares {jl,..., jzfm} and construct a test
(T,E'(s,M)) where
. :<sg *,9"(c, 9" ) (c,, g”“z)),---,(cm,g”‘°m)),>
(39", (s 8" 9y (pn 9 )
(b) Feed (T,E'(s,M)) to the decoder.
(c) If the pirate decoder does not output correct M, {cl,cz,...,cm} is a
possible traitor set.
2. Output the smallest of all possible traitor sets found in Step 1c.

Il. If pirate decoder’s key is linear combination of shares.

1. For every possible m-receiver set {c,,c,,...C,} , m<k ,
(@) Randomly select a degree-z polynomial h(x) = Z;O a,z' that passes
(G, (C)). (€50 (C,))semn (€, T(C,)) poES.

(b) Randomly select z unused shares j,,..., j, and construct a test
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(T,E'(s,M)) where T =<sg”"°,gr,(jl,grh“l)),(jz,grh“”),---,(jz.grh“z))>
(c) Feed (T,E'(s,M)) to the decoder.

(d) If the pirate decoder outputs correct M, {c,,c,,...C,} is a possible

traitor set.

2. Output the smallest of all possible traitor sets found in Step 1c.
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Chapter3

Background

3.1Bilinear Groups

We use bilinear maps and bilinear map groups.

1. G and G, aretwo (multiplicative) cyclic groups of prime order g;

2. gisagenerator of G

3. é isabilinearmap €:GxG — G,

€ has the following properties:

LForall uveG, and x,yeZ, . 8U",v’)=8(u,v)”

2.Let g be a generator of G, we-have €(9,9)= g;#1 isagenerator of G,

3.2 CBDH assumption

The CBDH problem is to compute “ €(g;g)2* from give (g9,9°%,9°,9°), where g is

random generators of G, and ab,c are random over Z,. We say that CBDH is
(t,e) —hard if for any probabilistic algorithm A with time bound t, there is some k,
such that for any k >k,

abc

PrlA(9.9%,9°,9°) =6(g,9)™ 1 g«*—G, \{},a,b,ce*—Z ]<¢

3.3 CDH assumption
The CDH problem is to compute g® from give (g,g9%,g"), where g is random

generators of G, and a,b are random over Z . We say that CDH is (t,&) —hard if
for any probabilistic algorithm A with time bound t, there is some k, such that for any
k >k,

PrIA(9,9%,9°)=9% 1 g«—G, \{I},a,b«—Z ]<¢
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3.4Broadcast encryption

A public-key BE scheme consist of three probability polynomial-time algorithms:
-Setup(1*,ID,U). let U ={U,,U,,...,U}. It takes as input the security parameter z, a
system identity ID and a set U of users and output a public key PK and N
private key sets SK,,SK,,...,SK,,, one foreach userin U .

-Enc(PK,S,M). It takes as input the public key PK, aset S —U of authorized users
and amessage M . It outputs a pair (Hdr(S,m),C) of the ciphertext header and body,
where m is a randomly generated session key and C is the ciphertext of M
encrypted by m via some standard symmetric encryption scheme, e.g AES.

- Dec(PK, SK, ,Hdr(S,m),C)) .It takes as input the public key PK, the private key
SK, of user U, , the header Hdr(S,m)..and the body C. If U, ¢S, it cannot
decrypt C to obtain the message M=nlf U €S, it can decrypt the header
Hdr(S,m) to obtain the session key m and then uses m to decrypt the ciphertext
body C for message M .

The system is correct if all users in 'S * can get the broadcasted message M .
Security. We describe the indistinguishability security against the adaptive chosen
ciphertext attack(IND-CCA security) for broadcast encryption[4] as follows. Here, we
focus on the security of the session key, which in turn guarantees the security of the
ciphertext body C. Let Enc* and Dec* be like Enc and Dec except that
message M and the ciphertext body C are ignored. The security is defined by an
adversary A and achallenger C via the following game.

Init. The adversary A choose a system identity ID and a subset S* — U of users that
it wants to attack.
Setup. The challenger C runs Setup(1®,1D,U) to generate a public key PK and

private key sets SK,,SK,,...,SK,, . The challenger C gives SK,,U, ¢ S* to A.
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Query phase 1. The adversary A issues decryption queries Q,1<i<n of form
U,,S,Hdr), ScS* , U,eS and the challenger C responds with
Dec* (PK, SK,, Hdr), which is the session key encrypted in Hdr .
Challenge. The challenger C runs Enc*(PK,S*) and output Hdr*(S*,m), where
m is randomly chosen. Then, C choose a random bit b and a random session key m*
andsets m, =m and m_, =m*. Cgives Hdr*((S*,m),m,,m)to A.
Query phase 2. The adversary A issues decryption queries Q;,n+1<i<q, of
form (U,,S,Hdr), ScS*, U,eS and the challenger C responds with
Dec* (PK, SK, , Hdr) .
Guess. A outputs a guess b’ for b.

In the above the adversary A is static since it choose the target user set S*

before the system setup. Let:

Adv9*?(z) = 2- PrTA° (PK, SKys-, HAI®,m,, m;) =b :
S*cU,(PK,SK, ) < Setup(*;ID;U),Hdr*«—Enc* (PK,S*),b «*~—{0,3] -1,

Where SK, ={SK, :1<i< N} and SK ;. ={SK, :U; ¢ S*}.
Definition 1. A public-key BE scheme TIT = (Setup, Enc, Dec) is

(t,e,95) — IND —CCA secure if for all t-time bounded adversary A that makes at most

dp decryption queries, we have Adv,$“*(z) <«¢.
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Chapter4

Our Scheme

We show two public BE schemes with different performance tradeoff. First, we

introduce our main idea of construction. In BE-PI scheme, we use [logn]|+1
polynomials f,(x) on exponents with degree 2' (i=0 to [logn ), and the secrets of
f,(u,) are shared to all users u,. When sending an encrypted message to U \R, we
broadcast information about f,(R). Then all users in U \R can compute f,(0) and
decrypt the message. In PK-SD-PI scheme, deployment is similar to SD scheme, all
users are leaves of the tree. We use polynomials with degree 1. In this scheme not all
user’s shares are over the same polynomial.- An.polynomial f(x)only pass point
(u, ' (u,)) where u, are v’s descendants-of-level j. Users only get secret shares of
f'(w,),where v is an ancestor of user.and..w;are index of nodes on the path from
user to v .When broadcasting to a subset S;, in SD scheme, we broadcast f j‘ (t) in
this scheme. For each scheme ,we present two methods for implementation. The first
one has smaller storage size and decryption cost. The second one can reduce header size
with slight modification.
4.1The BE-Pl scheme
4.1.1 BE-PI scheme
1. Setup(l’,ID,U): zis the security parameter, ID is the identity name of the system,

and U ={U,,U,,..,U } isthe set of users in the system. Let G, and G, be the

bilinear groups with the pairing function €, where g is a large prime. This bilinear

system as described above is of security parameter z. Then, the system dealer does
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the following:

Choose a cryptographically secure hash function H :{0,.}* — G, .

Choose a secure symmetric encryption scheme E with key space G, .

Choose a generator g of group G, and let Ig=1log, and g, =&(g,9)
Compute g* =H(D|"f"|li|| j) for 0<i<|log,n| and 0<j<2',
where “f” means polynomial-related parameters.

Remark. The underlined polynomials, are, 0<i<[log,n],

2i
fi(x)=> aPx? (mod q)
=0

The system dealer does not know the coefficients a'” =1gH (ID || f"||i]| j)
But, this does not matter.

Randomly choose a secret o €iZgmand compute g”.

Publish the public key= PK'= (ID;H,E.G,G,,€,9,9")

Assign a set  SK, ={S/ S Scpiggn1t Of private keys to user
U,, 1<k <N, where s, ; =(g"™®)

o is the master key of the system.

2. Enc(PK,S;M):ScU,R=U\S={U,,U, ..U, }is the set of revoked users,

where | >1. M is the sent message. The broadcaster does the following:

Let o =[log,l] and L=2".
Randomly select distinct i.,,i,,,....,i, >n. These U, ,l+1<t<L are

dummy users.

Randomly select a session key me G,

Randomly select r e Z, and compute 1<t<L
£ (i L i
g™ = THUDI" "l )
j=0

25



® The ciphertext header Hdr(S,m) is
(a,mé(g”,9 ") ,9",(i,,8(9”,9 "), (i,,8(9”, g “)"),... (i, &(9”, g “*)")
Let b, =8(g”,g ") =g/ W 1<j<L
® The ciphertextbodyis C =E_ (M)
3. Dec(PK,SK,,Hdr(S,m),C):U, €S.Theuser U, does the following
® Compute b, =é(g",g”"") =g,

® Use the header and Lagrange interpolation method to compute

_ (<o) (H ) (=) - (HL) o
i (;—ig) (i, —i, )i, —i;0) -, —i,) (modq),i, =k

® Compute the session key

A f, (0) rpf, (0)
mE(gp,g )r =mg1p -m (2)
rpf, (0) rpf, (0)
9, O

® Use m to decrypt the ciphertext body C to obtain the message M.

Correctness. We can easily see that the scheme is correct by Equation (2)

(This technique with single polynomial can reduce public key size to O(1) of

traitor tracing scheme in section 2.3 [21].)
4.1.2 Performance analysis

For each system, the public key is (ID,H,E,G,,G,,€,9”), which is of size
O(1) . Since all systems can use the same (H,E,G,,G,,é,g), the real public key
specific to a system is simply (ID,g”). Each system dealer has a secret p for
assigning private keys to its wusers. Each user U, holds private keys
SKy ={Sk0+Sk1:-+ Skiogn1 Which each corresponds to a share of polynomial f; in

the masked form, 0<i<[logn]. The number of private keys is O(logn). When r
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users are revoked, we choose the polynomial f of degree 2% for encrypting the

session key, where 2 <r <2“. Thus, the header size is O(2%) = O(r). It is actually
no more than 2r.
Since evaluation of a hash function is much faster than computation of a pairing and a
modular exponentiation, we omit the cost or evaluating hash functions. To prepare a
header, the broadcaster needs to do 2“ +1 parings. However, broadcaster can
precomputeé(g”, g “®),é(g”,g“™),&(g”,g"“™),...,&(g”,g ")) before
broadcasting. Then broadcaster only need 2“ +2 modular exponentiations, which is
O( r) modular exponentiations .Or broadcaster can send
(a,mé(g”, 9", 9", @, 9™™),(1,,9"™"),..., (@i ,g"")) instead of
(,mé(g”,9")" 0", (i,8(9”,9.2) (9", g “ ™) ... 8(g7, g ™)’
Receivers can compute é(g”,g ") =8&(g%2yg™™) by itself. Then the broadcaster
only need to compute 1 paring and O( r ) modular exponentiations. For a user in S to
decrypt a header, the user needs.to ‘perform 1 paring functions and O( r ) modular
exponentiations.
4.2The BE-PI-2 scheme
This scheme is slightly different to BE-PI scheme. Each user is not over the same
polynomial F(x)= of (x) . In this scheme, every user u owns unique shares
overF, (x) =r,f(x) where r, isarandom value assigned by KDC.
4.2.1 BE-PI-2 scheme

1. Setup(l’,ID,U): zis the security parameter, ID is the identity name of the system,

and U ={U,,U,,..,U } isthe set of users in the system. Let G, and G, be the

bilinear groups with the pairing function €, where g is a large prime. This bilinear
system as described above is of security parameter z. Then, the system dealer does

the following:
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Choose a cryptographically secure hash function H :{0.}* — G, .

Choose a secure symmetric encryption scheme E with key space G, .

Choose a generator g of group G, and let Ig=1log, and g, = €(g,9)
Compute h, = H(ID ||"h"||i) for 1<i<[log,n|, where “h” indicates the
h-related hash values.

Compute g* =H(D|"f"|li|| j) for 0<i<|log,n| and 0<j<2',
where “f” means polynomial-related parameters.

Remark. The underlined polynomials, are, 0<i<[log,n]|,

2i
fi(x)=> aPx? (mod q)
=0

The system dealer does not know. the coefficients a{” =IgH (ID || f"||i]| j)
But, this does not matter:

Randomly choose a secret” p € Z,~and compute g”.

Publish the public key “PK*=(ID;H E,G,,G,,€,9,9")

Assign a set SK, ={S,,S1, Scfiogn1y Of private keys to user
U,, 1<k <n, where s,; =(g%,g*"®, g""®nhr)

h? is the master key of the system.

and r,; israndomly chosen from Z 1<i<[logn].

2. Enc(PK,S;M):ScU,R=U\S={U,,U, ..., U, }is the set of revoked users,

where | >1. M is the sent message. The broadcaster does the following:

Let o =[log,|]| and L=2“,

Compute h, = H(ID||"h"|| «).

Randomly select distinct i.,,i,,,....,i, >n. These U, ,l+1<t<L are
dummy users.

Randomly select a session key me G,
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® Randomly select reZ, and compute 1<t<L
f (i L N
g™ = THUDI" "l D)
j=0

® The ciphertext header Hdr(S,m) is
(,mé(g”,h,)" 9", (i, 9" ™), (i,, 9" ),...CiL, g™ ™))
® The ciphertextbody is C =E_(M)
3. Dec(PK,SK,,Hdr(S,m),C):U, €S.Theuser U, does the following

i £, (k)

® Compute b, =é(g",g""“®) =g,
rh f, (i)

Y Compute bj = é(g i , gl'fa(ij)) =0,

® Use the header and Lagrange interpolation method to compute
f,, (0) s A
g rpty — b . j

(ig) - ()L - i) .
(i —io) - iy ==, G iy (moda).i; =k

where A=

® Compute the session key

mé(g ) gt | g7 h,) g
é(g",g"““h”) é(g",h2) g+«

® Use m to decrypt the ciphertext body C to obtain the message M.

Correctness. We can easily see that the scheme is correct by Equation (27)
4.2.2 Performance analysis

In this scheme, we need two more pairing computation than BE-PI scheme, and
the storage size is twice as BE-PI scheme. However, we can reduce header size with
following change.
4.2.3 Reduce BE-PI-2 header size

We can reduce about half header size. We assign private keys SK, to user
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U, l<k<n,

SK :{Zk,O’Zk,l,sk,O’Sk,l""’Sk,ﬂogn]}
_ 7 r f,(0) ~ 1 f,(0) r_f(0) r f (k) 1 f, (k) r f (k)
_(gk,gkl gkz ___gL hp,gkl ’gkz ,“.,gL )

When broadcasting message to S\R, where R={U, U, ,..,U;} is the set of |
revoked users, we select index of functions c,,c,,..c, where 2% +2% +.. . +2% =1
We can present | in binary string, so all ¢ can be found easily, and v,,...,v, are

remainder index of functions. Then the header Hdr(S,m) is

(I,mé(gp,h)r g r g r(f,, (0)+f,, (0)+..+1, (0) ’ (ila g rfcl(il))’ (Iz g "fcl(iz))’ (is’ g rfcz(iZ)),...(iL, g rfcw(iL)))

Decryption: Users not in R can Compute €(g”,h)" by

é(grizk,l)
A f, 0\ 4
)e(Z, 0.9 )e(Zigid
é‘(g r g rk(f1(0)+fz(0)+---+fL(O))hp)

é(g i 9 r(fy (0)+fy, (0)+.+fy, (0))é(g i g rfg, (O))é(g i, g rfes (0)) L é(g 3 g Mo (0))
é(g r g N (fuy (0)+ i, (0)+...+ fy (0)+Fe, (O)+ T (O) ety (0)))6(9 i hp)

é(g", 9

F(fy, (0)+1,, (0)+...+ f, (0) ey (0) )

a 2 e (0)
e(zk,ng ”'e(zk,O’ g ‘ )

=€(g”.h)’

i (fy, (004, (0) .t fy, (0)+ ey (O)# Fi(0) ot Fr (0)) )

If keR, all é(z,,,9™®) ,1<d <tcan be computed from shares
(s, 9™, (5, g™, (i5,9™*),...  and private keys g",g""".)

Then user computes m:  mé(g”,h)" /é(g”,h)" =m

30



4.3The PK-SD-PI scheme
4.3.1 The PK-SD-PI scheme

'Ul holds fz(i)(iz)v fs(i)(is)v f4(i)(i4)
-Uyholds  f(i,), £ (1), £.9(v)

-For subset S;, ,f”(t) is broadcasted so that U, and U,
cannot decrypt, but others can.

Figure 13: Level polynomials, private keys and broadcasted shares-for subtree T,

We now present our PK-SD-PI scheme; which 1s.constructed by using the polynomial
interpolation technique on the collection of subsets in SD scheme.The system setup is
similar to that of the BE-PI scheme. Consider a complete binary tree T of [logn]+1
levels. The nodes in T are numbered differently. Each user in U is associated with a
different leaf node in T. We call a complete subtree rooted at node i as “subtree T,”.
For each subtree T, of 7 levels (Level 1 to level » from top to bottom), we define
the degree-1 polynomials ~ f”(x) =a!"}x +a{"} (modq)

Where af')o =IgH (D ||"sd"||i]| j|lO)and a}f} =IgHUD||"sd"||i|| jIID.2< j<n

Forauser U, insubtree T, of 7 levels, he is given the private keys

_ A0
Sk,i,j — ] J

For 2< j<n, where nodes i,,i,,..,i, are the nodes in the path from node i to the

n

leaf node for U, (including both ends). We can read s, ;; as the private key of U,
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(including both ends). We can read s, ; ; as the private key of U, for the jth level of
subtree T,. In Figure 1, the private keys ( in the unmasked form) of U, and U, for
subtree T, with =4 are given.

Recall that in the SD scheme, the collection C of subset is

{S., :nodeiisa parentof nodet,i = t},

Where S;, denotes the set of users in subtree T, but not in subtree T,. By our design,
if the header contains a masked share for f " (t), where node t is in the j-th level of
subtree T;,onlyuser U, inS§;, candecryptthe header by using his private key s, .,
that is, the masked form of f(s), for some s=t, In Figure 13, the share f"(t) is
broadcasted so that only the user in S;, can decrypt the header.

For a set R of revoked users, let S=S; . ,S; . ....S; , beasubsetcoverfor UR, the

header is like

f(iz)(tz)

(S,9".(me(g”,g " @) e(@”, g™ Y, (meg”. g = @) e(g”, g “))....
P fj(ZiZ)(O) r P fj(ZiZ)(tz) r
,(me(9”,9 ) .e(9”,9 ),

where node t, isinthe j, —th levelofsubtree T, , 1<k<z.

For decryption, a non-revoked user fins an appropriate subset Sij,t,. in the header and

applies the Lagrange interpolation to compute the session key m.
4.3.2 Performance analysis

The public key is O (1), which is the same as that of the BE-PI scheme. Each user
belongs to at most [logn]+1 subtrees and each subtree has at most [logn]+1 levels.

For the subtree of 7 levels, the user in the subtree hold 7 -1 private keys. Thus, the

total number of shares (private keys) held by each user is

[logn]

i=1

i = ([log n—|2 +[lognl)/2, which is O(log?® n). According to [12], the number z
of subsets in a subset cover isat most 2| R| -1, whichis O(r).

When the header streams in, a non-revoked user U, needs to find his containing
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subset S, U, €S, - With a proper numbering of the nodes in T, this can be done

it
in O(loglogn) time. Without considering the time of scanning the header to find his

containing subset, each user needs to perform 2 modular exponentiations. Thus, the
decryption cost is O( 1).

4.3.3 PK-SD-PI-2 Scheme

We can also construct system based on BE-PI-2 scheme.

Forauser U, insubtree T, of 7 levels, he is given the private keys

T rfDa) L n )
sk,i,j:(gk!gkl 79 h()?,j))

For a set R of revoked users, let S=S. . ,S

it

S; , be asubset cover for U \R.

ity 70

where node t, isinthe j —th levelofsubtree T, , 1<k <z
The header is like:

ff ) (g oo g
(5.9, (e(g”,hy ;) g b Ee(g2.h, )" 9™ )

For decryption, a non-revoked user fins an appropriate subset Sij,tj in the header and
applies the Lagrange interpolation.to compute the session key m.

4.3.4 Decrease header size and encryption cost.

In PK-SD-PI scheme, the sender needs to compute O(r) parings and the header

rf}"(t))

include two components (e(g”,h; ;)" 9 for each subset S; . Now, we

reduce pairing computation to O(1) and decrease half header size. We use same
master key h” inall polynomials. h=H(ID|"h")

Forauser U, insubtree T, of 7 levels, he is given the private keys

nf0G) g rkfj“)(())hp)

g
All shares have same master key h” here.

For a set R of revoked users, let S=S. . ,S

ity !

i1, O;, D€ asubset cover for U\R.
where node t, isinthe j, —th levelofsubtree T, , 1<k <z
The header is like:
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it {0 (t,) rf (1) (t,)
o I )

(S.9",me(g”,h"), g
For decryption, a non-revoked user finds an appropriate subset Sij,tj in the header and
applies the Lagrange interpolation to compute the session key m.

We note that the private key size is still O(logn) and paring computing is reduced to 1

time.

4.4The PK-LSD-PI scheme

We can construct the PK-LSD-PI scheme in the simialar way. The numbers of public

1+¢

and private keys are O(1) and O(log™* n), respectively , for any constant 0 < & <1.
The header size O(r /&), which is O(r) for constant &. The decryption cost is again

o)
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Chapter5

Security Analysis

5.1The BE-PI scheme

We show that BE-PI scheme is fully collusion-resistant. No matter how many
revoked users collude, they cannot compute the session key m. We show that it is one
way secure (without decryption queries). The definition of one-wayness security is
similar to the indistinguishability security except that the adversary, who controls the
set U\S" of revoked users, is required to compute the session key m from the
challenge Hdr™(S™,m), where S:*is chosen by‘the adversary in advance. Later, we
shall how to achieve the IND-CCA security. Let g,, -be the number of queries to hash
function H by the collusion of the revoked-tsers:

Theorem 1. Assume that the ‘CBBH..problem is (t,&)—hard . For any
0 < a <[log, n}, if the number of revoked user is no more than L =2, any collusion
of them cannot decrypt the header to obtain the session key with probability ¢ = &',
time bound t=t, —t' and q, hash oracles under the random oracle model, where
t' is polynomially bounded and q,, <t.

Proof. We reduce the CBDH problem to the problem of computing the session key
from the header by the revoked users. Since the polynomials f, = Z?zoa?jox" and
secret shares of users for the polynomials are independent for different i’s. We simply
discuss security for a particular « . For notation simplicity in the proof, we drop the
super index () from a{®. Without loss of generality , let R={U,U,,..,.U } be

the set of revoked usersand S™ =U \R. Note that S~ was chosen by the adversary in
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advance. Let the input of the CBDH problem be (g,g? g°,g°), where the paring
function is implicitly known. We set the parameters of decrypting header as follows:
1. Randomly select ny,77,,775,W;, W, ..., W € Z,.
2. Set the public key of the system:
I. Let the input g be the generator g in the system.
i Set f (i)=w,,1<i<L.
iii. Let g*=g"® =g,
iv.  Compute g*,1<i<L, from g* and g'? =g" 1<j<L. This
can be done by the Lagrange interpolation method over exponents.
v. Set g7 =g""

3. Setthe secret key g« of the revoked user U,,1<i <L as follows:

Wi

i.  Compute g~ =(g?)
4. Set the header
(a.mé(g”, g )", g" iy, 8@” g ™“™) &(g”, g “®)"....8(g", g )" as

follows:

i. Let g" =g“™

i.  Compute é(g”,g" ") =é(g”,g") " =&(g"",g"" )" 1<i<L

iii.  Randomly select yeG, and set me(g”,g“®)" =y. We do not

know what m is. But, this does not matter.

Assume that the revoked users together can compute the session key m. During
computation the users can query hash oracles H(.). If the query is of the right form
HD|" ||| j),we setthemtobe g™ . If the query has ever been asked, we return
the stored hash value for the query. For other non-queried inputs, we return random
valuesin G, .

We should check whether the distributions of the parameters in our reduction and those
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in the system are equal. Since 7,,w,,w,,..,w, are randomly chosen, g*,0<i<L
are distributed uniformly over Gq“l, which is again the same as that of corresponding
system parameters. The distributions of g" in the header and g” in the public key
are both uniform over G, . They are the same as the distributions of the system setting.
Even thought we don’t known about m. We can check that they are all computed
correctly. So, the reduction preserve the right distribution.

If the revoked users compute m from the header with probability &, we can solve the

CBDH problem with probability &, =& by computing the following:

y-m™-e(g,9) " =e(g*™,g"")"™ -e(9,9) " =e(g,9) "™ e(g,9)
=e(9,9)™" -e(9,9) " =e(9,9)™ (3)

Where v =abn, +(an, +bn, +mn,)(C+n;)

Since 7,,m,,m, are known .andme(g;g)®=e(g*,g°), we can compute

e(g,9)” andget e(g,g)* easily.
Let t' be the time for this reduction and the solution computation in Equation (3). We
can see that t' is polynomial bounded. Thus, if the collusion attack of the revoked
users takes t, —t' time, we can solve CBDH problem within time t,.
Since each query takes a constant time, g,, cannot exceed runtime t. This complete
the proof.
5.2The PK-SD-PI scheme

The proof of PK-SD-PI scheme is similart to BE-PI scheme. In PK-SD-PI scheme
all polynomial f”(x) are degree one. Let the CBDH problem input values
(9,9°,9°,9°) .Let g”=g* For R={U,U,,..,U}, consider secret shares over

polynomial f(x) assigned to more than one revoked users U, e R.

(i) (x) =
1. We choose random number w; ;,,w,;, andlet f”(x)=w; ;,x+w,;,.
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2. All polynomials are degree 1. We can compute all values of f ' (x).
3. Set g” =g"™.Itisequal to above setting.
4.  Assign secret shares g”f"(i)(u“” = (ga)fi(i)(u“l’,gpfi(i)(u“”,.... to U, eR.
5 Let H(ID["f"|ill j|0)=g™" =g™"
HAD[" il jl)=g™" =g™".
For polynomial f j(,") (x) which secret shares are assigned to less than two revoked user.
The setting is similar to 5.1 . We choose random numbers 7; ;.,,W; ;, and set

Jhu

M () —
fi () =a+m 4 (a is unknown valug)

FO@=We  HODI U0 = g™ HODI" i 1) =g

fj(‘i') (0)

Where g“* is computed from g g 7 \When we send the challenge message

to set S\R . For each subset S.

(A

S, only_ appear one time and revoked users under

subtree S, were all contained in‘subtree=Sy.“Such.that all users in R has only one
0) i 0) i

share f”(t) over function f*(x). By the proof of-5.1, if adversary can compute m

from any header of subset S, . We can:solvethe CBDH problem.

5.3The BE-PI-2 scheme

The proof of BE-PI-2 scheme is also based on CBDH problem. Let the input of
the CBDH problem be (g,g?%,9",g°), where the paring function is implicitly known.
We set the parameters of decrypting header as follows:

1. Randomly select z,xc, g4y, fty ey s Wy, Wy s W € Z.

2. Set the public key of the system:

I. Let the input g be the generator g in the system.
i Set f (i)=w,1<i<L.
iii. Let g*=g"® =g,
iv.  Compute g*,1<i<L, from g* and g =g" 1<j<L. This

can be done by the Lagrange interpolation method over exponents.
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v. Set h =g°-g“=g""
Vi. Set g =¢°
3. Setthesecretkey (g",g""“®,g"«@n?) of the revoked user U,,1<i<L ,as
follows:
i. Let g"=g™.g“ =g "™~
ii.  Compute g"«® =(g")"1<i<L
iii. ~ Compute g""“hy =g (g") = (g") - g" g
4. Set the header
(e, 9",mé(g”,h,)", @ g"®),2,g™?),..(L g""))as follows:
i. Let g" =¢g°
i.  Compute g™® =(g°)" 1<i<L
iii. Randomly select .y .G, /and set mé(g”,h,)" =y. We do not know
what m is. But, this does not-matter.

If the revoked user compute m from ‘the header with probability ¢,, we can solve the

CBDH problem with probability &,'= ¢, “by the computing the following:

abc

y-m™=8g,9)
5.4The PK-SD-PI-2 scheme

The proof of PK-SD-PI-2 scheme is similar to BE-PI-2 scheme. In PK-SD-PI-2
scheme all polynomial f"’(x) are degree one. Let the CBDH problem input values
(9,9%,9°,9°) .we let g* =g*. For R ={U,U,...,.U,}, consider secret shares over
polynomial fj“)(x) assigned to more than one revoked users U, € R. We assign
secret keys with following steps:

1. Let g’ =¢°

2. We choose random number w;, ; o, W, ;, andlet f&(x)=w,; x+w,;,.

3. All polynomials are degree 1. We can compute all values of f®(x).
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4. Foreachuser,set g" =g™-g* =g . Itis equal to above setting.
5. Choose random value v and set h;; =g" ,then we can compute master
key hi; =(9")" =(9”)"
6. Assign private keys grk,gr““(i)(‘”h(iyj),gr”"(')(k) to U, eR
7. Let HOD|"fil j1|0)=g" = g™
HADII i1 511D = g™ = g™
HAD [I*h* il ) = g*
For polynomial f {”(x) which secret shares are assigned to less than two revoked user.
The setting is similar to 5.4 . When we send the challenge message to set S\R . For each
subset S;,, S; only appear one time and revoked users under subtree S; were all
contained in subtree S,. Such that all users in R has only one share [ (t) over
function f(x). By the proof of 5.3, if adversary.can compute m from any header of

subset S, . We can solve the CBDH problem.

5.5The BE-PI-2 and *PK-SD-PI-2 scheme with
reducing header size

Both schemes mask the same master key h” in all polynomials. Since all
polynomials are independent, and all polynomials are masked with different random
value r, for each user. The only relation between users and polynomials is master key.
We claim that even if all users are collusion, they can not compute any g*'® 1<t<k

and get master key h” from g @h” . We express this problem as follow:

Given g",9%,.,9%,g',g""® g%'® . g“"" where r,r,,.r_ are randomly

choosedin Z, and f(x) isa polynomial with degreez. 1<z <k.

Compute any one of the g*'©@ g='©@ . g%

We proof it base on CDH problem:
Proof On input (g,9%,9")
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Let g*=g® ,tisrandomly choose in[1, k].

Randomly choose u,,U,...,u,; € Z,.

Let g'® =g and set f(t)=u,,f(t)=u,..,f(t,_)=u,, , where
t=t, #..#1,,.
Thenall g'™ can be computed from g"©@ and g'®,g"™ .. g"%,
Choose k-1 random values Wy, W,,..W,_;,W,,,,.... W, € Z, and set

=W, =W,,.l, =W,_,l, =W
Compute all g"'®, g='® g« ® py

(9" )", (g" @)™, (g " )" (g ") = (g7) . (g ") (g 1)
Inputall g*,g"%,..,g9%,g"™, g"® g% . g*® toAandoutput what A
output.

Aoutput value g""® . With probability:, 1/K., r, =r, and we get value

ab r. f(0)

g =9

If adversary A can solve this problem with g, ~probability , we can solve CDH problem

with &, /k probability.
5.6The BE-PI scheme with IND-CCA security

In above, we show that the header is secure against any collusion of revoked users.

There

are some standard techniques that transfer one-wayness security to

indistinguishabiltiy security against the adaptive chosen ciphertext attack. Here we

present such a scheme [[' based on the technique in [9]. The modification is as

follows.

In the Setup algorithm, the system dealer selects another symmetric

encryption scheme T':KxG, -G, , where K is the key space. The

q )
symmetric encryption T" is Find-Guess(FG) secure, which is the counterpart

of the IND-security for asymmetric encryption. The system dealer also
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chooses two additional hash functions H, :{0.}* > Z, and H,:G, - K.
The system dealer incorporates I', H, and H, into the public key PK.
® Inthe Enc algorithm,

Hdr (S, m) =
(@,089”,9")", 9", Ty, () (i,,8(9”,9 )" ,.... (i, €(g”, g “*))")

where o is randomly chosen from G, and r=H,(a|/m).

® In the Dec algorithm, we first compute & as described in the BE-PI scheme.

Then we compute the session key m from I, ,(m)by using o. We
check whether o &(g”,g @) =c&(g”,g" )™M If they are equal,
m is outputted. Otherwise, L is outputted.

Before applying the result of Theorem 12 .in.[9], we need to show that (m, Hdr) of []
is y—uniform . This is easy.'to, check since .-for any PK and (m,y)eG;,
Pr[Hdr(S,m) = y]=1/q = 27* -where z is the security parameter. Thus, the encryption

part Hdr for the session key m is 27 “uniform.

Let g, .0y, and q, be the numbers of'queries to H,,H, and the decryption oracle,

respectively Recall that t” and q,, are described in Theorem 1.

Theorem?2. Assume that the CBDH problem is (t,,&,)—hard and the symmetric

encryption I' is (t,,&,) FG-secure. The scheme [I' is (t,&,04.0,,.04,.00)
IND-CCA secure under the random oracle model, where

t =min{t, -t',t,}-0(2z(q,, +94,))and
&= (L+2(Qy, + 0y, )&, +8,)1- 28, — 26, —2777) % 1

All other schemes can be translated in the similar way.
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Chapter6

Conclusion

We have presented two very efficient public-key BE schemes. One has low public
and private keys. The other has a constant decryption time. BE-PI scheme with single
polynomial can construct a public traitor tracing scheme [21] with O( 1) public key.

We are interested in BE scheme that reducing the ciphertext size while keeping

other complexities low or having traitor tracing ability in the future.
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