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ABSTRACT

In 1985, Miller proposed the use of elliptic curves in public-key cryptosystem, and so did Koblitz in

1987. The rational points of an elliptic curve forms an additive group. The discrete logarithm problem

of this group is called elliptic curve discrete logarithm problem (ECDLP). There is no method to solve

ECDLP efficiently. The security of elliptic curve cryptosystem (ECC) is based on ECDLP. Therefore,

The key of ECC can be shorter than that of RSA in order to reach the same secure strength.

In using the elliptic curve cryptosystem, it is important toselect a secure elliptic curve. There are

three methods to select secure elliptic curves. The suggested method is counting the number of rational

points of elliptic curves generated randomly. Therefore, we can determine whether a randomly generated

elliptic curve is suitable for the security consideration.Hence, solving the point counting problem plays

a crucial role in the design of elliptic curve cryptosystems. Schoof-Elkies-Atkin(SEA) algorithm is an

important method to solve the point counting problem. In this thesis, we propose strategies of Atkin

primes, Elkies primes, and Baby-step-giant-step. It improves the original SEA algorithm a lot for elliptic

curves defined over big prime fields.

Keywords: elliptic curve, SEA algorithm, Atkin prime, Elkies prime.
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Chapter 1

Introduction

The use of elliptic curves in public-key cryptography is first proposed in the works of Koblitz[13]

and Miller[17]. Each elliptic curve defined over a finite fieldforms an abelian group. The secure

strength is based on the discrete logarithm problem(DLP) ofthis group, which is called elliptic

curve DLP(ECDLP). The public-key cryptosystems are based on hard mathematical problems.

For example, integer factorization and the DLP on finite fields are hard mathematical problems,

and so is ECDLP. The previous two problems can be solved in sub-exponential time via index

calculus method and the number field sieve. However, there has been no known sub-exponential

algorithm to solve ECDLP so far.

Generally, in order to break the elliptic curve cryptosystem, ECDLP needs to be solved.

Because ECDLP is much harder than the other hard problems, elliptic curve cryptography(ECC)

can reach the same secure strength as RSA with the key of shorter length. Table 1.1 is the key

size comparison[26].

Some protocols based on ECC take advantage of shorter key size. In the use of ECC in

public-key cryptosystem, there are ECDSA[11], ECIES[2], and ECMQV[14] corresponding

to digital signature, encryption, and key-exchange protocols. The idea of identity-based en-

1



Symmmetric Key 80 112 128 192 256

RSA and DH 1024 2048 3072 7680 15360

Elliptic Curve 160 224 256 384 521

Table 1.1: NIST Recommended Key Sizes(bits)

cryption scheme was proposed by Shamir in 1984. Boneh and Franklin proposed the practical

scheme by using the Weil pairing, a bilinear pairing of elliptic curves. It is also called the

pairing-based cryptography.

There is no efficient algorithm for solving ECDLP. Nevertheless, there are some properties

which make elliptic curves weak. LetE be an elliptic curve defined over a finite fieldFq and

#EpFqq � n. The curves ofn � q is called anomalous curves, andEpFqq � xFq,�y. The

explicit isomorphism fromEpFqq to xFq,�y can be computed. So, ECDLP can be transformed

to a division over the finite fieldFq. Additionally, the bilinear pairings, Weil pairing and Tate

pairing, corresponding to MOV attack[16] and FR attack[7],are used for solving ECDLP. Let

r be a big prime factor of#EpFqq. ECDLP can be transformed to DLP over the extension field

Fqk of Fq, wherek is the smallest positive integer, called the embedding degree ofE, such that

r|qk� 1. Besides, ifFq is an extension field of a base field, the curves can be transformed to the

abelian variety by use of Weil descent method. Then, the index calculus can be applied to the

DLP on the abelian variety[8]. It is feasible ifFq � Fq̃s for a smalls.

The methods mentioned above are named “isomorphism attacks.” An elliptic curve which

is suitable for cryptography needs to obstruct isomorphismattacks. Explicitly, a curve which is

good for cryptography has to satisfy the following properties:

(1) n has a large prime factorr, orn � r is prime.

(2) n � q.

2



(3) n ∤ qi � 1 for 1 ¤ i ¤ 20.

(4) q � pk, wherep is a prime, andk is either1 or a prime.

There are three techniques to generate the secure curves. One is subfield curves[25], also

called a curve of Koblitz type. The coefficients of this kind of curves are in a small subfield

of Fq. Another technique is complex multiplication[1]. These curves also have some features.

Although there are no known attacks directed toward these curves, the security of these curves

is in doubt. Nowadays, the point counting methods on random curves, a third technique, is

most suggested because there is no character for these curves. By this method, we choose a

finite field first, and generate the coefficients of elliptic curves randomly. Schoof gives the first

polynomial time algorithm, of time complexityOplog8 qq, to count the number of rational points

overFq[20]. This algorithm profits from the improvements of Elkiesand Atkin, and is therefore

called Schoof-Elkies-Atkin(SEA) algorithm[21]. SEA algorithm improves Schoof’s original

algorithm so that the complexity isOplog6 qq, instead.

In this thesis, we propose three heuristics for SEA algorithm. One is for the selection of

Atkin primes. Another is to determine the power of the isogeny cycle method of Elkies primes.

The other is to bound the time used in the baby-step-giant-step of SEA algorithm. These three

heuristics can help us speed up SEA algorithm. The followingshows how the rest of the thesis

organized.

In Chapter 2, we describe relevant mathematical backgrounds for this thesis, including the

theories and properties of abstract algebra, the definitions of groups, rings, and fields, and the

properties of the group structure. Some mathematical definition of algebra used later is also

listed properly. The general elliptic curves and the elliptic curves over prime fields of charac-

teristic¡ 3 are introduced. We also introduce some theories developed on the elliptic curves

3



overC for the reason that they are closely linked with Elkies’ improvements. The last isp-adic

numbers. In the implementation of SEA algorithm, the Hensel’s Lemma forp-adic fields is

used.

In Chapter 3, we introduce the point counting problem for elliptic curves over finite fields.

The Schoof’s idea for point counting, and the improvements from Atkin’s and Elkies’ works is

also described here. After SEA algorithm is described, we give a rough complexity analysis of

the algorithm. The previous improvements are listed in Chapter 4, including isogeny cycles[5],

index of Atkin primes[9], virtual method[9], and “Chinese and Match” method[12].

In Chapter 5, we propose our two heuristics for SEA algorithm. We also describe the reason

for the heuristics. Next, the implementation details and the numerical results are shown. The

conclusion is given in section 6.

4



Chapter 2

Mathematical Backgrounds

The theories of SEA algorithm is developed from algebra and algebraic curves. Here, we intro-

duce algebra first, and then elliptic curves of algebraic curves. After that, thep-adic number is

also mentioned.

2.1 Abstract Algebra

The rational points of an elliptic curve forms a group. A lot of properties of elliptic curves are

from the abstract algebra. So, here we introduce the theories first.

2.1.1 Group Theory

A binary operation� on a setS is a function mappingS � S intoS. In other words,S is closed

under the operation�. And xS, �y is called a binary structure. An elemente P S is an identity

element for� if e � s � s � e � s for all s P S. For somea P S. The inverse element ofa is

a1 P S such thata1 � a � a � a1 � e.

Definition 2.1 (Group). A groupxG, �y is a binary structure such that the following axioms are

satisfied:

5



1. (Associativity) For alla, b, c P G, we havepa � bq � c � a � pb � cq.
2. (Identity)G contains the identity element for�.
3. (Inverse) For alla P G, there exists the inverse elementa1 of a in G.

If the cardinality of a groupG is finite, thenG is a finite group. The number of elements in

G called the group order. A groupxG, �y is abelian if� is commutative.

If H � G andxH, �y is a group, thenH is a subgroup ofG. It is denoted byH ¤ G or

G ¥ H, andH   G orG ¡ H meansH ¤ G butH � G.

Theorem 2.2. Let xG, �y be a group anda P G. Denotea � a by a2, and so on. Then

H � tan|n P Zu
is a subgroup ofG and is the smallest subgroup ofG that containsa. H is called the cyclic

subgroup ofG generated bya, and denoted byxay.
If there is some elementa in a groupG such thatxay � G, thenG is cyclic. Anda is called

a generator ofG. Moreover, every cyclic group is abelian.

Definition 2.3 (Finitely generated group). Let G be a group and letai P G for i P I. The

smallest subgroup ofG containingtai|i P Iu is the subgroup generated bytai|i P Iu. If this

subgroup is all ofG, thentai|i P Iu generatesG andai are generators ofG. If there is a finite

settai|i P Iu that generatesG, thenG is finitely generated.

Note that every group of finite order is finitely generated.

Theorem 2.4(Theorem of Lagrange). LetH be a subgroup of a finite groupG. Then the order

of H is a divisor of the order ofG.

6



2.1.2 Homomorphisms and Factor Groups

A mapφ of a groupxG, �y into a groupxG1, �y is a homomorphism if

φpa � bq � φpaq � φpbq for all a, b P G
Definition 2.5 (Image and inverse image). Let φ : X ÞÑ Y , and letA � X andB � Y . The

imageφrAs of A in Y underφ is tφpaq|a P Au. The setφrXs is the range ofφ. The inverse

imageφ�1rBs of B in X is tx P X|φpxq P Bu.
Theorem 2.6. Let φ be a homomorphism of a groupG into a groupG1.
(1) If e is the identity element ofG, thenφpeq � e1 is the identity element inG1.
(2) If a P G, thenφpa�1q � φpaq�1. (3) If H ¤ G, thenφrHs ¤ G1. (4) If K 1 ¤ G1, then

φ�1rK 1s ¤ G.

Corollary 2.7. Let φ : G ÞÑ G1 be a homomorphism of groups and lete1 be the identity ofG1.
Then,φ�1rte1us is a subgroup ofG, called the kernel ofφ, and is denoted by Ker(φ). Moreover,

φ is one-to-one if and only if Ker(φ) � teu.
A homomorphism ofA into itself is an endomorphism ofA.

Definition 2.8 (Isomorphism). Let φ : G ÞÑ G1 be a homomorphism, andφ is one-to-one and

onto. Thenφ is an isomorphism, andG is isomorphic toG1, denoted byG � G1. G andG1
have the same group structure.

An automorphism ofA into itself is an automorphism ofA.

Theorem 2.9(Fundamental Theorem of Finitely Generated Abelian Groups). Every finitely

abelian groupG is isomorphic to a direct product of cyclic groups in the form

Zp
r1
1

� Zp
r2
2

� ...� Zp
rn
n
� Z� Z� ...� Z,

7



wherepi are primes, not necessarily distinct, andri are positive integers.

LetH ¤ G. The subsetaH � tah|h P Hu of G is the left coset of H containinga, while

the subsetHa � tha|h P Hu is the right coset of H containinga. A subgroupH of a groupG

is normal if�g P G
gH � Hg.

Note that all subgroups of abelian groups are normal.

Theorem 2.10. LetH be a subgroup of a groupG. Then left coset multiplication is well defined

by the equation paHqpbHq � pabqH
if and only ifH is a normal subgroup ofG.

LetH be a normal subgroup ofG. Then the cosets ofH form a groupG{H under the binary

operationpaHqpbHq � pabqH. The groupG{H is the factor group (or quotient group) ofG by

H.

2.1.3 Rings and Integral Domains

Definition 2.11 (Ring). A ring xR,�, �y is a set with two binary operations, which we called

addition and multiplication, defined onR such that the following axioms are satisfied:

(1) xR,�y is an abelian group.

(2) Multiplication is associative.

(3) �a, b, c P R,

a � pb� cq � a � b� a � c, andpa� bq � c � a � c� b � c
For ringsR andR1, a mapφ : R ÞÑ R1 is a homomorphism if�a, b P R

8



(1) φpa� bq � φpaq � φpbq.
(2) φpabq � φpaqφpbq.

An isomorphismφ : R ÞÑ R1 is a homomorphism that is one-to-one and onto. The ringsR

andR1 are then isomorphic. A ring in which the multiplication is commutative is a commutative

ring. The multiplication identity element of a ring is called “unity.” A ring which contains

the unity is called ring with unity, and an elementu is a unit of ring with unity if it has the

multiplicative inverse. A division ring is a ring with unityof the property that every nonzero

element is a unit.

Definition 2.12(Field). A field is a commutative division ring. Hence, a fieldxF,�, �y satisfies

(1) xF,�y is a abelian group.

(2) F � � F zt0u. xF �, �y is a abelian group.

(3) Distributive law.

LetR be a ring. The setRrxs of all polynomials in an indeterminatex with coefficients in

R is a ring under polynomial addition and multiplication.

Definition 2.13 (Ideal). An additive subgroupN of a ring satisfying the properties

aN � N and Nb � N for all a, b P R
is an ideal.

Let N be an ideal of a ringR. Then the additive cosets ofN form a ringR{N with the

binary operations defined bypa�Nq � pb�Nq � pa� bq �N

and pa�Nqpb�Nq � ab�N.

9



The ringR{N is the factor ring (or quotient ring) ofR byN .

Definition 2.14 (Maximal ideal). A maximal ideal of a ringR is an idealM different fromR

such that there is no proper idealN of R such thatM � N � R.

Definition 2.15 (Prime ideal). An idealN � R in a commutative ringR is a prime ideal if

ab P N implies that eithera P N or b P N for a, b P R.

If a andb are two nonzero elements of a ringR such thatab � 0, thena andb are zero

divisors. An integral domain is a commutative ring with unity and contains no zero divisors.

Theorem 2.16. Every finite integral domain is a field.

Theorem 2.17. For a commutative ringR with unity:

(1) An idealM of R is maximal if and only ifR{M is a field.

(2) An idealN of R is prime if and only ifR{N is an integral domain.

(3) Every maximal idea ofR is a prime ideal.

Corollary 2.18. If p is a prime, thenZp is a field.

The characteristic of the ringR is the smallest positive integern such thatn�a � 0 �a P R.

If no such positive integer exists, thenR is of characteristic0.

Theorem 2.19. Any integral domainD can be enlarged to a fieldF such that every element of

F can be expressed as a quotient of two elements ofD.

2.1.4 Algebraic Closure and Finite Fields

If a subsetF 1 of a fieldF is a field, thenF 1 is a subfield ofF . A fieldE is an extension field of

F if F is a subfield ofE.

10



Definition 2.20(Degree). If an extension fieldE of a fieldF is of finite dimensionn as a vector

space overF , thenE is a finite extension of degreen overF . It is denoted byrE : F s � n.

Theorem 2.21(Kronecker’s Theorem). Let F be a field and letfpxq be a non-constant poly-

nomial inF rxs. Then there exists an extension fieldE of F and anα P E such thatfpαq � 0.

A field F is algebraically closed if every non-constant polynomial in F rxs has a root inF .

An algebraic extensionF of F is the algebraic closure ofF if F is algebraically closed.

Theorem 2.22. Every field has an algebraic closure.

A field of finite order is called a finite field.

Theorem 2.23. Letp be a prime. IfE is a finite field of characteristicp, thenE contains exactly

pn elements for some positive integern.

Theorem 2.24. LetE be a field ofpn elements contained in an algebraic closureZp of Zp. The

elements ofE are precisely the zeros inZp of the polynomialxpr � x in Zprxs.
Theorem 2.25. The multiplicative groupxF �, �y of nonzero elements of a finite fieldF is

cyclic.

A finite field GF(pn) of pn elements exists for every prime powerpn.

Theorem 2.26. Let p be a prime and letn P Z�. If E andE 1 are fields of orderpn, then

E � E 1.
2.1.5 Separable Extension and Galois Theory

Definition 2.27 (Conjugate). Let E be an algebraic extension of a fieldF . Two elementsα,

β P E are conjugate overF if irr pα, F q � irrpβ, F q, that is, ifα andβ are zeros of the same

11



irreducible polynomial overF . Note that irrp�, F q is the irreducible polynomial of� overF .

Theorem 2.28(Congjugation isomorphisms). Let F be a field, and letα andβ be algebraic

overF with degpα, F q � n. The mapψα,β : F pαq ÞÑ F pβq defined by

ψα,βpc0 � c1α� ... � cn�1α
n�1q � c0 � c1β � ... � cn�1β

n�1

for ci P F is an isomorphism ofF pαq ontoF pβq if and only ifα andβ are conjugate overF .

Let tσi | i P Iu be a collection of automorphisms of a fieldE. Then the setEtσiu of all a P E
left fixed by everyσi for i P I forms a subfield ofE. Etσiu is the dixed field oftσi | i P Iu. The

set of all automorphisms of a fieldE is a group under function composition. The setGpE{F q
is the collection of automorphisms ofE leavingF fixed. The groupAutpEq is the group of all

automorphisms ofE.

Theorem 2.29. Let E be a field, and letF be a subfield ofE. Then the setGpE{F q forms a

subgroup ofAutpEq. Furthermore,F ¤ EGpE{F q.
Definition 2.30 (Frobenius automorphism). LetF be a finite field of characteristicp. Then the

mapσp : F ÞÑ F defined by

σppaq � ap for a P F
is the Frobenius automorphism ofF . Also,Ftσpu � Zp.

Theorem 2.31. LetF andF 1 be two algebraic closures ofF . ThenF is isomorphic toF 1 under

an isomorphism leaving each element ofF fixed.

Definition 2.32 (Index ofE overF ). Let E be a finite extension of a fieldF . The number of

isomorphisms ofE onto a subfield ofF leavingF fixed is the indextE : F u of E overF .

12



LetF be a field with algebraic closureF . Let tfipxq | i P Iu be a collection of polynomials

in F rxs. A field E ¤ F is the splitting field oftfipxq | i P Iu overF if E is the smallest

subfield ofF containingF and all the zeros inF of each of thefipxq for i P I. A field K ¤ F

is a splitting field overF if it is the splitting field of some set of polynomials inF rxs.
Theorem 2.33. A field E, whereF ¤ E ¤ F , is a splitting field overF if and only if every

automorphism ofF leavingF fixed mapsE onto itself and thus induces an automorphism ofE

leavingF fixed.

A polynomialfpxq P F rxs splits inE if it factors into a product of linear factors inErxs.
Theorem 2.34. If E ¤ F is a splitting field of finite degree overF , thentE : F u � |GpE{F q|

Let fpxq P F rxs. An elementα of F such thatfpαq � 0 is a zero offpxq of multiplicity ν

if ν is the greatest integer such thatpx� αqν is a factor offpxq in F rxs.
Theorem 2.35. Let fpxq be irreducible inF rxs. Then all zeros offpxq in F have the same

multiplicity.

Theorem 2.36. If E is a finite extension ofF , thentE : F u dividesrE : F s.
Definition 2.37 (Separable). A finite extensionE of F is a separable extension ofF if tE :

F u � rE : F s. An elementα of F is separable overF if F pαq is a separable extension of

F . An irreducible polynomialfpxq P F rxs is separable overF if every zero offpxq in F is

separable overF .

A field is perfect if every finite extension is a separable extension. Every field of character-

istic zero is perfect. Every finite field is perfect.
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Definition 2.38 (Totally inseparable). A finite extensionE of a field F is a totally(purely)

inseparable extension ofF if tE : F u � 1   rE : F s. An elementα of F is totally inseparable

overF if F pαq is totally inseparable overF .

Theorem 2.39. Let F have characteristicp � 0, and letE be a finite extension ofF . Then

α P E, α R F , is totally inseparable overF if and only if there is some integert ¥ 1 such that

αpt P F .

Theorem 2.40(Separable closure). Let F have characteristicp � 0, and letE be a finite

extension ofF . There is a unique extensionK of F , with F ¤ K ¤ E, such thatK is

separable overF , and eitherE � K orE is totally inseparable overK. The unique fieldK is

the separable closure ofF in E.

A finite extensionK of F is a finite normal extension ofF if K is a separable splitting field

overF .

Theorem 2.41. If K is a finite normal extension ofF , then|GpK{F q| � tE : F u � rE : F s.
Theorem 2.42. LetK be a finite normal extension ofF , and letE be an extension ofF , where

F ¤ E ¤ K ¤ F . ThenK is a finite normal extension ofE, andGpK{Eq is precisely the

subgroup ifGpK{F q consists of all those automorphisms that leaveE fixed.

Definition 2.43 (Galois group). If K is a finite normal extension of a fieldF , thenGpK{F q is

the Galois group ofK overF .

Theorem 2.44(Galois Theory). Let K be a finite normal extension of a fieldF , with Galois

groupGpK{F q. For a fieldE, whereF ¤ E ¤ K, let λpEq be the subgroup ofGpK{F q
14



leavingE fixed. Thenλ is a one-to-one map of the set of all such intermediate fieldsE onto the

set of all subgroups ofGpK{F q. The following properties hold forλ:

(1) λpEq � GpK{Eq.
(2)E � KGpK{Eq � KλpEq.
(3) ForH ¤ GpK{F q, λpEHq � H.

(4) rK : Es � |λpEq| andrE : F s � pGpK{F q : λpEqq, the number of left cosets ofλpEq in

GpK{F q.
(5)E is a normal extension ofF if and only ifλpEq is a normal subgroup ofGpK{F q. Further-

more,

GpE{F q � GpK{F q{GpK{Eq.
2.2 Elliptic Curves

In the section, we introduce the elliptic curves as the algebraic curves in algebraic geometry.

The important theories related to SEA algorithm are developed very well in algebraic geometry.

We focus on the case of elliptic curves.

2.2.1 Algebraic Varieties

LetK be a perfect field. An algebraic set is any set of the formVI . If V is an algebraic set, the

ideal ofV is given by

IpV q � tf P KrXs | fpP q � 0 �P P V u.
If IpV q is a prime ideal inKrXs, V is called an variety.

Definition 2.45 (Coordinate ring). The coordinate ring of a varietyV

KrV s � KrXs
IpV q .
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It is an integral domain, and its quotient field, denoted byKpV q, is called the function field

of V .

2.2.2 General Elliptic Curves

Definition 2.46 (Weierstrass equation). The affine Weierstrass equation, given by

E : y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6,

whereai P K, is the general equation of elliptic curves.

Note that we also use

Epx, yq � y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6 � 0

to express elliptic curves.

Definition 2.47(Elliptic curves). The elliptic curve overK is defined as the set of the solutions

of E in K2, and the point at infinity8. The set is so-calledK-rational points ofEpKq.
Figure 2.1 shows the elliptic curveE : y2 � x3 � x overR.

For the Weierstrass equation of elliptic curves the definition of the constants:

b2 � a2
1 � 4a2, b4 � a1a3 � 2a4, b6 � a2

3 � 4a6,

b8 � a2
1a6 � 4a2a6 � a1a3a4 � a2a

2
3 � a2

4,

c4 � b22 � 24b4, c6 � �b32 � 36b2b4 � 216b6.

Definition 2.48 (Discriminant). The discriminant of the curve is defined as

∆ � �b22b8 � 8b34 � 27b26 � 9b2b4b6.

When the characteristic ofK � 2, 3, the discriminant can also be expressed as

∆ � c34 � c26
1728

.
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Figure 2.1:E : y2 � x3 � x

Definition 2.49 (j-invariant). When∆ � 0, thej-invariant of the curve is defined by

jpEq � c34
∆
.

Theorem 2.50. Two elliptic curves that are isomorphic overK have the samej-invariant. Con-

versely, two elliptic curves with the samej-invariant are isomorphic overK.

Definition 2.51 (Group law). Let P andQ be two distinct rational points onE. The straight

line joiningP andQ must intersect the curve at one further point, saidR1. Then, we reflectR1
in thex-axis to obtain another rational pointR, thenR � P �Q (See Figure 2.2). To addP to

itself, or to doubleP , we take the tangent to the curve atP instead of the line joiningP andQ

(See Figure 2.3). The group law is often called the chord-tangent process. We say that a vertical

line also intersects the curve at8.

Definition 2.52 (multiplication-by-m map). For a positive integerm, we let rms denote the

multiplication-by-mmap from the curve to itself. This map takes a pointP toP � P � ...� P

17



Figure 2.2: Group Law(chord process)

Figure 2.3: Group Law(tangent process)
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(m summands). The notationrms is extended tom ¤ 0 by definingr0sP � 8, andr�msP ��prmsP q.
2.2.3 Elliptic Curves over Prime Fields of Characteristic¡ 3

Definition 2.53 (Short Weierstrass form). AssumeK � Fq, whereq � p ¡ 3. The curve

equation can be simplified to the short Weierstrass form

Era,bs : y2 � x3 � ax� b.

The discriminant of the curve then reduces to∆ � �16p4a3 � 27b2q, and itsj-invariant to

jpEq � �1728p4a3q{∆.

Theorem 2.54.Era,bs � Era1,b1s if and only if a1 � u4a, b1 � u6b for someu P F�
q .

For pointsP px1, y1q, Qpx2, y2q P EpFqq, the formula for the group law is�P � px1,�y1q.
Whenx1 � x2, we set

λ � y2 � y1

x2 � x1

,

and whenx1 � x2, y1 � 0, we set

λ � 3x2
1 � a

2y1

.

If

Rpx3, y3q � P �Q � 8,
thenx3 andy3 are given by

x3 � λ2 � x1 � x2,

y3 � px1 � x3qλ� y1.

The rational points of order two on the curve are of the formpξ, 0q.
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Theorem 2.55. The group structure of an elliptic curveE over a finite fieldFq satisfies

EpFqq � Zd1
� Zd2

.

Moreover,EpFqq is a finite abelian group, sod1 divides bothd2 andq� 1, including the case of

d1 � 1.

Definition 2.56(Twist curve). A twist of a curve given in short Weierstrass formEra,bs is given

byEra1,b1s, wherea1 � v2a, b1 � v3b for some quadratic non-residuev P Fq. and thej-invariant

of these two curves are the same.

The twist is unique up to isomorphisms overFq, and it is itself isomorphic to the original curve

overFq (in fact, it is so overFq2). The orders of the groups of rational points of the two curves

satisfy the relation

#Era,bspFqq �#Era1,b1spFqq � 2q � 2.

Definition 2.57(Trace of Frobenius). The number of rational points of an elliptic curveE over

a finite fieldFq is finite and is denoted by#EpFqq. The quantityt defined by

t � q � 1�#EpFqq
is called the trace of Frobenius atq.

2.2.4 Isogenies

Definition 2.58 (Morphism). Let E1 andE2 be elliptic curves defined over a fieldK, with

respective function fieldsKpE1q andKpE2q. A morphism fromE1 to E2 is a rational map

which is regular (defined) at every point ofE1.

Definition 2.59 (Isogeny). A non-constant morphism,φ, which maps the identity element on
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E1 to the identity element onE2 is called an isogeny,

φ : E1 ÞÑ E2.

The map which sends every point onE1 to the identity element8 on E2 is called the zero

isogeny. It is the only constant isogeny. Every non-constant isogenyφ is surjective overK, that

is φpE1q � E2. An isogeny is always a group homomorphism, and the kernel ofa non-constant

isogenyφ is always a finite subgroup ofE1pKq. A non-constant isogenyφ induces an injection

of function fields which fixedK,

φ� : KpE2q ÞÑ KpE1q
defined byφ�pfq � f�φ. We say that the isogeny is separable, inseparable or purelyinseparable

if the corresponding extension of function fields,KpE1q{φ�KpE2q is separable, inseparable or

purely inseparable.

Definition 2.60 (Degree). The degree of an isogenyφ is

deg φ � rKpE1q : φ�KpE2qs.
Definition 2.61(Frobenius map). The Frobenius map(endomorphism) on an elliptic curveEpFqq
is

ϕ :

$''''''&''''''% EpFqq Ñ EpFqqpx, yq ÞÑ pxq, yqq8 ÞÑ 8
The degreen of a separable isogenyφ is equal to the size of the kernel ofφ. The sim-

plest example of a separable isogeny is the multiplication-by-m map. IfK is a finite field, the

simplest example of a purely inseparable isogeny is the Frobenius endomorphismϕ.

Theorem 2.62. Let E denote an elliptic curve defined over a fieldK and letS denote a finite
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subgroup ofE which is Galois stable overK, that is,ϕpSq � S. Then there exists an elliptic

curveE 1, also defined overK, and a unique separable isogenyφ : E ÞÑ E 1 with kernel equal to

S. The notationE{S is often used for the curveE 1.
Theorem 2.63(Dual isogeny). To every non-constant isogeny,φ, there is a unique dual isogeny

φ̂ : E2 ÞÑ E1.

Theorem 2.64. Two isogenous elliptic curves over a finite field have the samenumber of ratio-

nal points.

2.2.5 Elliptic Curves overC

An elliptic curve overC defines a lattice inC, and hence a torus. In Figure 2.4, the lattice will

be denoted byΛ � Zω1 � Zω2, whereω1, ω2 P C are the periods of the associated, doubly

periodic Weierstrass℘-function

℘pzq � 1

z2
� ¸

ωPΛz0� 1pz � ωq2 � 1

ω2



.

The periods,ω1 andω2, can be suitably chosen so that the quantity

τ � ω1

ω2

lies in the upper half of the complex plane,H � tz P C | Impzq ¡ 0u. The map fromC{Λ to

points on the corresponding elliptic curveEra,bs is given by

z � Λ ÞÑ $''&''% p℘pzq, ℘1pzq{2q, z R Λ,8, z P Λ.

The coefficients of the elliptic curve are obtained with the formula

g2 � 60
¸

ωPΛz0 1

ω4
, g3 � 140

¸
ωPΛz0 1

ω6
,
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ω1

ω2

Figure 2.4: LatticeΛ � Zω1 � Zω2

anda � �g2{ 3
?

4, b � �g3.

An elliptic curve overC associated toτ is denoted byEτ . Let q � e2πiτ .

Definition 2.65 (Dedekind’sη-function).

ηpτq � q1{24�1� 8̧
n�1

p�1qn �qnp3n�1q{2�gnp3n�1q{2	�
And ∆pτq � ηpτq24. The function∆pτq is also related tojpτq using the formula

hpτq � ∆p2τq
∆pτq , jpτq � p256hpτq � 1q3

hpτq .

Moreover,jpτq � jpEτ q is periodic of period one. So the complex numberτ P F � tτ P C |
Impτq ¡ 0,�1{2 ¤ Repτq ¤ 1{2, |τ | ¥ 1u characterizes elliptic curves up to isomorphism.

The Fourier series ofjpτq
jpτq � 1

q
� 744� 8̧

n�1

cnq
n,

where thecn are positive integers.
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2.3 p-adic Arithmetic

Thep-adic number system is described first by Hensel in 1897. Different from the real analysis

or the complex analysis, it provides thep-adic analysis, alternatively. Here, we only introduce

the basic ofp-adic numbers.

2.3.1 p-adic Numbers

A p-adic numberα can be uniquely written in the form

α � 8̧
i�n

aip
i

where each ofai P r0, p � 1s and thep-adic norm of the numberα is defined as||α|| � p�n.

Note that the series

1� p� p2 � p3 � ...

converges to 1
1�p

in thep-adic norm.

Takingp � 5, we obtain5-adic expansion ofα � 1
3
, which can be written in the form

1

3
� .231313131... � .231.

.231 � 2� 5� 3� 1� 5

1� 52
� 2� 5

3
� 1

3
.

2.3.2 Hensel’s Lemma

The first form of Hensel’s Lemma is related to our work, so I point out it here.

Lemma 2.66. Let fpxq be a polynomial with integer coefficients,k an integer not less than two

andp a prime number. Suppose thatr is a solution of the congruence

fprq � 0 pmod pk�1q
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If f 1prq � 0 pmod pq, then there is a unique integert, 0 ¤ t ¤ p� 1, such that

fpr � tpk�1q � 0 pmod pkq
with t defined by

tf 1prq � �fprq
pk�1

pmod pq.
If, on the other hand,f 1prq � 0 pmod pq, and in addition,fprq � 0 pmod pkq, then

fpr � tpk�1q � 0 pmod pkq
for all integers t.

Also, if f 1prq � 0 pmod pq andfprq � 0 pmod pkq, thenfpxq � 0 pmod pkq has no solution

for anyx � r pmod pk�1q.
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Chapter 3

Schoof-Elkies-Atkin Algorithm

It is crucial for ECC to pick an appropriate elliptic curve. The point counting problem is per-

formed to determine whether a curve is suitable for ECC. LetE be an elliptic curve defined

overFq, the number of rational points#EpFqq � q � 1 � t. Hasse pointed out an important

property of the number of the rational points of an elliptic curve in 1933.

Theorem 3.1(Hasse’s Theorem). Thet satisfies|t| ¤ 2
?
q

In other words,q � 1� 2
?
q ¤ #EpFqq ¤ q � 1� 2

?
q.

3.1 Before Schoof

A naive way to solve the point counting problem is to check whether there are roots ofy of

Epx, yq � 0 for all elementsx of the finite field.

Example 3.2. LetE be an elliptic curve over a prime fieldFp.

E : y2 � x3 � ax� b.
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The number of rational points is

#EpFpq � p� 1� p�1̧

x�0

�
x3 � ax� b

p



where

� �
p

	
is the Legendre symbol.

There is a sub-exponential time algorithm for point counting problem. It makes use of

the concept of Shanks and Mestre Baby-step-giant-step(BSGS). First, it generates a random

point P on the curve, and computesQ � rq � 1 � t2?qusP . Sincerq � 1 � tsP � 8,

Q � rt � t2?qusP . In addition,�2
?
q ¤ t ¤ 2

?
q, t � t2?qu P r0, 4?qs. So this problem is

reduced to searchk satisfyingQ � kP , andk P r0, 4?qs. Letm � ra4
?
qs � r2qp1{4qs. Then

k can be written asa� bm for a, b   m. Compute eachrisP for i � 0, 1, ..., m� 1 in the baby

step. Forj � 0, 1, ..., m � 1, compute the giant stepQ � rjsprmsP q, and findp̃i, j̃q such thatr̃isP � Q � rj̃sprmsP q. Therefore,t � k � t2?qu � ĩ � j̃m � t2?qu is obtained. The time

complexity isOpqp1{4q�ǫq. And the method is outlined in Algorithm 1.

Algorithm 1 : BSGS Algorithm for Point Counting

INPUT: An elliptic curveE over a finite fieldFq

OUTPUT: #EpFqq
1. Find a random pointP P EpFqq
2. ComputeQ � rq � 1� t2?qusP
3. Calculatem � r2qp1{4qs, andR � rmsP
4. Fori � 0, 1, ..., m� 1 (Baby step)

5. ComputerisP , and storepi, risP q
6. Sortpi, risP q pairs by thex-coordinate ofrisP
7. Forj � 0, 1, ..., m� 1 (Giant step)

8. ComputeS � Q� rjsR
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9. if there existsrisP � S

10. t � i� jm� t2?qu
11. Returnq � 1� t

3.2 Schoof’s Idea

The BSGS algorithm for point counting introduced in the previous section is infeasible to find

secure curves whenq is large. The point counting problem is solved when the traceof Frobenius

t is found. In Schoof’s point of view,t can be recovered from sometℓ by Chinese Remainder

Theorem(CRT), wheretℓ � t pmod ℓq. Becauset is bound inr�2
?
q, 2

?
qs, we have obtained

enoughtℓ such that
±
ℓ ¡ 4

?
q to determine the exactt. From the Prime Number Theorem, the

number of primes needed isOplog q{ log log qq. The largest prime needed isOplog qq.
To find eachtℓ, we use a zero map ofEpFqq. The zero map is related tot. The point of order

ℓ can help obtaintℓ. Here we describe some materials which are helpful to find each tℓ.

The mappϕ2�rtsϕ�rqsq is azeromap. That is,�P P EpFqq,ϕ2pP q�rtsϕpP q�rqsP � 8.

The characteristic polynomial of Frobenius map is

F pxq � x2 � tx� q (3.1)

However, there may be not a pointP P EpFqq of orderℓ for someℓ. We cannot calcu-

late tℓ because of lacking the point of orderℓ in the base field. The following is to avoid the

computation on the extension field.
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Definition 3.3 (Torsion points). For a positive integerm, m-torsion points ofE, denoted by

Erms, is defined by

Erms � tP P EpFqq | rmsP � 8u.
Of course,Erms is a subgroup ofEpFqq. If gcdpm, qq � 1,

Erms � Zm ` Zm.

Lemma 3.4. Letm be a positive integer. There exist polynomialsψm, θm, ωm P Fqrx, ys. For

P � px, yq P EpFqq wherermsP � 8,rmsP � � θmpx, yq
ψmpx, yq2 , ωmpx, yq

ψmpx, yq3
 .
The polynomialψmpx, yq is called them-th division polynomial.

Theorem 3.5. Let P � px, yq be a point inEpFqq, wherer2sP � 8, and letm ¥ 3 be an odd

integer. Note thatψmpx, yq has noy term. Useψmpxq, instead. Then,P P Erms if and only if

ψmpxq � 0.

Now, the points of orderℓ satisfyψℓpxq � 0. Also, the points satisfy the equation of the

elliptic curve. So, the computation is on the polynomial ring Fqrx, ys, and is reduced modulo

the curve equation andψℓpxq. Besides, the zero map with respect toℓ can be written aspϕ2 �rtℓsϕ� rqℓsq, hereqℓ � q pmod ℓq.
The remaining is the case whenℓ � 2. This case is easy. If the elliptic curve is defined

over the field of characteristic two and is not supersingular, t2 � 1. For the curves defined over

the field of odd characteristic,#EpFqq � q � 1 � t, andq is odd. Sot � #EpFqq pmod 2q.
According to the group structure,#EpFqq � 0 pmod 2q if and only if there is a subgroup of

order2. Moreover, they-coordinate of the points of order2 is 0. Therefore, ifEpx, 0q has a root

in Fq, t2 � 0. So,t2 is obtained from the degree ofgcdpEpx, 0q, xq � xq.
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This algorithm is briefly listed in Algorithm 2.

Algorithm 2 : Schoof’s Algorithm

INPUT: An elliptic curveE over a finite fieldFq

OUTPUT: #EpFqq
1. Findt2, and storept2, 2q
2. M � 2, ℓ � 3

3. WhileM   4
?
q

4. CalculateQpXpx, yq, Y px, yqq � ϕ2pP q � rqℓsP , whereP px, yq P Erℓs
5. CalculateRpXpx, yq, Y px, yqq � ϕpP q, whereP px, yq P Erℓs
6. Fortℓ � 0, 1, ..., ℓ�1

2

7. if x-coordinates ofrtℓsR and Q are the same

8. if y-coordinates of them are the same

9. storeptℓ, ℓq
10. else

11. storepℓ� tℓ, ℓq
12. break

13. M �M � ℓ, ℓ � nextprimepℓq
13. Compute t usingptℓ, ℓq pairs and CRT

14. Returnq � 1� t

The routine nextprime(ℓ) will return the smallest prime larger thanℓ.

For eachℓ, the computation is in the polynomial ring reduced moduloψℓpxq of degreepℓ2 � 1q{2. The powers ofy are reduced modulo the curve equation, and hence the degree
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are at most one iny of the polynomials. The computation ofϕ2pP q andϕpP q is Opℓ4 log qq
field multiplications. The number of primes needed isOplog q{ log log qq. So the total time

complexity isOplog6 qq field multiplications, and isOplog8 qq bit operations.

3.3 Atkin’s Idea and Elkies’ Idea

Though Schoof proposed a polynomial time algorithm for point counting in 1985, it is still too

slow to determine the group order of an elliptic curve. Afterthe improvements of Atkin’s and

Elkies’ works, the time complexity of SEA algorithm isOplog6 qq bit operations.

The characteristic polynomial of Frobenius map isx2 � tℓx � qℓ overFℓ. If there is a root

of x2 � tℓx� qℓ � 0 onFℓ, ℓ is an Elkies prime. In this case, we can find another curveE1, and

an isogeny fromE to E1. The cardinality of the kernel of this isogeny isℓ. If there is no root

onFℓ, ℓ is an Atkin prime. For this case, only the possibletℓ are obtained. Whilet is unknown,

the modular polynomials can help split the type of a prime.

3.3.1 Modular Polynomial

The classical modular polynomials,Φmpx, yq, play a significant role in SEA algorithm. Here

we focus on the case:m � ℓ, a prime.

Definition 3.6 (Classical modular polynomial).

Φℓpx, jpτqq � px� jpℓτqq ℓ�1¹
k�0

px� j

�
τ � k

ℓ


q.
Then,Φℓpx, yq P Zrx, ys.
Lemma 3.7. LetE1,E2 be two elliptic curves, there is an isogeny of degreeℓ fromE1 toE2 if

and only ifΦℓpjpE1q, jpE2qq � 0.
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Theorem 3.8. [20] Let E be a non-supersingular elliptic curve overFq with j-invariantj �
0, 1728. For an odd primeℓ, Φℓpx, jq P Fqrxs is a univariate polynomial. Thus, there are three

cases of the number of roots ofΦℓpx, jq onFq

(1) One root, orℓ� 1 roots. Elkies prime, wheret2 � 4q � 0 pmod ℓq.
(2) Two roots. Elkies prime, wheret2 � 4q is a square onFℓ.

(3) No root. Atkin prime, and all roots lie onFqr for somer|ℓ� 1.

In practice, the coefficients of the classical modular polynomial are very large asℓ increases.

In 1995, M:uller proposed alternative modular polynomials, which areΦc
ℓpx, yq. First let

v � ℓ� 1

gcdp12, ℓ� 1q , s � 12

gcdp12, ℓ� 1q , fpτq � � ηpτq
ηpℓτq
2s

.

Definition 3.9 (Alternative modular polynomials). There exist coefficientsar,k P Z such that

ℓ�1̧

r�0

v̧

k�0

ar,kfpτqrjpℓτqk � 0

. Then the alternative modular polynomial is defined by

Φc
ℓpx, yq � ℓ�1̧

r�0

v̧

k�0

ar,kx
ryk P Zrx, ys.

Alternative modular polynomials satisfy Theorem 3.8. So, the degree ofgcdpΦc
ℓpx, jq, xq �

xq is sufficient to disjoin Elkies primes and Atkin primes. For the reason that the modular

polynomials can be pre-computed, the complexity to decide the type of a primeℓ isOpℓ2 log qq.
The following are the examples of two kinds of modular polynomials.

Φc
3px, yq � x4 � 36x3 � 270x2 � xy � 756x� 729

Φc
5px, yq � x6 � 30x5 � 315x4 � 1300x3 � 1575x2 � xy � 750x� 125

Φ3px, yq � x4 � x3y3 � y4 � 2232px3y2 � x2y3q � 1069956px3y � xy3q�36864000px3 � y3q � 2587918086x2y2 � 8900222976000px2y � xy2q�452984832000000px2 � y2q � 770845966336000000xy�1855425871872000000000px� yq.
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Φ5px, yq � x6 � x5y5 � y6 � 3720px5y4 � x4y5q � 4450940px5y3 � x3y5q�2028551200px5y2 � x2y5q � 246683410950px5y � xy5q�1963211489280px5 � y5q � 1665999364600x4y4�107878928185336800px4y3 � x3y4q�383083609779811215375px4y2 � x2y4q�128541798906828816384000px4y � xy4q�1284733132841424456253440px4� y4q�441206965512914835246100x3y3�26898488858380731577417728000px3y2 � x2y3q�192457934618928299655108231168000px3y � xy3q�280244777828439527804321565297868800px3� y3q�5110941777552418083110765199360000x2y2�36554736583949629295706472332656640000px2y � xy2q�6692500042627997708487149415015068467200px2� y2q�264073457076620596259715790247978782949376xy�53274330803424425450420160273356509151232000px� yq�141359947154721358697753474691071362751004672000

3.3.2 Elkies’ Improvement

Let ℓ be an Elkies prime. There is an elliptic curveE1 and an isogenyI1 such that

I1 : E ÞÑ E1.

The degree ofI1 is ℓ, so is the cardinality of ker(I1). More precisely, letP px, yq be a point on

EpFqq, then

I1pP px, yqq � � k1pxqph1pxqq2 , g1px, yqph1pxqq3
 P E1
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Since|ker(I1)| � ℓ andI1p8q � 8, degph1pxqq � pℓ� 1q{2. Note thatdegpk1pxqq � ℓ

The curveE1 andh1pxq can be derived from the root ofΦc
ℓpx, jq, Φc

ℓpx, yq, and some in-

variants ofE. Here we specify how to findh1pxq for fields of characteristic greater than three.

First, letj � jpEq, and compute a root,g, of the polynomialΦc
ℓpx, jpEqq. Set

E4 � �a
3
, E6 � � b

2
, ∆ � E

3

4 � E
2

6

1728
.

After that,

Dg � g

� BBxΦc
ℓpx, yq
 pg, jq, Dj � j

� BByΦc
ℓpx, yq
 pg, jq

The coefficient of the isogenous curve will be given byã, b̃ and have the associated invariants

E
pℓq
4 ,E

pℓq
6 , ∆pℓq

∆pℓq � ℓ�12∆ggcdp12,ℓ�1q
If Dj � 0,

E
pℓq
4 � ℓ�2E4, ã � �3ℓ4E

pℓq
4 , jpℓq � �

E
pℓq
4

	3

∆pℓq
b̃ � �2ℓ6

bpjpℓq � 1728q∆pℓq, p1 � 0.

Now assumeDj � 0

s � 12

gcdp12, ℓ� 1q , E
�
2 � �12E6Dj

sE4Dg

, g1 � � s

12
E

�
2g

j1 � �E2

4E6∆
�1, E0 � E6pE4E

�
2q�1

Then, we need to compute the quantities

D1
g � g1� BBxΦc

ℓpx, yq
 pg, jq�
g

�
g1� B2Bx2

Φc
ℓpx, yq
 pg, jq � j1� B2BxByΦc

ℓpx, yq
 pg, jq�
D1

j � j1� BByΦc
ℓpx, yq
 pg, jq�

j

�
j1� B2By2

Φc
ℓpx, yq
 pg, jq � g1� B2ByBxΦc

ℓpx, yq
 pg, jq�
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Now, we can determine

E
1
0 � 1

Dj

��s
12
D1

g � E0D
1
j

	
So, we have

E
pℓq
4 � 1

ℓ2

�
E4 � E

�
2

�
12
E

1
0

E0

� 6
E

2

4

E6

� 4
E6

E4

�� E
�2

2

�
Thej-invariant of the isogenous curve

jpℓq � E
pℓq3
4

∆pℓq
Settingf � ℓsg�1, f 1 � E

�
2f{ gcdp12, ℓ� 1q

D�
g � � BBxΦc

ℓpx, yq
 pf, jpℓqq, D�
j � � BByΦc

ℓpx, yq
 pf, jpℓqq
Finally, we compute

jpℓq1 � �f 1D�
g

ℓD�
j

, E
pℓq
6 � �Epℓq

4 jpℓq1
jpℓq

Thus, we have three desired quantities as

ã � �3ℓ4E
pℓq
4 , b̃ � �2ℓ6E

pℓq
6 , p1 � �ℓE�

2

Therefore, we can use the special valuep1 and the coefficients̃a, b̃ of curveE1, which are

derived to findh1pxq.
LetEra,bs be an elliptic curve defined over a finite fieldFq, then

℘pzq � 1

z2
� ¸

ωPΛz0� 1pz � ωq2 � 1

ω2


 � 1

z2
� 8̧

k�1

ckz
2k

where the coefficientsck are obtained from the following recursion:

c1 � �a
5
, c2 � b

7
,

and

ck � 3pk � 2qp2k � 3q k�2̧

j�1

cjck�1�j , k ¥ 3.
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Let the℘-Weierstrass functions ofE andE1 be℘pzq and℘1pzq, respectively.

℘pzq � 1

z2
� 8̧

k�1

ckz
2k, ℘1pzq � 1

z2
� 8̧

k�1

c̃kz
2k.

Thenh1pxq satisfies the equation

zℓ�1h1p℘pzqq � exp

��1

2
p1z

2 � 8̧
k�1

c̃k � ℓckp2k � 1qp2k � 2qz2k�2

�
.

Using the fact thath1pxq is a monic polynomial of degreepℓ � 1q{2, we can figure outh1pxq
by the comparison of the coefficients ofz, where the right hand side is expanded by Taylor’s

series.

BecauseI1 is a homomorphism, ker(I1) is a subgroup ofE. Moreover,|ker(I1)| � ℓ. ker(I1)

contains a subgroup ofErℓs, also a point of orderℓ. There is an important property that

ϕpP q � rλsP , for P P ker(I1)

whereλ is a root of the characteristic polynomial of Frobenius map over Fℓ. λ is derived first,

and then another rootµ � qℓ{λ onFℓ. Thereforetℓ � λ� µ pmod ℓq. Here we can only check

they-coordinates from M:uller’s work.

Algorithm 3 : Elkies Procedure

INPUT: An elliptic curveE over a finite fieldFq, and an Elkies primeℓ

OUTPUT:tℓ

1. Compute the polynomialh1pxq
2. CalculateQpXpx, yq, Y px, yqq � ϕpP q, whereP P E satisfiesh1pxq
3. Forλ � 0, 1, ..., ℓ�1

2

4. if y-coordinates ofrλsP andQ are the same

5. µ � qℓ{λ
6. break
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7. if the sum ofy-coordinates ofrλsP andQ is 0

8. λ � ℓ� λ, µ � qℓ{λ
9 . break

10. Returnpλ� µq mod ℓ

In Schoof’s algorithm, the points of orderℓ is observed by using the division polynomial

ψℓpxq of degreepℓ2� 1q{2. Elkies improved this part by usingh1pxq of degreepℓ� 1q{2. Thus,

the complexity of Elkies procedure isOpℓ2 log3 qq bit operations.

3.3.3 Atkin’s Method

Let us consider thatℓ is an Atkin prime now. There is no root ofx2 � tℓx � qℓ � 0 on Fℓ. But

the two roots lie onFℓ2.

Theorem 3.10. If the roots ofΦc
ℓpx, jq lie on Fqr , for the smallestr, the rootsλ andµ of

x2 � tℓx� qℓ � 0 satisfy thatλ
µ

is an element of order exactlyr in Fℓ2

Denote ther of Theorem 3.8 of an Atkin primeℓ by rℓ. It can be found by observing

the degree ofgcdpΦc
ℓpx, jq, xqi � xq for increasingi|ℓ � 1. The complexity isOpℓ3 log3 qq bit

operations. Whenrℓ is derived, the following is a way to find the set of all possible tℓ.

We may letFℓ2 � Fℓr?ds for a quadratic non-residued P Fℓ. Sinceλ andµ lie in Fℓ2zFℓ,

λ � x1 � ?
dx2, µ � x1 � ?

dx2, for somex1, x2 P Fℓ. Also, the order offracλµ is rℓ. Let

γrℓ
� g1 �?

dg2 is an element of orderrℓ for someg1, g2 P Fℓ, then

g1 �?
dg2 � γrℓ

� λ
µ
� λ2

λµ� 1
q

�
x2

1 � dx2
2 � 2x1x2

?
d
�
.
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Hence

qg1 � x2
1 � dx2

2 pmod ℓq,
qg2 � 2x1x2 pmod ℓq,
q � x2

1 � dx2
2 pmod ℓq.

x2
1 � qpg1 � 1q{2, andtℓ � 2x1 pmod ℓq. Hence, possibletℓ can be derived fromg1 of γrℓ

.

Therefore, the rest of the work is to find out all elements onFℓ2 of order exactlyrℓ. It is easy

because the generatorg of Fℓ2 can be searched quickly. Andγrℓ
� g

ipℓ2�1q
rℓ for 0   i   rℓ and

gcdpi, rℓq � 1. Note that the number of possibletℓ’s is φprℓq, whereφ is Euler totient function.

The procedure is given below.

Algorithm 4 : Atkin Procedure

INPUT: An elliptic curveE over a finite fieldFq, and an Atkin primeℓ

OUTPUT: a set oftℓ candidates

1. Forrℓ � 2, 3, ..., ℓ� 1, whererℓ|ℓ� 1 (Find rℓ)

2. if gcdpΦc
ℓpx, jq, xqrℓ � xq � 1

3. break

4. Find a quadratic non-residued

5. Find a generatorg of Fℓr?ds�
6. S � tu 7. Fori � 1, 2, ..., rℓ � 1, gcdpi, rℓq � 1

8. Computeg1 �?
dg2 � g

ipℓ2�1q
rℓ

9. Find a square rootx1 of qpg1 � 1q onFℓ

10. storet2x1,�2x1u in S

11. ReturnS
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3.3.4 Baby-step-giant-step(BSGS) Strategy

The information from Elkies primes is determinate, while that from Atkin primes is not. Actu-

ally, the number of candidates of possiblet

C � ¹
ℓ is Atkin

φprℓq
There is a sub-exponential time BSGS algorithm for this part.

First, the Atkin primes are partitioned into two setsS1 andS2 such that
±

ℓPS1
φprℓq and±

ℓPS2
φprℓq are roughly the same. Letm1, m2 be the products of the primes inS1, S2 re-

spectively, andm3 be the product of Elkies primes. Andt3 � t pmod m3q is determined by

CRT.

Supposet1 � t pmod m1q, t2 � t pmod m2q. Of course,m1m2m3 ¡ 4
?
q. Let

M1 � 1

m2m3

pmod m1q,M2 � 1

m1m3

pmod m2q,M3 � 1

m1m2

pmod m3q.
By use of CRT, we obtain

1 � m1m2M3 �m1m3M2 �m2m3M1 pmod m1m2m3q
t � t3m1m2M3 � t2m1m3M2 � t1m2m3M1 pmod m1m2m3q

Let r1 � pt1 � t3qM1 pmod m1q, r2 � pt2 � t3qM2 pmod m2q, then

t � t3p1�m1m3M2 �m2m3M1q � t2m1m3M2 � t1m2m3M1� t3 �m3pm1r2 �m2r1q pmod m1m2m3q
Now, we writet � t3 �m3pm1r2 �m2r1q.
Lemma 3.11. If 0 ¤ t3   m3, andt�m1

2
u   r1 ¤ tm1

2
u, then

r2 � 1

m1m3

pt� t3 �m2m3r1q.
Thus,
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|r2| ¤ 1
m1m3

p|t| � |t3| �m2m3|r1|q¤ 2
?

q

m1m3

� 1
m1

� m2

2¤ m2

2
� 1

m1

� m2

2

So |r2| ¤ m2

Since#EpFqq � q � 1� t, for a pointP P EpFqq, we haverq � 1sP � rtsP � rt3 �m3pm1r2 �m2r1qsP.
Therefore, rq � 1� t3sP � rr1m2m3sP � rr2m1m3sP.
For each possiblet1, calculate the corresponding oner1, where|r1| ¤ m1

2
, and compute the

left-hand side in the baby step. For a possiblet2, calculate twor2, where|r2| ¤ m2. Find the

pair pr1, r2q such thatrq � 1 � t3sP � rr1m2m3sP � rr2m1m3sP . Thent is derived, so is the

group order. The complexity of BSGS strategy isOp?C log3 qq bit operations.

Algorithm 5 : BSGS Strategy

INPUT:EpFqq, and information gathered from Elkies and Atkin procedure

OUTPUT:#EpFqq
1. Divide Atkin primes into two setsS1, S2

2. Calculatet3 � t pmod m3q
3. Find a random pointP P EpFqq
4. For all possiblet1

5. Calculater1, where|r1| ¤ m1

2

6. ComputeQ � rq � 1� t3sP � rr1m2m3sP , and storepQ, r1q
7. SortpQ, r1q pairs by thex-coordinate ofQ
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8. For all possiblet2

9. Calculater2, where|r2| ¤ m2

10. ComputeR � rr2m1m3sP
11. if there existspQ, r1q such thatQ � R

12. t � t3 �m3pm1r2 �m2r1q
13. Returnq � 1� t

3.3.5 Complexity Analysis

The SEA algorithm uses Schoof’s idea, and adds some improvements mentioned above. The

following is the outline of SEA algorithm.

The Elkies primes make the complexity decrease. However, the number of Atkin primes is

about one half the number of primes considered, which isOplog q{ log log qq. This means that

C of BSGS strategy is exponential inlog q. Even though we use the concept of BSGS to speed

up the algorithm, this is a sub-exponential time algorithm,unfortunately.

From a complexity-theoretic point of view, we can just use Elkies primes. On this condition,

the larger primes are needed due to the skipping of Atkin ones, so are the modular polynomials

of higher degree. The best practical compromise is to use some ‘best’ Atkin primes in order to

avoid the use of larger primes and keep away from the sub-exponential time complexity.

Algorithm 6 : SEA algorithm

INPUT: An elliptic curveE over a finite fieldFq

OUTPUT: #EpFqq
1. M � 2, ℓ � 3, A � tu, E � tu
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2. Findt2, andE � E Y pt2, 2q
3. WhileM   4

?
q

4. Determine the type ofℓ

5. if ℓ is an Elkies prime

6. Elkies procedure

7. E � E Y ptℓ, ℓq
8. if ℓ is an Atkin prime

9. Atkin procedure

10. A � AY pTℓ, ℓq, Tℓ is a set for all possibletℓ

11. M �M � ℓ, ℓ � nextprime(ℓ)

12. BSGS strategy to determine group order #EpFqq
13. Return #EpFqq
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Chapter 4

Previous Improvements for SEA

Algorithm

There are a lot of improvements of SEA algorithm in recent years. We introduce them in this

chapter.

4.1 Isogeny Cycles

This method is proposed by Couveignes and Morain first in 1994[5]. It takes advantage of the

Elkies primes. For an Elkies primeℓ, we findtℓ � t pmod ℓq originally. And the use of isogeny

cycles can help us findtℓk � t pmod ℓkq. The following are theories about the isogeny cycles.

In this section, we suppose thatℓ satisfies condition (2) of Theorem 3.8. The two roots

of Φc
ℓpx, jq can be used to derive two different isogeniesI1, I2 corresponding to the different

curvesE1, andE2. That is,

I1 : E ÞÑ E1, I2 : E ÞÑ E2

From the theorem of classical modular polynomials, there are two isogenies ofE of degree
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ℓ. These isogenies map toE1 andE2 separately, where thej-invariant ofE1 andE2 are roots

of Φℓpx, jq. Besides, an isogeny fromE to E1 implies the existence of an dual isogeny from

E1 to E. It meansj � jpEq is a root ofΦℓpx, jpE1qq. Since the field is finite, thej-invariant

of curves found by isogenies are periodic. In addition, the group order of curves are the same.

Then, the curves are periodic up to isomorphism. In other words, the curves form a cycle, called

the isogeny cycle, and there are two directions to walk alongthe cycle.

Example 4.1. LetE: y2 � x3 � 68x� 79, the curves derived from isogenies are as follows:ra, bs jpEra,bsqr68, 79s 2r27, 68s 82r50, 89s 56r31, 28s 10r45, 15s 34r47, 87s 90r42, 63s 20r97, 32s 15r56, 31s 2

If direction 1 is the direction of the cycle of curves as in Example 4.2, direction 2 is in the

reverse order of curves. Figure 4.1 represents explicitly the symbols used later on. Note that

E1111 is E1�4 for short. The numbers on the circle are thej-invariants of elliptic curves. The

clockwise is direction 1, and direction 2 is counterclockwise. Here the symbolE12 is the curve

derived from direction 2 ofE1. More precisely,E12 is back toE sinceE12 � E.

Theorem 4.2. In a direction of the isogeny cycle, suppose fromE1 to E1�k does not meetE,
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Figure 4.1: Isogeny cycle

that is, thej-invariant ofE1�i are different fori � 0, 1, ..., k. Then

ker(I1�k � I1�k�1... � I11 � I1) � Erℓks
Recall thatI1�i : E1�i�1 ÞÑ E1�i defined by

I1�ipP px, yqq � � k1�ipxqph1�ipxqq2 , g1�ipx, yqph1�ipxqq3

The points of ker(I11) satisfyh11pxq, and the points of ker(I11 � I1) satisfy the numerator of

h11 � I1. Hence, a factor of the division polynomialψℓ2pxq of E is the numerator of

h11

�
k1pxqph1pxqq2


Generally, a factor of the division polynomialψℓkpxq of E is the numerator ofh1�k � I1�k�1... �
I11 � I1. Thus, the degree of the division polynomialψℓkpxq is ℓk�1pℓ�1q

2
.

Suppose the characteristic of the field is greater than three. Let I be an isogeny fromE to

Ẽ, the method to figure out thek1pxq of I is by use of the theories of elliptic curves overC.

First, we have the℘-Weierstrass functions℘pzq, ℘1pzq of E andẼ. Thenx-coordinate of the
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points inEpCq is ℘pzq, and that inẼpCq is ℘1pzq. Therefore, there is a relation between them

through the isogenyI

℘1pzq � kp℘pzqqphp℘pzqqq2
Recall that

zℓ�1hp℘pzqq � exp

��1

2
p1z

2 � 8̧
k�1

c̃k � ℓckp2k � 1qp2k � 2qz2k�2

�
So we have

z2ℓ�2kp℘pzqq � ℘1pzq�exp

��1

2
p1z

2 � 8̧
k�1

c̃k � ℓckp2k � 1qp2k � 2qz2k�2

��2

Thenkpxq can be derived.

There is another strategy to compute a factor of the divisionpolynomial[4]. Let us look at

the picture below.

In the picture,in are the isomorphism of the curves.h12 is a factor of the division polynomial

ψℓpxq ofE1. Then the numerator ofh12�i1�I112 yields a factor off112 of the division polynomial

ψℓ2pxq ofE11. Similarly, a factorf1112 of the division polynomialψℓ3pxq ofE111 is derived from

f112 � i2 � I1112, and so on.
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4.2 Re-ordering Atkin Primes

For an Atkin primeℓ, suppose it producesφprℓq candidates oftℓ. Izu et al[9, 10] define “Atkin

index” of ℓ by

ipℓq � φprℓq
ℓ

They figured out that Atkin primes of smaller index can be usedmore efficiently for the com-

putation of BSGS strategy. In the next chapter, we will propose another way to rank Atkin

primes.

4.3 Virtual (Atkin/Isogeny cycles) Method

Izu et al proposed the virtual method in 1998[9]. The idea is simple. For a primeℓ, no matter

whether it is an Elkies prime or not, we have a setTℓ which contains all possibletℓ. Note that

Tℓ contains only one candidate for the Elkies primeℓ. Then theTℓ2 is obtained as follows.

Tℓ2 � ttℓ � iℓ|tℓ P Tℓ, 0 ¤ i   ℓu
By using this method, it adds an Atkin-like prime into gathered information. However, This

is a method worse than using information of Atkin primes. It means that the method does not

apply to the case when it skips some information from Atkin. In this point of view, this method

can just help speed up the point counting algorithm for elliptic curves defined over a finite field

of small cardinality. So, we do not apply this.

4.4 Chinese and Match Method

The BSGS strategy introduced in Section 3.3 is a so-called “Match and Sort” method. The

“Chinese and Match” method is proposed by Joux and Lercier in2000[12]. It is an alternative
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way for the same problem. The advantage of this method is to reduce the space complexity.

Hence, they can count the number of points of an elliptic curve defined overF21663 on a network

of four PII 300 MHz based PC’s using only 12 MB of memory.

This is a method which saves the used space by spending more time. We want to speed up

SEA algorithm, so it does not apply to our implementation. However, it is useful for the point

counting problem of elliptic curves defined over a finite fieldof large cardinality.
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Chapter 5

Our Three Heuristics for SEA Algorithm

In this chapter, we will introduce our three heuristics for the use of Atkin primes, and Elkies

primes, and the method to avoid the sub-exponential time BSGS strategy. We implement SEA

algorithm for elliptic curves defined over the prime fieldFq, whereq � p ¡ 3. We will also

point out some ideas, and give a brief explanation.

We use the MIRACL[27](Multiprecision Integer and RationalArithmetic C/C++ Library)

library in our implementation. More than being a big number library, MIRACL provides uni-

variate and bivariate polynomial type with big number coefficient, the big integer modulo n

arithmetic, the polynomial ring, the elliptic curve arithmetic, and some tools of number theory,

such as CRT, cryptographic secure random number generator,etc. Also, MIRACL contains a

simple version of SEA algorithm implementation.

5.1 Atkin Selection Heuristic

Because of the sub-exponential time complexity while usinginformation of Atkin primes, the

‘best’ Atkin primes have to be figured out by some evaluations. The goal is to reduce the number

of candidates of possiblet. The first approach ranks Atkin primesℓ in order ofφprℓq. Thus, it is
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straightforward to pick the Atkin primes of smallerφprℓq. Izu et al proposed the index of Atkin

primes introduced in the previous chapter.

Example 5.1. Let 5, 11, and29 be Atkin primes, and letr5 � 3, r11 � 12, r29 � 15.

ℓ rℓ φprℓq ipℓq
5 3 2 0.4

11 12 4 0.36

29 15 8 0.276

Here we can easily find that it is better to use5 and11 rather than29 because the number of

possibilities are the same while5� 11 ¡ 29.

Letm3 be the product of Elkies primes encountered, andA be the product of selected Atkin

primes. Since Elkies primes are never skipped, the Atkin primes are selected enough such that

m3 � A ¡ 4
?
q. SoA has the lower bound4

?
q{m3. Also, the smallerC, the number of

possiblet, is better. In Izu’s point of view,

C

A
� ¹

ℓ selected Atkin primes

φprℓq
ℓ

Therefore, if the smaller index of Atkin primes, the better.If the number of selected Atkin

primes is fixed, this may work. However, we may use more small Atkin primes to gain the

smallerC
A

as Example 5.1.

The problem of Izu’s index is that it does not consider the length of ℓ. Here, we define the

rank of an Atkin primeℓ by

Rpℓq � log φprℓq{ log ℓ

We can seeRpℓq simply as the number of bits ofC caused by each bit ofℓ averagely. Thus, the

Atkin prime is ‘best’ if and only if the number of bits ofC is less. Therefore, the ‘best’ Atkin

prime are those of smallerRpℓq.
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Example 5.2. The same example as Example 5.1.

ℓ rℓ φprℓq Rpℓq
5 3 2 0.43

11 12 4 0.58

29 15 8 0.62

Here we can see that our method can figure out the error of the index of Atkin primes.

From the same point of view, now we consider the virtual method introduced in Section 4.3.

The new information from it causes an imaginary Atkin prime of Rpℓq � 1. That is the worst

one. We propose a real example below.

Example 5.3. Let E : y2 � x3 � 3x � 10 defined overFq, q � 2384 � 317 is a prime.

2, 3, 13, 23, 29, 31, 43, 47, 59, 61, 67, 71, 73, 89, 101, 107, 109, 131, 137, 139, 167, 173, 223, 233,

239 are Elkies primes. The lower bound ofA is about6.6 � 1013. The following are the

selected Atkin primes according to the three methods.

Rank in order ofφprℓq Rank in order ofipℓq Rank in order ofRpℓq
ℓ φprℓq Selected ℓ φprℓq ipℓq Selected ℓ φprℓq Rpℓq Selected

5 2 Drop 79 4 0.05 * 79 4 0.32 *

79 4 * 127 8 0.06 * 127 8 0.429 *

11 4 * 53 6 0.11 * 5 2 0.431 Drop

7 4 * 151 18 0.12 * 53 6 0.45 *

53 6 * 179 24 0.13 * 41 6 0.48 *

41 6 * 41 6 0.15 * 151 18 0.576 *

17 6 * 191 32 0.17 * 11 4 0.578 *

127 8 * 17 6 0.35 179 24 0.61 *
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19 8 * 11 4 0.36 17 6 0.63 *

151 18 * 5 2 0.4 191 32 0.66

179 24 19 8 0.42 19 8 0.706

191 32 7 4 0.57 7 4 0.712

C � 15925248 C � 15925248 C � 11943936

A � 8.2� 1013 A � 1.1� 1014 A � 1.1� 1014

Table 5.1: Evaluation methods of Atkin primes

The Atkin primes are selected one by one until the productA of selected ones is larger than

the lower bound. Then, the check goes through the selected Atkin primes in order to drop some

selected ones if they are not necessary. In other words, the productA is larger than the lower

bound. In Example 5.3, we can see the comparison ofA andC of the previous two methods.

TheC of these are the same, but the index is much better due to the largerA. To compare the

results of the last two, although theA of the two methods are almost the same, the rank of Atkin

primes is better in the third by reason of the smallerC.

While using the information from Atkin primes, we just select some for the reason of avoid-

ing a waste of time in BSGS strategy. We have mentioned that the complexity isOpℓ3 log3 qq to

find rℓ for each Atkin primeℓ. Thus, whenever we can choose enough Atkin primes such that

m3�A ¡ 4
?
q, we can get the largest valueR of Rpℓq of the selected Atkin primes. After that,

we never select the Atkin primesℓ of Rpℓq larger thanR. Therefore, we do not need to collect

the Atkin primesℓ of Rpℓq ¡ R. So, this can help us save time to findrℓ of ℓ if the candidate of

rℓ makesRpℓq ¡ R.
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5.2 Elkies Isogeny Heuristic

If an Elkies primeℓ occurs, the factorh1pxq of the division polynomial is figured out. After that,

λ, a root of the characteristic polynomial of Frobenius map over Fℓ, is computed via checking

they-coordinates ofϕpP q � pxq, yqq andrλsP .

In our consideration, the curve

Era,bs : y2 � x3 � ax� b, a, b P Fq,

and the division polynomials simplify to

ψ0 � 0,

ψ1 � 1,

ψ2 � 2y,

ψ3 � 3x4 � 6ax2 � 12bx� a2,

ψ4 � 4ypx6 � 5ax4 � 20bx3 � 5a2x2 � 4abx� 8b2 � a3q,
ψ2m�1 � ψm�2ψ

3
m � ψm�1ψ

3
m�1,m ¥ 2,

ψ2m � pψm�2ψ
2
m�1 � ψm�2ψ

2
m�1qψm{2y,m ¡ 2

For a positive integerm ¡ 2, and a pointP px, yq of E such thatrmsP � 8,rmsP � �x� ψm�1ψm�1

ψ2
m

,
ψm�2ψ

2
m�1 � ψm�2ψ

2
m�1

4yψ3
m



The implementation of Elkies procedure of MIRACL library hidesy term ofψ2m but keeps it

in mind. Wheny2 occurs, it is replaced by using the curve equation. Therefore, the division

polynomials are computed by the following recursion. Note thatf2k�1 � ψ2k�1 andyf2k � ψ2k
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f 0 � 0,

f 1 � 1,

f 2 � 2,

f 3 � 3x4 � 6ax2 � 12bx� a2,

f 4 � 4x6 � 20ax4 � 80bx3 � 20a2x2 � 16abx� 32b2 � 4a3,

f4k�1 � ψ2k�2ψ
3
2k � ψ2k�1ψ

3
2k�1� f2k�2f

3

2ky
4 � f 2k�1f

3

2k�1� f2k�2f
3

2kpx3 � ax� bq2 � f 2k�1f
3

2k�1,

f4k�3 � ψ2k�3ψ
3
2k�1 � ψ2kψ

3
2k�2� f2k�3f

3

2k�1 � f 2kf
3

2k�2y
4� f2k�3f

3

2k�1 � f 2kf
3

2k�2px3 � ax� bq2,
f 4k � ψ4k{y� ppψ2k�2ψ

2
2k�1 � ψ2k�2ψ

2
2k�1qψ2k{2yq{y� ppyf2k�2f

2

2k�1 � yf2k�2f
2

2k�1qyf2k{2yq{y� pf2k�2f
2

2k�1 � f 2k�2f
2

2k�1qf 2k{2,

f4k�2 � ψ4k�2{y� ppψ2k�3ψ
2
2k � ψ2k�1ψ

2
2k�2qψ2k�1{2yq{y� ppf2k�3y

2f
2

2k � f2k�1y
2f

2

2k�2qf 2k�1{2yq{y� pf2k�3f
2

2k � f 2k�1f
2

2k�2qf 2k�1{2.

If we pre-compute the square and cube of a division polynomial and px3 � ax � bq2, it

costs five polynomial multiplication to compute a division polynomial, where two is for the

pre-computation step.

They-coordinate ofϕpP px, yqq,
yq � ypx3 � ax� bq q�1

2
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Hence, letYq�1 � px3 � ax� bq q�1

2 . Then,yq � yYq�1. The way to check they-coordinates of

ϕpP px, yqq andrmsP is to compare

yq � yYq�1, and
ψm�2ψ

2
m�1 � ψm�2ψ

2
m�1

4yψ3
m

Thus, we compare4y2ψ3
mYq�1 andpψm�2ψ

2
m�1 � ψm�2ψ

2
m�1q.

Casem � 1,

y

yYq�1

� 1

Yq�1

Casem � 2k,

ψm�2ψ
2
m�1 � ψm�2ψ

2
m�1

4y2ψ3
mYq�1

� yf2k�2f
2

2k�1 � yf2k�2f
2

2k�1

4y5f
3

2kYq�1

� f 2k�2f
2

2k�1 � f 2k�2f
2

2k�1

4px3 � ax� bq2f3

2kYq�1

Casem � 2k � 1,

ψm�2ψ
2
m�1 � ψm�2ψ

2
m�1

4y2ψ3
mYq�1

� f 2k�3y
2f

2

2k � f 2k�1y
2f

2

2k�2

4y2f
3

2k�1Yq�1

� f 2k�3f
2

2k � f 2k�1f
2

2k�2

4f
3

2k�1Yq�1

For each case above, whether the denominator and the numerator are the same, or the sum

of them is0, corresponding toλ � m or λ � ℓ �m, the check costs three polynomial multi-

plications for oddm, and four for evenm. The expected number of polynomial multiplication

needed isp5� ℓ
4
� 3.5� ℓ

4
q � 17

8
ℓ.

As the concept indicates, there are two processes of isogenycycles. The first one is to

compute a factor of division polynomialψℓkpxq, and searchλ pmod ℓkq. The expected number

of polynomial multiplication needed isp5� ℓk

4
� 3.5 ℓk

4
q � 17

8
ℓk.

The second process is to find theλ pmod ℓiq for eachi   k. That means findingλ pmod ℓiq
by use ofλ pmod ℓi�1q. Supposeλ � a pmod ℓi�1q, then the candidates ofλ pmod ℓiq are

a � hℓi�1 for h � 0, 1, ..., ℓ � 1. It does not mean that the expected number of the division

polynomials needed increases top ℓk

2
q in this case. Here, we still can use the negative checking.
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Example 5.4. Supposeλ � 3 pmod 13q, thenλ � 3� 13h pmod 132q for someo ¤ h ¤ 12.

Here assumeλ � 3� 13h̃ pmod 132q. ϕpP q � r3� 13h̃sP . SinceP P Er132s,�ϕpP q � r�3� 13h̃sP � r132 � 3� 13h̃sP � r�3� 13p13� h̃qsP
Therefore, in this example, we can do negative checking for7 ¤ h ¤ 12.

ϕpP q � r3� 13� 7sP ñ �ϕpP q � r�3� 13p13� 7qsP
ϕpP q � r3� 13� 8sP ñ �ϕpP q � r�3� 13p13� 8qsP
ϕpP q � r3� 13� 9sP ñ �ϕpP q � r�3� 13p13� 9qsP
ϕpP q � r3� 13� 10sP ñ �ϕpP q � r�3� 13p13� 10qsP
ϕpP q � r3� 13� 11sP ñ �ϕpP q � r�3� 13p13� 11qsP
ϕpP q � r3� 13� 12sP ñ �ϕpP q � r�3� 13p13� 12qsP

Now, λ can be derived. To determine thet pmod ℓkq, µ is needed. For the casek � 1,

µ � qℓ{λ pmod ℓq. For the casek � s ¡ 1, we haveλ pmod ℓsq, andµ pmod ℓs�1q. In fact,

λµ � qℓs pmod ℓsq. Theµ pmod ℓsq can be calculated from the Hensel’s Lemma.

Example 5.5. Supposeq � 157, andλ � 1 pmod 7q, µ � 3 pmod 7q. Also, λ � 22pmod 72q. Then, letfpxq � Ax�B, whereA � 22 � λ pmod 72q,B � 10 � 157 pmod 72q.
By Hensel’s Lemma,

sf 1pµq � �fpµq
7

pmod 7q
So,s � 6, andµ � 3� 6� 7 � 45.

Therefore, in this case the expected number of polynomial multiplication needed isp5 �
ℓk

4
� 3.5� ℓ

2
q � p5

4
ℓk � 7

4
ℓq

Now, we analyze the computing cost. The complexity of the polynomial multiplication

reduced modulo a polynomial of degreen is Opn lognq via fast Fourier transformation(FFT),

sayw1n logn, wherew1 is a constant.

56



First, we define some terms for further analysis. First,Tℓ1 denotes the computing time to

derivetℓ for an Elkies primeℓ. Then,

Tℓ1 � log q � w1pℓ� 1q logpℓ� 1q � �log

�
q � 1

2


� 17

8
ℓ


 � w1

�
ℓ � 1

2



log

�
ℓ� 1

2



.

The first part is to determine a root ofΦc
ℓpx, jpEqq. The second part is to computeYq�1 and

deriveλ pmod ℓq. Similarly,Tℓk denotes the computing time to derivetℓk for k ¡ 1 where

Tℓk � log q�w1pℓ�1q logpℓ�1q��log

�
q � 1

2


� 5

4
ℓk � 7

4
ℓ


�w1

�
ℓk�1pℓ� 1q

2



log

�
ℓk�1pℓ� 1q

2



.

Since the information from Elkies primes is definite, it is important to increase the product

of these primes and prime powers. The concept is the same as Section 5.1 that we select the

primeℓ or prime powersℓk whoseTℓi{ log ℓ is small. This value represents the computing cost

to gain the information caused by each bit ofℓ averagely.

Example 5.6. Let q � 2512� 569, then the following is the valueTℓi{ log ℓ with respect to each

ℓ, i pairs. Note that we setw1 � 1 here.

ℓ i Tℓi{ log ℓ ℓ i Tℓi{ log ℓ ℓ i Tℓi{ log ℓ ℓ i Tℓi{ log ℓ

3 1 1365 5 1 1695 3 2 1797 7 1 1939

11 1 2297 13 1 2438 17 1 2673 19 1 2774

23 1 2954 29 1 3183 31 1 3251 37 1 3438

41 1 3552 5 2 3555 43 1 3605 47 1 3708

53 1 3852 59 1 3986 61 1 4029 67 1 4153

3 3 4170 71 1 4232 73 1 4271 79 1 4384

5.3 Polynomial-Time BSGS Heuristic

Let us review the BSGS strategy in which lie some tricks to speed up. The Atkin primes are

first divided into two setsS1, andS2. Let c1 andc2 be the number of possiblet corresponding
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to S1 andS2. After that, the baby step performsc1 times to calculatet1, and the corresponding|r1|   m1

2
, and thenQr1

� rq � 1 � t3sP � rr1m2m3sP . So, we can reduce the time of scalar

multiplication of a point by pre-computation ofrm2m3sP . Therefore, the complexity of baby

step isOpc1 logm1q elliptic curve point addition.

Similarly, in the giant step, the computation ofrm1m3sP reduces the time to computerr2m1m3sP . Moreover, there are twor2, sayr21
andr22

, for a t2. Since|r21
� r22

| � m2,

we can deriverr22
m1m3sP from rr21

m1m3sP andrm1m2m3sP . Thus, the complexity of giant

step isOpc2 logm2q elliptic curve point addition.

In addition, the baby step is performed completely, while the giant step is not. In proba-

bilistic estimation, the giant step is half performed. Hence, it is better to choose the set of small

number of possiblet to perform the baby step. Hence, the computing costB of BSGS strategy

is about

B � w2 � 3

2

?
C logA,

wherew2 is a constant.

It costs much time in BSGS strategy ifC is too large. The traditional way out of this

problem is to set a thresholdT for C. However, it does not seem a good way to decide the

time to perform BSGS strategy. IfT is big, it may cost more time in BSGS strategy of the

algorithm. But the smallT may cause a waste of time to use the larger primes. Here, we

propose a method to estimateT dynamically. After the Atkin primes selection strategy, wecan

estimate the computing timeB used by BSGS strategy. On the other hand, we also suppose that

the next prime is Elkies, and estimate the timeB1 which is taken by gathering the information of

the next prime, and then the BSGS strategy after we have the information from the next prime.

If B   B1, then our implementation will perform BSGS strategy. Otherwise, the informa-

tion of the next prime is collected. Thus, the next stage of the algorithm depends on the gathered
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information of each elliptic curve. Therefore, we can prevent from the use of larger primes, and

can detect whetherC is too big. This method can always be suitable for any curve.

5.4 Numerical Results

The computing environment we use is Intel Xeon 3040 Processor with 1.86GHz, 2G RAM on

FreeBSD 7.0 with the MIRACL library version 5.3.2. At first, we calculated the order of 50,

40, 30, 20, 10 different elliptic curves corresponding to the prime of 160-bit, 192-bit, 256-bit,

384-bit, and 512-bit by use of the original SEA algorithm. The average time is listed in Table

5.2.

Bits of q 160 192 256 384 512

Average time(s) 9.91 26.51 90.73 607.8 2654

Table 5.2: Average computing time of original SEA algorithm

Next, we calculated the order of the same elliptic curves as before by applying the Atkin

selection heuristic. The average time and the improvement rate compared with the original one

are in Table 5.3.

# bits ofq 160 192 256 384 512

Average time(s) 9.68 26.02 87.20 574.9 2412

Improve rate(%) 2.33 1.84 3.89 5.42 9.10

Table 5.3: Average computing time when applying Atkin selection heuristic

When the number of bits ofq increases, we need to use more primes. Hence, we encounter

more Atkin primes, which are almost useless for us. The Atkinselection heuristic can save the
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time, whose complexity isOpℓ3 log3 qq, to find out therℓ of the ‘bad’ Atkin primes. Therefore,

the impact is more evident whenq is large.

Table 5.4 shows the numerical result of applying the Elkies isogeny heuristic.

# bits ofq 160 192 256 384 512

Average time(s) 9.68 25.27 83.95 557.0 2296

Improve rate(%) 2.30 4.67 7.47 8.37 13.48

Table 5.4: Average computing time when applying Elkies isogeny heuristic

The effect of the isogeny cycle is to reuse the Elkies primes.This is necessary ifq is larger

because of the increasing number of the encountered Atkin primes. So, the result presents that

the improvement is obvious whenq is large.

The result of the improvement of the polynomial-time BSGS heuristic is shown in Table

5.5.

# bits ofq 160 192 256 384 512

Average time(s) 9.49 25.43 80.02 545.1 2278

Improve rate(%) 4.19 4.07 11.81 10.31 14.16

Table 5.5: Average computing time when applying polynomial-time BSGS heuristic

# bits ofq 160 192 256 384 512

Average time(s) 9.11 23.86 73.18 464.3 1899

Improve rate(%) 8.03 10.01 19.34 23.61 28.43

Table 5.6: Average computing time when applying three heuristics

This heuristic brings an effective way to improve the algorithm as we can see. The result
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also tells that it can prevent from the use of larger primes, and can detect whetherC is too big,

indeed.

Finally, if the three heuristics are applied to original SEAalgorithm, then we get the result

in Table 5.6.
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Chapter 6

Conclusion & Future Work

In this thesis, we propose three heuristics to speed up the SEA algorithm. These three heuristics

are more effective for largeq. Besides, we use the pre-computation skill to speed up the part of

BSGS strategy. And we also propose the negative checking forthe isogeny cycles.

Although our implementation is for the elliptic curves defined over prime fields, the heuris-

tics can be applied to the SEA algorithm for elliptic curves defined over binary fieldsFq, where

q � 2n. Furthermore, the idea of analysis in the Atkin selection heuristic and also in the Elkies

isogeny heuristic may be applied to others.

There are some improvements that mentioned by Couveignes[4]. It can help find a factor of

the division polynomial of smaller degree.

In the future, we will prepare to implement SEA algorithm forelliptic curves defined over

binary fields. Also, we will study the theoretical part of elliptic curves, especially the part related

to SEA algorithm. Moreover, there exists Satoh’s method[19], which usesp-adic analysis to find

the order of elliptic curves defined over finite fields of smallcharacteristic, such as binary fields.
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