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ABSTRACT

In Session Initiation Protocol (SIP)-based Voice over IP (VoIP) services, IP addresses

are used as location information of User Agents (UAs). The insufficiency of IPv4 ad-

dresses becomes a problem in SIP-based VoIP deployment. Deploying Network Address

Translators (NATs) into IPv4 networks is one approach so that a public IPv4 address

is shared by multiple UAs. However, this approach leads to SIP/Real-time Transport

Protocol (RTP) NAT traversing problem. We design and develop a UA that supports

the existing SIP/RTP NAT traversing solutions. This UA is used for further analyses

and experiments. Another approach is to adopt IPv6 so that every UA owns a unique

IPv6 address. Nevertheless, IPv4/IPv6 interworking problem for SIP-based VoIP may

occur in the early stage of IPv6 deployment. To solve this problem, we propose an ef-

fective solution where the least call setup overhead is introduced and no impairment is

incurred to the RTP transmission performance. Our study indicates that none of the

existing SIP/RTP NAT traversing solutions is perfect in all aspects. Instead, the usage

of IPv6 cooperating with our proposed solution is the best choice with the most efficient

performance for deploying SIP-based VoIP services.

Keywords: ICE, IPv4/IPv6 interworking, NAT, redirect, SBC, SIP, SIP-ALG, STUN,

translation, UPnP, VoIP, VPN
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Chapter 1

Introduction

Session Initiation Protocol (SIP) [23] is a Voice over IP (VoIP) signaling protocol for

establishing calls, where the voice and the multimedia data are typically transmitted

using Real-time Transport Protocol (RTP) [24]. The information of the voice and the

multimedia data (e.g., the data type, the media codec, and the IP address/port number

that the data should be sent to) is carried in the SIP message body, and mostly it is

encoded in the format of Session Description Protocol (SDP) [16] [18]. In SIP, User Agents

(UAs) are the IP network endpoints just like telephones in the telephone networks. Since

every UA requires a unique IP address to serve as location information, the shortage

of IPv4 addresses becomes a problem in SIP deployment. This problem can be solved

by either introducing Network Address Translators (NATs) [27] into IPv4 networks or

replacing IPv4 with IPv6 [13].

With an NAT connecting a private network to a public network (e.g., the Internet),

a public IPv4 address is shared by multiple UAs in the private network. However, a UA

cannot establish a call correctly when it resides in the private network. This issue is

referred to as SIP/RTP NAT traversing problem. Several solutions have been proposed

in the literature. According to our analyses, none of them is perfect in all aspects.

On the other hand, IPv6 provides large address space so that every UA owns a unique

IPv6 address. In other words, NAT no longer exists, and neither does SIP/RTP NAT

traversing problem. Nevertheless, in the early stage of IPv6 deployment, IPv6 UAs and

IPv4 UAs coexist in the same network. Without proper mechanisms, IPv6 and IPv4 UAs

cannot interact with each other correctly. This issue is referred to as IPv4/IPv6 inter-

1



working problem for SIP-based VoIP. Three solutions have been proposed in the literature,

but each of them has disadvantages. Therefore, we propose an effective solution where the

least extra call setup overhead is introduced and no impairment is incurred to the RTP

transmission performance. The rest of this chapter introduces the background information

of the IP-related SIP/SDP fields and the network address translation mechanism.

1.1 IP-related SIP/SDP Fields

Several SIP header fields in a SIP message contain the IP address and the port number

(transport address) for SIP message delivery. For example,

• The Via header fields indicate the SIP nodes visited by a SIP request so far. The

reverse direction of the path should be followed to route the SIP responses for this

request. When a SIP request is received, the IP address in the topmost Via header

field is compared to the IP address in the Source Address header of the IP packet

that carries the SIP request (source IP address). If they are different, a received

parameter containing the source IP address is added to the topmost Via header

field. In this case, a SIP response must be sent to the IP address specified in the

received parameter of the topmost Via header field, instead of the IP address in the

topmost Via header field.

• The Contact header field indicates the transport address where the other party can

send subsequent SIP requests.

Two SDP fields in the SIP message body provide the transport address for the media

session.

• The IP address is provided in the c field.

• The port number is provided in the m field.

1.2 Network Address Translation Mechanism

Figure 1.1 shows the NAT architecture. In this figure, a private network (Figure 1.1

(1)) connects to the Internet (Figure 1.1 (2)) through an NAT. The private IP addresses

2



Internet

Packet 1

Src: 192.168.0.10:5060

Packet 2

Dst: 192.168.0.10:5060

Packet 1

Src: 140.113.10.1:10080

Packet 2
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Private Network
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DHCP Server NAT Forwarding Engine
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NAT

...

192.168.0.10 5060 10080

(1)
(2)

(3)

(4)

(5)

(8)

(6)

(7)

140.113.10.1

Private

IP Address

Mapped

Port Number

Private

Port Number

Mapped

IP Address

Figure 1.1: NAT Architecture

192.168.0.0/24 are assigned to the hosts in the private network. The IP address of the

public Network Interface Card (NIC, Figure 1.1 (3)) in the NAT is 140.113.10.1. Suppose

that Host A sends a packet (Packet 1 with the source transport address 192.168.0.10:5060;

see Figure 1.1 (5)) to the destination in the Internet. In most cases, the source transport

address of the packet is treated as the destination transport address of another packet that

is sent back to Host A. The packet with the private destination IP address 192.168.0.10

cannot be routed in the Internet. Therefore, the NAT performs the transport address

translation at the network and the transport layers before sending Packet 1 to the Internet.

Specifically, the NAT replaces the source IP address by the public IP address of the NAT

(i.e., 140.113.10.1; see Figure 1.1 (3)) and changes the source port number to an unused

port number 10080 in the NAT (see Figure 1.1 (6)). The mapping between the private

transport address and the public transport address (private-to-public transport address

mapping) is stored in the NAT’s mapping table (Figure 1.1 (4)). Packet 1 is then routed

to the destination in the Internet. When the NAT receives Packet 2 (a packet with the

destination transport address 140.113.10.1:10080 from the Internet; see Figure 1.1 (7)),

it retrieves the mapping from the mapping table to translate the destination transport

address into 192.168.0.10:5060 and then sends Packet 2 to Host A (Figure 1.1 (8)). Note

that the NAT only translates the transport address at the network and the transport

layers. The application-layer content is left unchanged.

The rest of this thesis is organized as follows. Chapter 2 describes SIP/RTP NAT

traversing problem in detail. Also, the existing solutions of the problem are discussed and

3



analyzed. Chapter 3 elaborates IPv4/IPv6 interworking problem for SIP-based VoIP as

well as the existing solutions. Besides, an effective solution is proposed and compared to

those existing solutions. Finally, this thesis is concluded in Chapter 4.

4



Chapter 2

SIP/RTP NAT Traversing

An NAT only translates the transport address at the network and the transport layers.

It does not translate the transport address carried in the content of a SIP message. This

results in the inconsistency between the transport address at the application layer and

that at the network and the transport layers when the SIP message traverses the NAT.

This issue is further elaborated in the following example.

Figure 2.1 illustrates SIP message delivery between UA1 (in the private network) and

UA2 (in the Internet) through a standard NAT. UA1 is assigned a private IP address

192.168.0.10, and UA2 is assigned a public IP address 140.113.10.10. As in Figure 1.1,

the NAT has two IP addresses: 192.168.0.1 for the private NIC and 140.113.10.1 for the

public NIC. Suppose that UA1 sends a SIP INVITE message (Figure 2.1 (1)) to UA2.

In this message, both the Via and the Contact header fields contain UA1’s IP address

192.168.0.10 and the port number 5060. For the RTP media session, 192.168.0.10 and

9000 are recorded in the c and the m fields, respectively. This message is carried by

an IP packet with the source transport address 192.168.0.10:5060. At the NAT, the

source transport address is translated to 140.113.10.1:10080 (Figure 2.1 (2)). However,

the application-layer content (i.e., the SIP message) is left unchanged.

Upon receipt of the INVITE message, UA2 creates a SIP 200 OK message where the

Via header field (i.e., 192.168.0.10:5060) is copied from the INVITE message. Then UA2

adds a received parameter with the value 140.113.10.1 to the Via header field. UA2 replies

the 200 OK message using the IP address 140.113.10.1 and the port number 5060 in the

Via header field (Figure 2.1 (3)). Since 5060 is not a correct port number in the NAT’s

5



[RTP]
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Via: SIP/2.0/UDP 192.168.0.10:5060

Contact: <sip:ua1@192.168.0.10:5060>

c=IN IP4 192.168.0.10

m=audio 9000 RTP/AVP 0 8 3 4 18

Src: 140.113.10.1:10080

Dst: 140.113.10.10:5060

App. Layer(2)

Net. & Trans. Layer

Figure 2.1: SIP Message Flow with Standard NAT Mechanism

mapping table (10080 is the correct port number), this message cannot be delivered to

the destination (i.e., UA1). Also, the RTP packets are delivered to 192.168.0.10:9000

(Figure 2.1 (4)) as designated by the c and the m fields in the INVITE message. Clearly,

the destination is unreachable from the Internet.

The SIP/RTP NAT traversing problem consists of three main scenarios where the

UA in the private network performs registration, call origination, and call termination.

The UA performs registration in order to announce its location information so that other

UAs can reach it. Therefore, the private transport address in the Via and the Contact

header fields becomes a problem in registration. In call origination, not only the private

transport address in the Via and the Contact header fields but also that in the c and

the m fields cause the SIP/RTP NAT traversing problem. In call termination, the UA

6



should be reached first and then establishes the call. In other words, the UA in the private

network performs correct call termination if the SIP/RTP NAT traversing problems in

registration and call origination are solved. Since most SIP/RTP NAT traversing solutions

for call origination can be applied to registration, this thesis focuses on the call origination

scenario.

The SIP/RTP NAT traversing problem can be resolved by two types of solutions: UA-

based and server-based. In the UA-based solution, the application-layer transport address

translation is performed at the UA in the private network. In the server-based solution,

the translation is performed at a server in the Internet. Note that in the UA-based so-

lution, the UA may still need to interact with a server to obtain the specific information

for a particular solution. Examples of UA-based solutions include Virtual Private Net-

work (VPN) [7], Static Route [2], Universal Plug and Play (UPnP) [4], Simple Traversal

of UDP through NATs (STUN) [20], STUN Relay Usage [21], Interactive Connectivity

Establishment (ICE) [19], and Realm Specific IP (RSIP) [8]. Examples of server-based

solutions include SIP-Application Layer Gateway (SIP-ALG) [11], Session Border Con-

troller (SBC) [9], and midcom [28]. This thesis focuses on several widely used SIP/RTP

NAT traversing solutions (i.e., VPN, Static Route, UPnP, STUN, ICE, SIP-ALG, and

SBC) and shows their trade-offs.

2.1 The VPN Solution

Figure 2.2 illustrates the VPN solution [7], where UA1 (Figure 2.2 (1)) is a VPN client

in the private network while both UA2 (Figure 2.2 (2)) and the VPN server (Figure 2.2

(3)) reside in the Internet. The IP address settings for UA1, UA2, and the NAT are the

same as those in Figure 2.1, and the IP address of the VPN server is 140.113.20.1. The

VPN server maintains an address pool with IP addresses ranging from 140.113.20.2 to

140.113.20.254. After UA1 has established a VPN tunnel (Figure 2.2 (5)) connecting to

the VPN server, a virtual NIC with a public IP address 140.113.20.10 (belonging to the

VPN server) is created at UA1. This virtual NIC is set as the default interface. That is,

the public IP address is used for all outgoing packets from UA1. On the other hand, all

7



packets from the Internet with the destination IP address 140.113.20.10 are first sent to

the VPN server, and the VPN server forwards these packets to UA1 through the VPN

tunnel.

(4)

InternetInternetPrivate Network

NAT

(192.168.0.1/140.113.10.1)
UA1

(192.168.0.10/140.113.20.10)

VPN Server

(140.113.20.1)

UA2

(140.113.10.10)

(B)

                                            VPN Tunnel

(A) (B)

(A) (B)

Src: 192.168.0.10

Dst: 140.113.20.1
PPP

Src: 140.113.20.10

Dst: 140.113.10.10
Payload

(A') (B)

Src: 140.113.10.1

Dst: 140.113.20.1
PPP

Src: 140.113.20.10

Dst: 140.113.10.10
Payload

(1)

(2)

(3)

(6)

(7)

(8)

(5) (A')
(B)

(6)

(7)

IP Address Pool

140.113.20.2

140.113.20.3

:

:

:

140.113.20.254

Figure 2.2: SIP/RTP NAT Traversing: the VPN Solution

When UA1 sends a SIP message to UA2, the transport address 140.113.20.10:5060 is

filled in the Via and the Contact header fields. Also, 140.113.20.10 and 9000 are filled in

the c and the m fields, respectively. This message is then carried by an IP packet with the

source IP address 140.113.20.10 (Figure 2.2 (B)). In order to deliver the packet through

the VPN tunnel, the packet is encapsulated by the IP and the Point-to-Point Protocol

(PPP) [6] (Figure 2.2 (A)) to be a tunneled packet. Before the tunneled packet arrives

at the NAT (Figure 2.2 (6)), the source and the destination IP addresses are 192.168.0.10

and 140.113.20.1, respectively. After the tunneled packet leaves the NAT (Figure 2.2

(7)), the source IP address is translated to 140.113.10.1 by the NAT. The tunneled packet

is then sent to the VPN server. Upon receipt of the tunneled packet, the VPN server

decapsulates the packet and sends it to UA2 (Figure 2.2 (8)). Since the public IP address

140.113.20.10 (of the VPN server) is contained in the SIP message received by UA2, UA1

is reachable from the Internet through the VPN tunnel, as described in the following

example.
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Table 2.1: Mapping Table in the NAT and the UA (A Simplified Version)

Index
Private Private Mapped Mapped

IP Address Port Number IP Address Port Number
1 192.168.0.10 5060 140.113.10.1 10080
2 192.168.0.10 9000 140.113.10.1 19000

When UA2 replies a SIP message to UA1, the message is carried by an IP packet

with the destination transport address 140.113.20.10:5060, which is designated in the Via

header field of the received SIP message (part B of the packets in Figure 2.2 (6), (7), and

(8)). Upon receipt of the packet, the VPN server encapsulates it by the IP and the PPP

and sends the tunneled packet, of which the source and the destination IP addresses are

140.113.20.1 and 140.113.10.1, through the VPN tunnel. At the NAT, the destination IP

address is translated to 192.168.0.10, and the tunneled packet is then sent to UA1. UA1

decapsulates the packet to obtain the SIP message. Similarly, the RTP packets between

UA1 and UA2 can be correctly delivered through the VPN tunnel.

2.2 The Static Route Solution

In Static Route [2], the application-layer transport address translation is performed at

a UA in the private network, and a standard NAT is used to translate the transport

address at the network and the transport layers. This solution requires that SIP/RTP

related private-to-public transport address mappings are manually configured in both the

UA and the NAT before a SIP call is set up. Specifically, both the UA and the NAT need

to configure a SIP mapping (e.g., entry 1 in Table 2.1) and an RTP mapping (e.g., entry

2 in Table 2.1). If the UA is engaged in multiple media streams (e.g., audio plus video),

extra RTP mappings are required.

Figure 2.3 illustrates SIP message delivery between UA1 (in the private network) and

UA2 (in the Internet) based on the Static Route solution. The IP address settings for

UA1, UA2, and the NAT are the same as those in Figure 2.1. Initially, the SIP mapping

and the RTP mapping are configured in both UA1 and the NAT. Note that UA1 is

modified to implement the mapping table while UA2 is a standard UA.
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Dst: 140.113.10.10:5060

          SIP

        SDP

App. Layer(1)

Net. & Trans. Layer
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c=IN IP4 140.113.10.10
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Via: SIP/2.0/UDP 140.113.10.1:10080
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Src: 140.113.10.1:19000
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Src: 140.113.10.10:9002
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Figure 2.3: SIP/RTP NAT Traversing: the Static Route Solution
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When UA1 sends a SIP INVITE message to UA2 (Figure 2.3 (1)), the message is car-

ried by an IP packet with the source transport address 192.168.0.10:5060. The transport

address reserved for the media session is 192.168.0.10:9000. The above private transport

addresses are not shown in the application-layer content. Instead, through the mapping

table in UA1, the private transport address 192.168.0.10:5060 is replaced by the mapped

(public) transport address 140.113.10.1:10080, which is filled in both the Via and the Con-

tact header fields. Also, the public IP address 140.113.10.1 and the public port number

19000 for RTP are filled in the c and the m fields, respectively. At the NAT, the source

transport address is translated from 192.168.0.10:5060 to 140.113.10.1:10080 (Figure 2.3

(2)). The application-layer content is left unchanged.

Upon receipt of the INVITE message, UA2 replies a SIP 200 OK message (Figure 2.3

(3)). The Via header field (i.e., 140.113.10.1:10080) in the INVITE message (Figure 2.3

(2)) is copied to the 200 OK message as the destination of the message. Then the 200

OK message is sent to the NAT. Based on the mapping table, the NAT translates the

destination transport address from 140.113.10.1:10080 to 192.168.0.10:5060 and sends the

message to UA1 (Figure 2.3 (4)). After UA1 receives the 200 OK message, a SIP ACK

message (with 140.113.10.1:10080 in the Via and the Contact header fields) is delivered

to UA2 (Figure 2.3 (5) and (6)) just like the INVITE message.

The RTP packets from UA1 to UA2 are delivered to 140.113.10.10:9002 (Figure 2.3

(7)) as designated by the c and the m fields in the 200 OK message (Figure 2.3 (4)). At the

NAT, the source transport address is translated from 192.168.0.10:9000 to 140.113.10.1:19000.

These packets are then sent to UA2 (Figure 2.3 (8)). For the RTP packets sent from UA2

to UA1 (Figure 2.3 (9)), they are delivered to 140.113.10.1:19000, which is specified in

the c and the m fields in the INVITE message (Figure 2.3 (2)). Upon receipt of the RTP

packets, the NAT translates the destination transport address from 140.113.10.1:19000 to

192.168.0.10:9000 and sends the packets to UA1 (Figure 2.3 (10)).
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2.3 The UPnP Solution

Manual configuration in the Static Route solution can be automated by UPnP [4]. UPnP

is a network protocol for automatic discovery and configuration when a certain device (i.e.,

a UPnP client) is online. The solution for traversing NAT using UPnP is investigated

by the UPnP Internet Gateway Working Committee [5]. Similar to Static Route, the

SIP and the RTP mappings are configured in both the UA and the NAT before a SIP

call is set up. Unlike Static Route, the standard UA is modified to support UPnP and to

implement the mapping table. Also, the NAT must be modified to support UPnP because

the mappings in both the UA and the NAT are automatically established by the UPnP

protocol. After the mappings are confirmed, all SIP/RTP packets traverse over the NAT

with the same procedure described in Section 2.2.

A UPnP system typically consists of several UPnP clients and one Internet Gateway

Device (IGD). The IGD joins in the multicast group 239.255.255.250 [5] and listens on

the port number 1900 for requests issued by the UPnP clients. The UPnP messages are

exchanged through the Hypertext Transfer Protocol (HTTP) [14]. Figure 2.4 illustrates

how the mapping in entry 1 of Table 2.1 is established by the UPnP messages exchanged

between UA1 (a UPnP client) and the NAT (the IGD). The IP address settings for UA1

and the NAT are the same as those in Figure 2.1. The message flow in Figure 2.4 is

described as follows.

Step 1. When UA1 is online, it sends a UPnP multicast M-SEARCH request (with the

destination transport address 239.255.255.250:1900) to find the NAT (i.e., the IGD).

M-SEARCH is a method defined by Simple Service Discovery Protocol (SSDP) [15]

for service discovery.

Step 2. Upon receipt of the M-SEARCH request, the NAT returns its private location

to UA1 by filling the transport address 192.168.0.1:2869 in the payload of a unicast

HTTP response (i.e., 200 OK). The transport address is then used as the destination

of the messages sent from UA1 to the NAT.

Step 3. To retrieve the mapped IP address, UA1 sends a UPnP GetExternalIPAddress
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HTTP/1.1 200 OK

Location: 192.168.0.1:2869

(2)

(3)
POST ... HTTP/1.1

GetExternalIPAddress

HTTP/1.1 200 OK

140.113.10.1

(4)

(5)
POST ... HTTP/1.1

NewPortMappingDescription

(192.168.0.10:5060) 10080

HTTP/1.1 200 OK
(6)

M-SEARCH * HTTP/1.1

ssdp:discover InternetGatewayDevice

Dst: 239.255.255.250:1900

(1)

UA1 (UPnP Client)

(192.168.0.10)

NAT (IGD)

(192.168.0.1/140.113.10.1)

Private Network

Discover

NAT

Obtain Mapped

IP Address

Create

Mapping

Figure 2.4: Establishing Private-to-public Transport Address Mapping through UPnP

request (an HTTP POST message) to the NAT.

Step 4. The NAT then replies its public IP address (i.e., 140.113.10.1) to UA1 through

an HTTP 200 OK message.

Step 5. UA1 sends a UPnP NewPortMappingDescription request (an HTTP POST mes-

sage) with a transport address and a port number “(192.168.0.10:5060) 10080”, in-

dicating the private transport address and the mapped port number in entry 1 of

Table 2.1, respectively.

Step 6. If the proposed public mapped port number (i.e., 10080) is unused, the NAT

confirms the mapping by replying an HTTP 200 OK message, and the procedure is

completed.

In Steps 3 and 4, the NAT informs UA1 of the mapped IP address (i.e., the NAT’s public

IP address 140.113.10.1) for the corresponding private IP address. In Steps 5 and 6, UA1
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Binding Response

MAPPED-ADDRESS

    IP 140.113.10.1    Port 10080

Src: 140.113.30.1:3478

Dst: 192.168.0.10:5060

App. Layer(4)

Net. & Trans. Layer

Binding Response

MAPPED-ADDRESS

    IP 140.113.10.1    Port 10080

Src: 140.113.30.1:3478

Dst: 140.113.10.1:10080

App. Layer(3)

Net. & Trans. Layer

UA1 (STUN Client)

(192.168.0.10)

NAT

(192.168.0.1/140.113.10.1)

STUN Server

(140.113.30.1)

InternetPrivate Network

Binding Request

Src: 192.168.0.10:5060

Dst: 140.113.30.1:3478

App. Layer(1)

Net. & Trans. Layer
Binding Request

Src: 140.113.10.1:10080

Dst: 140.113.30.1:3478

App. Layer(2)

Net. & Trans. Layer

Figure 2.5: Establishing Private-to-public Transport Address Mapping through STUN

selects a port number for the mapped IP address and informs the NAT of the private-to-

public transport address mapping. Steps 5 and 6 allow the applications (e.g., SIP or FTP)

to specify well known port numbers (e.g., 5060 or 21) at the NAT. The UPnP solution also

supports the deletion of mappings. This feature enables applications to create short-lived

mappings for short session-based communications.

2.4 The STUN Solution

Like UPnP, STUN [20] supports automatic configuration of the SIP and the RTP map-

pings in both the UA and the NAT before a SIP call is set up. Also the standard UA

is modified to support STUN and to implement the mapping table. Unlike UPnP, the

standard NAT does not need any modification. Instead, an extra STUN server is required

for the UA to obtain the mappings. After the mappings are confirmed, all SIP/RTP

packets traverse over the NAT with the same procedure described in Section 2.2. At this

stage, the STUN server needs not to involve.

A STUN system is typically composed of a STUN server in the Internet and several

STUN clients in the private network. The STUN server listens on the port number 3478

for requests. Figure 2.5 illustrates how the mapping in entry 1 of Table 2.1 is established.
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STUN messages in this figure are exchanged between UA1 (a STUN client) and the STUN

server (with public IP address 140.113.30.1). The IP address settings for UA1 and the

NAT are the same as those in Figure 2.1. The steps are described as follows.

Step 1. UA1 sends a STUN Binding Request message to the STUN server. This message

is carried by an IP packet with the source transport address 192.168.0.10:5060.

Step 2. At the NAT, the mapping in entry 1 of Table 2.1 is established. According to the

mapping table, the source transport address is translated from 192.168.0.10:5060 to

140.113.10.1:10080.

Step 3. Upon receipt of the message, the STUN server retrieves the source IP address

140.113.10.1 and the source port number 10080, and it then fills them separately in

the IP and the Port fields of the MAPPED-ADDRESS attribute in a STUN Binding

Response message. This Binding Response message is then carried by an IP packet

with the destination transport address 140.113.10.1:10080 and sent to the NAT.

Step 4. The NAT retrieves the mapping from its mapping table, translates the destina-

tion transport address from 140.113.10.1:10080 to 192.168.0.10:5060, and sends the

message to UA1. UA1 retrieves the transport address 140.113.10.1:10080 from the

message and creates the mapping (i.e., entry 1 of Table 2.1) in its mapping table.

The NAT may eliminate the entries in its mapping table due to timeout. Therefore,

the UA in the private network should periodically transmit the STUN Binding Request

messages to refresh the mappings.

STUN does not support SIP/RTP NAT traversal over symmetric NAT. In a symmetric

NAT, the private-to-public transport address mapping is affected by both the source and

the destination transport addresses. In other words, two packets (sent from the private

network to the Internet) with the same private source transport address but different

destination transport addresses would be translated to those with the same public source

IP address but different source port numbers. In this case, the mappings created through

the STUN Binding Request/Response messages (stored in the UA’s mapping table) are
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different from those for the SIP/RTP packet delivery (stored in the NAT). Hence, the

packets from the Internet cannot be delivered correctly to the UA in the private network.

2.5 The SIP-ALG Solution

A SIP-ALG [11] for SIP/RTP NAT traversal typically collocates with an NAT to create

the SIP and the RTP mappings. The NAT and the SIP-ALG use these mappings to

translate the SIP messages and the RTP packets. Specifically, when the NAT receives a

packet, it identifies the packet as a SIP message by the source/destination port numbers

(i.e., 5060) or the ASCII keyword “SIP/2.0” in the payload of the packet [12]. The SIP

message is forwarded to the SIP-ALG for translation. Then the translated SIP message

is returned to the NAT, and the NAT sends the SIP message to the destination.

Figure 2.6 illustrates SIP message delivery between UA1 (in the private network) and

UA2 (in the Internet) based on the SIP-ALG solution. The IP address settings for UA1,

UA2, and the NAT are the same as those in Figure 2.1.

Suppose that UA1 sends UA2 a SIP INVITE message with the source transport ad-

dress 192.168.0.10:5060 (Figure 2.6 (1)). Upon receipt of the INVITE message, the NAT

invokes the SIP-ALG to translate the message. Specifically, the SIP-ALG instructs the

NAT to create a SIP mapping (i.e., entry 1 of the mapping table in Figure 2.6) and an

RTP mapping (i.e., entry 2 of the mapping table in Figure 2.6). Based on the SIP map-

ping, the private transport address in the Via and the Contact header fields is translated

from 192.168.0.10:5060 into 140.113.10.1:10080. Also, based on the RTP mapping, the

private transport address in the c and the m fields is translated from 192.168.0.10:9000

into 140.113.10.1:19000. The modified INVITE message is then returned to the NAT. Af-

ter the NAT translates the source transport address into 140.113.10.1:10080, the INVITE

message is sent to UA2 (Figure 2.6 (2)).

Upon receipt of the INVITE message, UA2 replies a SIP 200 OK message (Figure 2.6

(3)). The Via header field (i.e., 140.113.10.1:10080) in the INVITE message is copied to

the 200 OK message as the destination of the message. The 200 OK message is then sent

to the NAT. At the NAT, the SIP-ALG is invoked to translate the Via header field from
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200 OK
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Src: 140.113.10.10:5060
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Figure 2.6: SIP/RTP NAT Traversing: the SIP-ALG Solution
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140.113.10.1:10080 into 192.168.0.10:5060 based on the SIP mapping while the transport

addresses in the Contact header field and the c/m fields need not be modified. The NAT

then translates the destination transport address to 192.168.0.10:5060 and sends the 200

OK message to UA1 (Figure 2.6 (4)). Similar translation is applied to the SIP ACK

message sent from UA1 to UA2 except that the ACK message does not contain the SDP

description (see Figure 2.6 (5) and (6)).

The RTP packets from UA1 to UA2 are delivered to 140.113.10.10:9002 (Figure 2.6

(7)) as designated by the c and the m fields in the 200 OK message. Based on the

RTP mapping, the NAT translates the source transport address into 140.113.10.1:19000

and sends these packets to UA2 (Figure 2.6 (8)). For the RTP packets from UA2 to

UA1 (Figure 2.6 (9)), they are delivered to 140.113.10.1:19000, which is specified in the

c and the m fields in the INVITE message received by UA2. After the NAT translates

the destination transport address into 192.168.0.10:9000 based on the RTP mapping, the

packets are sent to UA1 (Figure 2.6 (10)).

2.6 The SBC Solution

An SBC [9], locating in the Internet, serves as an outbound SIP proxy of the UAs in

the private network so that all the SIP messages from the private network arrive at the

SBC first. The SBC utilizes the received and the rport parameters to solve the SIP NAT

traversing issue. The RTP NAT traversing issue is resolved by breaking one RTP media

session into two. That is, instead of one RTP media session with the RTP packets directly

delivered between the two UAs, two RTP media sub-sessions are set up: one from the UA

in the private network to the SBC and the other from the SBC to the UA in the Internet.

The details are elaborated in the following example as shown in Figure 2.7.

In Figure 2.7, UA1 (in the private network) attempts to establish a call to UA2 (in the

Internet) and sets an SBC, which is assigned an IP address 140.113.40.1, as its outbound

SIP proxy before any SIP message is issued. The IP address settings for UA1, UA2, and

the NAT are the same as those in Figure 2.1.

Suppose that UA1 sends UA2 a SIP INVITE message with the source transport ad-
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Figure 2.7: SIP/RTP NAT Traversing: the SBC Solution
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dress 192.168.0.10:5060 (Figure 2.7 (1)). Upon receipt of the INVITE message, the NAT

creates a SIP mapping (i.e., entry 1 of the mapping table in Figure 2.7), translates the

source transport address into 140.113.10.1:10080, and sends the INVITE message to the

SBC (Figure 2.7 (2)). When the SBC receives the INVITE message, it detects that the

source transport address (i.e., 140.113.10.1:10080) is different from that in the Via header

field (i.e., 192.168.0.10:5060). Hence, the SBC adds a received parameter with the IP

address 140.113.10.1 and an rport parameter [22] with the port number 10080 to the Via

header field for subsequent SIP response message delivery. In addition, to break the RTP

media session into the UA1-SBC and the SBC-UA2 sub-sessions, the SBC replaces the pri-

vate transport address 192.168.0.10:9000 in the c and the m fields by the SBC’s transport

address 140.113.40.1:8000 (i.e., the port number 8000 is used in the SBC for the SBC-UA2

sub-session). Then the SBC adds another Via header field with its transport address for

SIP (i.e., 140.113.40.1:5060) and sends the INVITE message to UA2 (Figure 2.7 (3)).

Upon receipt of the INVITE message, UA2 replies a SIP 200 OK message with the Via

header fields copied from the INVITE message (Figure 2.7 (4)). The 200 OK message

is sent to the SBC according to the topmost Via header field (i.e., 140.113.40.1:5060).

The SBC replaces the transport address in the c and the m fields with 140.113.40.1:8002

(i.e., the port number 8002 is used in the SBC for the UA1-SBC sub-session), removes

the topmost Via header field, and sends the 200 OK message to UA1 according to the

received and the rport parameters in the topmost Via header field (Figure 2.7 (5)). At the

NAT, the destination transport address is translated into 192.168.0.10:5060, and the 200

OK message is sent to UA1 (Figure 2.7 (6)). The SIP ACK message from UA1 to UA2 is

handled as the INVITE message except that the ACK message does not contain the SDP

description (see Figure 2.7 (7), (8), and (9)). After UA2 receives the ACK message, the

call is established.

For the SBC-UA2 sub-session, the RTP packets are delivered between the SBC and

UA2 directly (Figure 2.7 (10) and (11)). For the UA1-SBC sub-session, UA1 learns from

the 200 OK message the destination transport address for RTP (i.e., 140.113.40.1:8002)

and sends the RTP packets to the SBC through the NAT (Figure 2.7 (12)). When these
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RTP packets pass through the NAT, an RTP mapping is created (i.e., entry 2 of the

mapping table in Figure 2.7) and used to translate the source transport address into

140.113.10.1:19000 (Figure 2.7 (13)). At the SBC, the source transport address of the

RTP packets from UA1 is used as the destination transport address of the RTP packets

to UA1 (Figure 2.7 (14)). In this way, the RTP packets from UA2 can arrive at UA1

correctly based on the RTP mapping (Figure 2.7 (15)).

2.7 The ICE Solution

ICE [19] is used to select the appropriate source/destination transport addresses for RTP

packet delivery. The candidates of the transport addresses for RTP include the UA’s lo-

cal transport addresses and the mapped transport addresses obtained using the solutions

described in the previous sections (e.g., the STUN solution). These candidates are ex-

changed during call setup by being filled in the a=candidate fields in the SDP description.

In addition, the SIP NAT traversing issue is out of the scope of the ICE solution. Any

solution can be adopted to cooperate with ICE, such as the usage of the rport parame-

ter [22] described in Section 2.6. In ICE, both the UAs engaged in the RTP media session

are required to support ICE so that the connectivity checks (which check the connectivity

of the combination of a source and a destination transport addresses) can be performed.

The connectivity checks are for selecting the most suitable source/destination transport

addresses for RTP packet delivery. The details of the ICE solution are elaborated in the

following example as shown in Figures 2.8 and 2.9.

Assume that UA1 (in the private network) obtains an RTP mapping through STUN

and attempts to establish a call to UA2 (in the Internet). The IP address settings for

UA1, UA2, the NAT, and the STUN server are the same as those in Figures 2.1 and 2.5.

In this example, the symmetric NAT is adopted to show how ICE supports RTP NAT

traversal over symmetric NAT while the mapped transport address for RTP is obtained

through STUN (which does not support symmetric NAT traversal). The RTP mapping in

the NAT’s mapping table, which is created when UA1 obtains the RTP mapping through

STUN, is shown in entry 1 of the mapping table in Figure 2.8.
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Figure 2.8: SIP/RTP NAT Traversing: Call Setup in the ICE Solution
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Figure 2.8 illustrates the SIP message flow for call setup. The SIP NAT travers-

ing issue is resolved by the usage of the rport parameter. The call setup procedure is

similar to that in Section 2.6. During SIP message exchange, UA1 includes its private

transport address 192.168.0.10:9000 and the corresponding mapped transport address

140.113.10.1:19000 in the a=candidate fields of the INVITE message (Figure 2.8 (1)).

Similarly, UA2 includes its transport address 140.113.10.10:9002 in the a=candidate field

of the 200 OK message (Figure 2.8 (3)). After exchange, UA1 combines its private trans-

port address 192.168.0.10:9000 with UA2’s transport address 140.113.10.10:9002 as a pair

of the source/destination transport addresses. The pair is added to UA1’s check list (i.e.,

entry 1 of UA1’s check list in Figure 2.9). In addition, the pair with the source/destination

transport addresses 140.113.0.1:19000/140.113.10.10:9002 is added to UA1’s check list

(i.e., entry 2 of UA1’s check list in Figure 2.9). Since 140.113.10.1:19000 is the corre-

sponding mapped transport address of 192.168.0.1:9000, the second entry is marked as

associated to the first entry. That is, UA1 does not perform the connectivity check to the

second entry because the transport address 140.113.10.1:19000 does not belong to UA1.

(The transport address 140.113.10.1:19000 belongs to the NAT.) UA2 performs similar

procedure to construct its check list (see UA2’s check list in Figure 2.9) except that the

second entry is not associated to the first entry.

Before sending the RTP packets to each other, UA1 and UA2 perform the connectivity

checks to all the entries in their check lists, as illustrated in Figure 2.9. Suppose that UA1

checks the first entry in its check list. First, UA1 sends a STUN Binding Request message

with the source transport address 192.168.0.10:9000 and the destination transport address

140.113.10.10:9002 (Figure 2.9 (1)). Upon receipt of the message, the NAT creates a new

private-to-public transport address mapping (i.e., entry 3 of the NAT’s mappings table in

Figure 2.9), translates the source transport address into 140.113.10.1:29000, and forwards

the message to UA2 (Figure 2.9 (2)). Note that the source port number of the message

received by UA2 (i.e., 29000) is different from UA1’s mapped port number specified in the

INVITE message (i.e., 19000). Therefore, UA2 adds to its check list a new pair with the

source/destination transport addresses 140.113.10.10:9002/140.113.10.1:29000 (i.e., entry
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Figure 2.9: SIP/RTP NAT Traversing: Connectivity Checks in the ICE Solution
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3 of UA2’s check list in Figure 2.9). UA2 then replies a STUN Binding Response message

to UA1 (Figure 2.9 (3)). When UA1 receives this message, the first entry in its check list

is marked “valid” (Figure 2.9 (4)). Besides, UA1 learns from the message a new mapped

transport address (i.e., 140.113.10.1:29000). UA1 then adds to its check list a new pair

with the source/destination transport addresses 140.113.10.1:29000/140.113.10.10:9002

(i.e., entry 3 of UA1’s check list in Figure 2.9). Like the second entry, the new entry is

marked as associated to the first entry, and no connectivity check is performed to it.

UA2 performs similar procedure to check all the entries in its check list. For the first

entry, the destination transport address 192.168.0.10:9000 is unreachable from the Inter-

net (Figure 2.9 (5)). For the second entry, there is no mapping in the NAT’s mapping table

that satisfies the condition where the destination transport address is 140.113.10.10:9002

and the mapped transport address is 140.113.10.1:19000 (Figure 2.9 (6)). For the third

entry, the STUN Binding Request message from UA2 is sent to UA1 according to entry

3 in the NAT’s mapping table in Figure 2.9 (Figure 2.9 (7) and (8)). After receiv-

ing the STUN Binding Response message from UA1 (Figure 2.9 (9) and (10)), UA2

marks the third entry “valid.” After the connectivity checks, both UA1 and UA2 se-

lect the source/destination transport addresses for RTP from the entries that are marked

“valid.” In this example, UA1 selects 192.168.0.10:9000/140.113.10.10:9002, and UA2

selects 140.113.10.10:9002/140.113.10.1:29000. Therefore, the RTP packets delivered be-

tween UA1 and UA2 are translated by the NAT according to entry 3 in the NAT’s mapping

table in Figure 2.9.

Consider another example where UA1 and UA2 reside in the same private network.

Both UA1 and UA2 obtain the mapped transport addresses through STUN and exchange

their private and mapped transport addresses during call setup. After the connectivity

checks, they detect that they can send the RTP packets to each other directly using each

other’s private transport address. This avoids the address translation performed at the

NAT. Therefore, in this case, ICE provides more efficient RTP packet delivery than the

other solutions.
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Table 2.2: Comparisons of the SIP/RTP NAT Traversing Solutions

Solution
UA Scope of NATs Multi-layer Extra Extra Public Configuration

Modification Supported NAT Traversal Server IP Address Complexity
VPN Yes All Types of NATs Yes Yes Yes Medium
Static

Yes All Types of NATs Yes No No High
Route
UPnP Yes NATs Supporting UPnP No No No Low

STUN Yes
All Types of NATs

Yes Yes No Medium
except Symmetric NAT

ICE Yes All Types of NATs Yes Yes No Low

SIP-ALG No
NATs Supporting

Yes No No Low
SIP-ALG

SBC No All Types of NATs Yes Yes No Medium

2.8 Comparisons

This section compares the SIP/RTP NAT traversing solutions. The compared items are

listed in Table 2.2 and described as follows.

UA Modification: For VPN, the UA is equipped with the VPN software to establish

the VPN tunnel. For ICE, not only the UA in the private network but also the UA

in the Internet are equipped with the ICE software. For SIP-ALG and SBC, the UA

does not require any modification (except for outbound SIP proxy setting in SBC).

For Static Route, UPnP, and STUN, the standard UA is modified to perform two

tasks. In the first task, the SIP and the RTP mappings at the NAT are obtained

through manual setting, UPnP, or STUN. In the second task, the UA translates the

transport address in the SIP messages. For example, this task can be achieved by

the functions in eXtended osip (eXosip) library [3]:

• The eXosip set firewallip() uses the specific IP address in the Via header

field, the Contact header field, and the c field in the generated SIP messages

(i.e., in which the mapped IP address in Table 2.1 should be filled).

• The eXosip initiate call() fills the indicated port number in the m field in

the generated SIP messages.

The problem of eXosip set firewallip() is that it does not specify the port number
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in both the Via and the Contact header fields. Instead, the source port number of

those IP packets carrying the generated SIP messages is used. To resolve this issue,

we have added a function eXosip set firewallsipPort() that allows the UA to

specify the port number filled in both the Via and the Contact header fields.

Scope of NATs Supported: VPN, Static Route, ICE, and SBC support SIP/RTP

traversal over all types of NATs. The NATs need not be modified. In UPnP and

SIP-ALG, an agent should be collocated with the NAT to serve as an IGD and a

SIP-ALG, respectively. Although no modification is made to the NAT for STUN,

STUN does not support SIP/RTP traversal over symmetric NAT.

Multi-layer NAT Traversal: When a UA resides in a private network within another

private network (therefore there are multi-layer NATs), all solutions but UPnP

support SIP/RTP NAT traversal. UPnP does not work because a UPnP client can

only identify the NAT closest to it. It does not have any knowledge to pass through

the other NATs.

Extra Server: VPN, STUN, ICE, and SBC require extra servers in the Internet. Static

Route does not require any extra server. For UPnP, the NAT is modified as a UPnP

server. SIP-ALG typically resides in the NAT.

Extra Public IP Address: In VPN, an extra public IP address is required for each

VPN tunnel. Other solutions do not require any extra public IP address.

Configuration Complexity: Since the SIP and the RTP mappings are automatically

established by UPnP, ICE, and SIP-ALG, these solutions do not incur any configu-

ration cost. In VPN and STUN, a user configures the server location and the user

name/password for authentication. In SBC, the UA sets the SBC as the outbound

SIP proxy. On the other hand, a Static Route user should manually configure the

SIP and the RTP mappings for SIP/RTP in both the UA and the NAT.

Furthermore, We conduct measurements in an experimental environment (as shown

in Figure 2.10) where the UA in the private network (UA1) connects to the NAT through
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Figure 2.10: Experimental Environment for SIP/RTP NAT Traversing Solutions

a hub. The other UA (UA2), the VPN server, the STUN server, and the SBC reside in

the Internet and connect to the NAT through another hub. To provide the same baseline

for the following performance comparisons, a UA that supports all the SIP/RTP NAT

traversing solutions discussed in this chapter is required. Therefore, we design and develop

a UA using eXosip library [3] to which some modifications are made as described above.

Table 2.3 shows the time complexities of the solutions discussed in this chapter ex-

cept ICE. Since ICE utilizes the solutions described in this chapter for resolving SIP

NAT traversing issue and for obtaining the RTP mappings, the costs for private-to-public

transport address mapping establishment, the call setup latency, and the RTP latency

are the same as those of the solution utilized in ICE. Moreover, the connectivity checks

increase the call setup latency for ICE.

The table indicates that UPnP has the longest private-to-public transport address

mapping establishment time, and VPN requires long VPN connection establishment time.

In terms of SIP setup and RTP delivery, Static Route, UPnP, and STUN are better than

the server-based solutions, which are in turn better than VPN.
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Table 2.3: Time Complexities of the SIP/RTP NAT Traversing Solutions

Solution
Private-to-public Transport VPN Connection Call RTP

Address Mapping Establishment Establishment Setup Latency
VPN N/A 2114 ms 161 ms 8.3 ms

Static Route Manual Setup N/A 71 ms 0.7 ms
UPnP 261 ms N/A 71 ms 0.7 ms
STUN 27 ms N/A 71 ms 0.7 ms

SIP-ALG N/A N/A 96 ms 0.7 ms
SBC N/A N/A 96 ms 4.3 ms

2.9 Summary

In this chapter, five UA-based (VPN, Static Route, UPnP, STUN, and ICE) and two

server-based (SIP-ALG and SBC) SIP/RTP NAT traversing solutions are investigated.

Our study indicates that VPN’s time complexity is much higher than those of the other

solutions. Static Route requires manual setting, which is considered inefficient. UPnP

automates Static Route. However, UPnP requires NAT modification and cannot traverse

over multi-layer NATs. STUN also automates Static Route while it requires an extra

server and cannot traverse symmetric NAT. ICE supports symmetric NAT traversal and

automates the selection of the source/destination transport addresses for RTP through

connectivity checks. Nevertheless, ICE requires both the UAs engaged in the RTP media

session to support ICE, and the connectivity checks introduce extra call setup latency.

Both SIP-ALG and SBC automate translation of SIP messages without any modification

to UAs. The NAT needs to be modified to accommodate the SIP-ALG, and an extra

server is required for SBC. The call setup time and the RTP latency for the server-based

solutions are longer than those for the UA-based solutions (except for VPN). In summary,

there is no SIP/RTP NAT traversing solution that is better than the others in all aspects.
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Chapter 3

IPv4/IPv6 Interworking for
SIP-based VoIP

In the early stage of IPv6 deployment, most newly developed UAs support both IPv4

and IPv6 (called IPv4/IPv6 dual-stack UAs). Without a proper mechanism, IPv4/IPv6

interworking problem may occur when IPv4/IPv6 dual-stack UAs attempt to interact

with the UAs that support IPv4 only (IPv4-only UAs). For example, when an IPv4/IPv6

dual-stack UA initiates a call by sending an IPv6 SIP INVITE message to an IPv4-

only UA, the call cannot be established correctly. The IPv4-only UA may ignore the

IPv6 INVITE message because it is unable to process the SIP messages that contain

IPv6 addresses. Furthermore, the IPv4-only UA cannot send the RTP packets to the

IPv4/IPv6 dual-stack UA because the destination of the RTP packets resides in the

IPv6 network. That is, IPv6 network is unreachable for an IPv4 host. To resolve this

problem, three solutions have been proposed in the literature: the SIP-ALG solution

for IPv4/IPv6 interworking [26] (“the SIP-ALG solution” for short in this chapter), the

Redirect solution [17], and the ICE solution for IPv4/IPv6 interworking [19] (“the ICE

solution” for short in this chapter). Since these existing solutions either degrade the RTP

transmission performance or introduce extra call setup latency, we propose an effective

solution where the call setup and the RTP transmission overheads are minimized. All the

four solutions will be elaborated and analyzed in the following sections.

For the sake of discussion, the IPv4/IPv6 interworking environment for SIP-based

VoIP is simplified as illustrated in Figure 3.1. The calling party (UA1; see Figure 3.1 (1))

is an IPv4/IPv6 dual-stack UA. The called party (UA2; see Figure 3.1 (2)) is an IPv4-
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Figure 3.1: IPv4/IPv6 Interworking Environment for SIP-based VoIP
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only UA. An IPv4/IPv6 dual-stack SIP server (Figure 3.1 (3)) functions as a registrar and

proxy. An RTP proxy (Figure 3.1 (4)) is responsible for translating IPv4 RTP packets

to IPv6 RTP packets, and vice versa. For the four solutions discussed in this chapter,

the SIP server is required for all solutions while the RTP proxy is used in the SIP-ALG

solution only. Without loss of generality, we assume that both UA1 and UA2 register

their contact information at the SIP server in all the four solutions. Consider the SIP

registration message flow in Figure 3.2 where UA1’s IPv4/IPv6 addresses are 140.113.1.1

and 2001:f18:113::1. UA2’s IPv4 address is 140.113.1.2. The SIP server’s IPv4/IPv6 ad-

dresses are 140.113.1.10 and 2001:f18:113::10, respectively. In the registration procedure,

UA1 first sends an IPv6 SIP REGISTER message to the SIP server with both its IPv6

and IPv4 contact information filled in two separate Contact header fields (Step 1 in Fig-

ure 3.2). The SIP server then stores the contact information in its registrar database and

replies an IPv6 SIP 200 OK message indicating that the registration is successful (Step 2

in Figure 3.2). UA2 performs similar procedure to register its IPv4 contact information

(Steps 3 and 4 in Figure 3.2). After registration, a UA can be reached through the SIP

server. Furthermore, we assume that when UA1 initiates a call, it always attempts to

send an IPv6 SIP INVITE message [10] [25].

3.1 The SIP-ALG Solution

In the SIP-ALG solution [26], the SIP server cooperates with the RTP proxy to translate

the SIP/RTP packets delivered between UA1 and UA2. The call setup procedure is

illustrated in Figure 3.3 with the following steps.

Step 1. UA1 sends an IPv6 SIP INVITE message to UA2 through the SIP server.

Step 2. Upon receipt of the INVITE message, the SIP server retrieves UA1’s IP address

from the Contact header field of the INVITE message and UA2’s IP address from

the SIP server’s registrar database. The SIP server then compares the versions

of UA1’s and UA2’s IP addresses. This action is called IP version comparison.

In this example, the versions of UA1’s and UA2’s IP addresses are IPv6 and IPv4,

respectively. To establish the call without changing the IP version that UA1 chooses
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Figure 3.3: IPv4/IPv6 Interworking for SIP-based VoIP: the SIP-ALG Solution

for the call, the SIP server acts as a SIP-ALG to translate the SIP messages for this

call setup. For the INVITE message, UA1’s IPv6 transport address for SIP in the

Via and the Contact header fields is replaced by the SIP server’s IPv4 transport

address. In addition, UA1’s IPv6 transport address for RTP in the SDP description

is passed to the RTP proxy to build an IPv4-to-IPv6 transport address mapping

for forwarding the RTP packets from UA2 to UA1. The RTP proxy returns its

IPv4 address and an unused port number to the SIP server for modifying the SDP

description. After modification, the IPv4 INVITE message is then forwarded to

UA2.

Step 3. Upon receipt of the INVITE message, UA2 retrieves the Via header field in the

INVITE message. When UA2 accepts the call, an IPv4 SIP 200 OK message with

the retrieved Via header field is created. The IPv4 200 OK message is then sent to

the SIP server according to the Via header field.

Step 4. Upon receipt of the 200 OK message, the SIP server replaces its IPv4 transport

address in the Via header field by UA1’s IPv6 transport address for SIP. Also, UA2’s

IPv4 transport address for SIP in the Contact header field is replaced by the SIP

server’s IPv6 transport address. Similar to Step 2, the SIP server passes UA2’s IPv4

transport address for RTP in the SDP description to the RTP proxy to build an

IPv6-to-IPv4 transport address mapping for forwarding the RTP packets from UA1

to UA2. Then the SIP server modifies the SDP description using the RTP proxy’s
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Figure 3.4: IPv4/IPv6 Interworking for SIP-based VoIP: the Redirect Solution

IPv6 transport address that is returned from the RTP proxy. According to the Via

header field, the IPv6 200 OK message is forwarded to UA1.

Steps 5 and 6. When UA1 receives the 200 OK message, it replies an IPv6 SIP ACK

message. The SIP server replaces UA1’s IPv6 transport address for SIP in the

Via and the Contact header fields by the SIP server’s IPv4 transport address and

forwards the IPv4 ACK message to UA2.

After the call is established, UA1 sends IPv6 RTP packets to UA2 through the RTP proxy.

The RTP proxy translates these packets into IPv4 RTP packets and forwards them to

UA2. Similarly, the IPv4 RTP packets from UA2 are translated into IPv6 RTP packets

and then forwarded to UA1 by the RTP proxy.

3.2 The Redirect Solution

In the Redirect solution [17], upon receipt of the IPv6 SIP INVITE message from UA1,

the SIP server informs UA1 to set up the call to UA2 through IPv4. The call setup

procedure in Figure 3.4 is described as follows.

Step 1. UA1 sends an IPv6 SIP INVITE message to UA2 through the SIP server.

Step 2. Upon receipt of the INVITE message, the SIP server performs IP version com-

parison. Since the versions of UA1’s and UA2’s IP addresses are different, the SIP
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server sends an IPv6 302 Moved Temporarily message to UA1 to indicate that IPv4

should be used for call setup.

Step 3. UA1 learns that UA2 is in the IPv4 domain and replies an IPv6 ACK message

to the SIP server.

Step 4. UA1 sends an IPv4 SIP INVITE message to UA2 through the SIP server.

Steps 5 and 6. UA2 accepts the call and sends an IPv4 200 OK message to UA1 through

the SIP server. UA1 then replies an IPv4 ACK message.

The call is established, and IPv4 RTP packets are delivered between UA1 and UA2.

3.3 The ICE Solution

In the ICE solution [19], UA1 and UA2 are responsible for selecting an appropriate IP

version for RTP packet delivery. The SIP server translates the IPv4 packets (at the IP

layer) that carry the SIP messages (at the application layer) to IPv6 packets, and vice

versa. However, the transport addresses in these SIP messages are not modified by the

SIP server except that the SIP server will add to the INVITE message an extra Via header

field containing its IPv4 transport address for SIP (so that UA2 can route back the 200

OK message). The call setup procedure (see Figure 3.5) is described in the following

steps.

Step 1. UA1 sends an IPv6 SIP INVITE message to UA2 through the SIP server. In

addition to its IPv6 transport address for RTP, UA1 includes its IPv4 transport

address for RTP in the SDP description. Upon receipt of the INVITE message,

the SIP server retrieves UA2’s contact information from its registrar database and

learns that UA2 supports IPv4 only. The SIP server then encapsulates the INVITE

message in an IPv4 packet and forwards it to UA2.

Step 2. When UA2 receives the INVITE message, the Via header fields are retrieved

(to be used for creating a subsequent 200 OK message). In addition, UA1’s IPv4

transport address for RTP in the SDP description is retrieved (to be used in Step 6).
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Figure 3.5: IPv4/IPv6 Interworking for SIP-based VoIP: the ICE Solution

Since UA2 supports IPv4 only, other IPv6 transport addresses in the message are

ignored. UA2 then creates an IPv4 200 OK message with the retrieved Via header

fields and includes its IPv4 transport address for RTP in the SDP description. The

200 OK message is sent to the SIP server in an IPv4 packet. The SIP server then

forwards the 200 OK message to UA1 in an IPv6 packet.

Step 3. After receiving the 200 OK message, UA1 retrieves UA2’s IPv4 transport address

for RTP from the SDP description (to be used in Step 4) and replies an IPv6 ACK

message. Similar to the INVITE message, the ACK message is sent to the SIP

server in an IPv6 packet and then forwarded to UA2 in an IPv4 packet by the SIP

server.

Unlike the SIP-ALG and the Redirect solutions, the source/destination transport ad-

dresses for RTP packet delivery are not confirmed in the ICE-based call setup procedure

(Steps 1–3). Instead, they are confirmed after the connectivity checks, which are per-

formed before UA1 and UA2 send the RTP packets to each other. The connectivity

checks utilize STUN Binding Request/Response messages. Suppose that UA1’s IPv4

transport address for RTP is X and UA2’s IPv4 transport address for RTP is Y. The
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Figure 3.6: IPv4/IPv6 Interworking for SIP-based VoIP: Our Solution

connectivity check procedure (see Steps 4–7 in Figure 3.5) is described as follows.

Step 4. To confirm that Y can be used for RTP packet delivery, UA1 sends UA2 a STUN

Binding Request message with the source transport address X and the destination

transport address Y.

Step 5. Upon receipt of the Binding Request message, UA2 replies a STUN Binding

Response message with the source transport address Y and the destination transport

address X. When UA1 receives this message, it confirms that the RTP packets with

the source transport address X and the destination transport address Y can be sent

to UA2.

Steps 6 and 7. UA2 performs similar procedure to confirm that X can be used for RTP

packet delivery.

After the connectivity checks, IPv4 RTP packets are delivered between UA1 and UA2.

3.4 Our Solution

In our solution, the SIP server translates the IPv6 SIP INVITE message based on the

contact information stored in the SIP server’s registrar database, and UA1 learns from

the 200 OK message that UA2 resides in the IPv4 domain. The call setup procedure in

Figure 3.6 is described as follows.

Step 1. UA1 sends an IPv6 SIP INVITE message to UA2 through the SIP server. Sup-

pose that the port number filled in the SDP description is Z. UA1 prepares to use
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its IPv6 transport address (i.e., its IPv6 address and the port number Z) for send-

ing/receiving RTP packets. Also, UA1 prepares to use its IPv4 transport address

(i.e., its IPv4 address and the port number Z) for RTP in case UA2 supports IPv4

only.

Step 2. When the SIP server receives the INVITE message, it performs IP version com-

parison. Since the versions of UA1’s and UA2’s IP addresses are different, the SIP

server translates the INVITE message into an IPv4 SIP INVITE message that is

the same as an IPv4 SIP INVITE message sent by UA1. Specifically, the SIP server

retrieves UA1’s IPv4 contact information from its registrar database. It then re-

places UA1’s IPv6 contact information in the Via and the Contact header fields

by UA1’s IPv4 contact information. In addition, UA1’s IPv6 address in the SDP

description is replaced by UA1’s IPv4 address. However, the port number in the

SDP description is unchanged. The translated IPv4 INVITE message is then sent

to UA2.

Step 3. When UA2 receives the INVITE message, it accepts the call by sending an IPv4

200 OK message to UA1 through the SIP server.

Step 4. Upon receipt of the 200 OK message, UA1 learns that UA2 is in the IPv4 domain.

Therefore, an IPv4 ACK message is sent to UA2 through the SIP server, and UA1

chooses its IPv4 transport address (i.e., its IPv4 address and the port number Z

mentioned in Step 1) for sending/receiving RTP packets.

After the call is established, IPv4 RTP packets are delivered between UA1 and UA2.

3.5 Comparisons

In this section, the four solutions discussed in this chapter are compared in several aspects

listed in Table 3.1 and described as follows.

UA Modification: In the SIP-ALG solution, standard UAs are used. In the Redirect

solution, the calling party is equipped with the redirect function from IPv6 to IPv4.
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Table 3.1: Comparisons of the IPv4/IPv6 Interworking Solutions for SIP-based VoIP

Solution
UA SIP Server Call Setup RTP Transmission

Modification Modification Complexity Latency
SIP-ALG Calling Party: No

Yes
6 Messages with

High
Solution Called Party: No 3 Translations
Redirect Calling Party: Yes

Yes 9 Messages Low
Solution Called Party: No

ICE Calling Party: Yes
No 10 Messages Low

Solution Called Party: Yes
Our Calling Party: Yes

Yes
6 Messages with

Low
Solution Called Party: No 1 Translation

The called party does not require any modification. In the ICE solution, both the

calling and the called parties support ICE. Also, the called party should be able to

process the SIP messages that contain IPv6 addresses. In our solution, the calling

party needs to select the IP version for RTP based on the 200 OK message sent

from the called party. No modification is made to the called party.

SIP Server Modification: In the SIP-ALG solution, the SIP server is equipped with IP

version comparison function and SIP-ALG. In the Redirect solution, the SIP server

needs to perform IP version comparison and to act as a redirect server. In the

ICE solution, the SIP server encapsulates the SIP messages in IPv4 or IPv6 packets

based on the destination of the SIP messages, which is determined according to

the standard SIP message processing procedure defined in [23]. This task does

not require any modification to the SIP server. In our solution, the SIP server

performs IP version comparison and translates the IPv6 INVITE message into an

IPv4 INVITE message based on the calling party’s contact information.

Call Setup Complexity: Compared to the standard SIP call setup procedure, the SIP-

ALG solution incurs additional call setup overhead for the SIP message translation

(between IPv6 and IPv4) performed at the SIP server. The Redirect solution re-

quires an extra INVITE transaction (including INVITE, 302 Moved Temporarily,

and ACK messages). In the ICE solution, extra call setup overhead is introduced to

carry out the connectivity checks. In our solution, the SIP server needs to translate
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the first IPv6 INVITE message into an IPv4 INVITE message. The numbers of the

call setup messages and the SIP message translations of all solutions are listed in

Table 3.1.

RTP Transmission Latency: In the SIP-ALG solution, the RTP packets are delivered

between the call parties indirectly through the RTP proxy. In the other solutions,

the RTP packets are directly delivered between the call parties. We have conducted

experiments to measure the extra RTP transmission delay introduced by the RTP

proxy. In our experiments, the RTP proxy is a PC (with an Intel Pentium 4 3.0GHz

CPU and 1.0GB main memory) installed with RTPProxy [1] on Linux operating

system. The RTP proxy connects to an IP network through 100 Mbps Ethernet.

During the experiments, RTP packets are injected to the RTP proxy at the rate of

10 Mbps. Each of the RTP packets contains 20 ms voice data encoded in G.711

(172 bytes in length). The average latency of translating an RTP packet is 5.9

ms. This extra delay is more than twice the network latency in most cases we

have investigated. For example, the network latency from National Chiao Tung

University to ArtDio VoIP operator (passing through 7 routers) is 2.012 ms in

average. Therefore, the RTP transmission latency in the SIP-ALG solution is about

6 to 8 ms more than that in the other solutions.

3.6 Summary

This chapter described three existing IPv4/IPv6 interworking solutions for SIP-based

VoIP: the SIP-ALG solution, the Redirect solution, and the ICE solution. Then we

proposed an effective solution and compared the new approach with the three existing

solutions. Our study indicated that the RTP transmission performance in the SIP-ALG

solution is worse than that in the other three solutions. Both the Redirect solution and the

ICE solution introduce extra call setup messages with extra call setup overhead. In our

solution, the least extra call setup overhead is introduced, and no impairment is incurred

to the RTP transmission performance.
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Chapter 4

Conclusions

Since every UA requires a unique IP address, the insufficiency of IPv4 addresses becomes a

problem in SIP-based VoIP deployment. This problem can be solved by either introducing

NATs into IPv4 networks or replacing IPv4 with IPv6. In Chapter 2, we discussed the

case where NATs are adopted. An NAT is used so that a public IPv4 address is shared

by multiple UAs in the private network. Nevertheless, the NAT translates the IP-layer

transport address but leaves the application-layer content unchanged, which results in

inconsistency between the transport address at the network and the transport layers

and that in the SIP layer. Five UA-based and two server-based widely used solutions

were discussed. Also, we designed and developed a UA to analyze these solutions in

terms of UA modification, scope of NATs supported, multi-layer NAT traversal, extra

server/public IP address requirements, configuration complexity, and time complexities.

At last, we concluded that there is no SIP/RTP NAT traversing solution that is better

than the others in all aspects.

In Chapter 3, the usage of IPv6 was discussed. IPv6 provides large address space,

which avoids the usage of the NAT. However, IPv4/IPv6 interworking problem is oc-

curred when IPv4/IPv6 dual-stack UAs attempt to interact with IPv4-only UAs using

IPv6. Three existing solutions were described. Also, we proposed an effective solution by

performing SIP message translation to the INVITE message only. The four solutions were

evaluated in terms of UA/SIP server modification, call setup complexity, and RTP trans-

mission latency. It was shown that our solution outperforms the other solutions in the

call setup and the RTP transmission performance. In summary, the usage of IPv6 coop-
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erating with our proposed solution is the best choice with the most efficient performance

for deploying SIP-based VoIP services.
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