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預測使用者行為以輔助身份辨識的融合統計方法 

研究生：劉仁倩                          指導教授：謝續平 

國立交通大學  網路工程研究所 

摘  要 

已有許多研究提出利用生物特徵辨識技術來輔助傳統帳號密碼方式的身份

認證。然而，不管是哪種生物特徵，往往都會隨著時間而有所改變，特別是行為

特徵。因此，在本論文中，除了使用者敲鍵行為本身的特徵外，亦將敲鍵行為的

改變趨勢視為使用者的另一項特徵，藉此預測使用者目前最可能的行為。本篇論

文提出結合高斯模型、自動回歸預測模型，及統計學習理論中的隱藏馬可夫模型，

以建立敲鍵行為特徵預測的統計機率模型，利用此機率模型分析使用者登入帳號

密碼的時間資訊是否符合該身份擁有的特徵，藉此降低身份冒用的風險。實驗結

果顯示，本論文所提出的方法可使錯誤辨識率降至 2.19%，相較於過去其他相關研

究（通常高於 3%），甚至我們之前的研究成果（2.54%）都來得更準確。特別是當

使用者敲鍵行為資料具有特定變動趨勢時，藉由行為預測可使辨識準確率有效提

升。 
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Predicting User Behavior for Identity Verification by 

Fusion of Statistical Methods 

Student: Jen-Chien Liu            Advisor: Shiuhpyng Shieh 

Department of Computer Science 
National Chiao Tung University 

Abstract 

Biometric verification mechanism has been used to complement the traditional 

password-based authentication system. However, the biometrics may change over time, 

especially for behavioral biometrics. In this thesis, the keystroke typing characteristics 

are not the only features used, but also the tendency of change in keystroke behavior. 

The most likelihood behavior of user will be predicted to verify the user. In this paper, 

we propose a fusion model for predictive keystroke analysis inspired by Gaussian 

Model, Autoregressive Model, and Hidden Markov Model. This model predicts the 

keying behavior of a user based on his past statistical information. Results of the 

experiment showed that, the EER could down to 2.19%, which is better than other 

works in literature to our knowledge (generally higher than 3%), and even better than 

our previous work (2.54%). Especially as users type with some trend or regularly, their 

identified accuracy could be enhanced by predicting their keying behavior. 
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1. Introduction 
With the rapid evolution of computer and internet technology, more and more 

users take the privacy of themselves seriously. User’s private information is often 

delivered through the internet for some web-based services or network applications, 

such as E-commerce, webmail, web storage, and Blog, etc. Before gaining access to 

these services or applications, authentication is needed to verify the user’s identity. The 

conventional authentication system usually employs the username-password pair to 

verify user’s identity, which only checks the correctness of character combinations. 

However, the password-based authentication system has the vulnerability of suffering 

form malicious attacks and intrusion. If the adversary steals the victim’s 

username-password pair, he can gain access to the services by masquerading as the 

victim. To deal with this problem, a biometric verification mechanism is needed to 

complement traditional authentication. 

Biometric technologies measure and analyze human physiological or behavioral 

characteristics. Physiological biometrics requires a user provide some physical 

characteristic, such as fingerprint, facial recognition, hand geometry, iris scan, retinal 

scan, vascular patterns, and DNA. Unfortunately, most involve expensive hardware to 

support the dedicated function. As a result, additional cost is required to combine with 

the authentication mechanism. Behavioral biometrics, which includes keystroke 

dynamics, speech recognition, hand-writing, and mouse movement, usually requires a 

user to behave in a consistent manner. 

Nevertheless, the biometrics may change over time, especially for behavioral 

biometric. Taking the typing behavior as the example, when a user chooses an 

unfamiliar string as the username or password, or the user is strange to type, he must 

type the string slowly and erratically. After a while, the user may become familiar to 
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type the string. Since he need not stop and think what character is next, the typing speed 

will be much faster. Even for physiological biometrics, the physiological characteristics 

still could change over a long time. For example, as the user gets older, his face will be 

different than before. 

There are rarely works mentioning about this factor. If the authentication system 

did not consider this, the probability of false rejecting legal user will raise over time. 

The authentication system will become unusable. On the other side, if the user’s 

behavior can be predictable according to previous behavior, the abnormal behavior of 

imposter should be detected easily. The probability of legal user passing the 

authentication will be not affected or even better. 

Keystroke dynamics, also referred to as keyboard typing characteristics or 

keyboard typing rhythms, is one of the behavioral biometric that has several key 

advantages over other biometric technologies: 

- It is non-intrusive since the user already utilizes the keyboard for input. 

- It is transparent because keystroke patterns can be captured silently without 

interrupting the user’s normal activity. 

- It is low-cost since the keyboard is the only hardware needed, and the analysis 

can be implemented in software. 

Although different keyboard may affect a user’s typing characteristics and the 

environment may influence the user’s behavior, keystroke dynamics is considered to be 

an economical and practical technique to enhance conventional authentication methods. 

We will apply the sequential data prediction method to keystroke behavior for identity 

verification. 

Keystroke dynamics is based on the assumption that different people have unique 

habitual rhythm patterns in the way they type. It is seen as a good evidence of identity 

[7][18]. Depending upon the structures of the typing pattern, keystroke dynamics falls 
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into two categories: fixed-text keystroke analysis and free-text keystroke analysis. In the 

fixed-text keystroke analysis, the patterns are short, fixed and structured, such as 

username-password pair at the authentication phase. The methods [3][8][14][20][22] 

proposed for fixed-text keystroke analysis typically integrate with or replace the 

traditional web-based authentication method. In contrast, the free-text keystroke 

analysis patterns are diverse and long; they can be collections of keys a user types in a 

period of time. Free-text keystroke analysis [7][15][24] is suitable for continuous 

identity verification after the authentication phase. 

The typing behavior is not always suitable for identifying user. If the user’s typing 

behavior is irregular and wayward, the user’s typing behavior is hard to distinguish. In 

our work, we assume that the users need to login or provide typing sample to the 

authentication system frequently, such as webmail, daily work applications, etc. And the 

user’s typing behavior change with some tendency, so the typing behavior can be 

predicted. 

In this thesis, we present a formal statistical model for keystroke dynamics 

analysis using Gaussian Modeling, Autoregressive Model, and Hidden Markov Model. 

The keystroke sequence will first be divided as several parts. Each part will be model by 

Gaussian model and Autoregressive model. The Gaussian Model is used to calculate the 

possibility that some behavior belongs to some user, and the parameters of Gaussian 

Modeling are estimated by Autoregressive Model. Then, we apply the Hidden Markov 

Model to model the user’s sequential keystroke behavior. Based on proposed model, we 

develop scheme for fixed-text keystroke analysis, which can be applied to web-based 

services to enhance the security strength of conventional authentication mechanisms. 

Our proposed model can be also extended to free-text keystroke analysis for 

identification. Experimental results indicated that the EER could down to 2.19%. It is 

better than other works in literature to our knowledge (generally higher than 3%), and 
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even better than our previous work (2.54%) [27]. Especially as users type with some 

trend or regularly, their identified accuracy could be enhanced by predicting their 

keying behavior. 

The remainder of this thesis is organized as follows. We discuss the related works 

of keystroke dynamics in Chapter 2, and propose a formal model along with the scheme 

for fixed-text keystroke analysis in Chapter 3. Chapter 4 presents our experimental 

results and discussions, while Chapter 5 gives the conclusion and direction for future 

work. 
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2. Related Work 
There have been many works using the keystroke dynamics to verify the user’s 

identity. The features of keystroke dynamics include timing features (duration, hold time, 

latency, and so on), pressure, and position. Most works analyzed user’s keystroke by 

using the timing features. This idea was first appeared in 1975 [1]. Later, a number of 

researchers have begun to propose various analysis methods for keystroke dynamics, 

and a commercial product suite ware shown up [40]. In this chapter, the keystroke 

analysis methods which are proposed in related works will be first introduced in Section 

2.1. Then Section 2.2 focuses on the behavior change and Section 2.3 gives a summary 

of related works. 

2.1 Methods of Keystroke Analysis 

The analysis methods of most works can be classified as two categories: statistical 

classification methods and machine learning methods. The former includes simple 

statistical methods and data mining methods, such as k-nearest neighbor decision rule, 

Bayes classifier, and decision tree. The latter includes Neural Network, Fuzzy Logic, 

Support Vector Machine, and Hidden Markov Model, etc. 

2.1.1 Statistical Classification Method 

Early works applied the statistical classification method form statistics or data 

mining area to analyze the typist’s keystroke characteristics. Gaines et al [2] made an 

experiment which 7 professional secretaries were asked typing some predetermined text, 

and used t-test method to examine the typing characteristics. Joyce and Gupta [3] 

introduced an intuitive method to analyze the user’s login name, first name, last name, 
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and password during the login process. They measured the difference between the 

reference strings and the test strings, and compared the difference with some threshold. 

Monrose and Rubin [7] [13] clustered users based on the typing speed with three 

classifier methods: Euclidean distance measure, non-weighted probability, and weighted 

probability measure. Their work focused on analyzing the most frequent appeared 

digraph. Magalhaes et al [22] introduced a lightweight algorithm to analyze keystroke 

characteristics and considered the concept of keyboard gridding based on Revett and 

Khan’s work [23]. Guven et al [38] introduced a vector based algorithm which is similar 

to minimum distance classifier. They calculated norms of the vector dimensions for a 

given two keystroke vectors to make a decision. Hocquet et al [21] combined three 

classification methods – classical method (the average and standard deviation), 

measurement of the disorder, and using a discretization of the time. Villani et al [24] 

analyzed the long-text input to verify user’s identity with the nearest neighbor classifier. 

They made experiments using two input modes – copy and free-text input, and two 

keyboard types – desktop and laptop keyboards. 

In these works, the typing string length is usually longer than 14 for accuracy, but 

the error rate is still higher than 5%. 

2.1.2 Machine Learning Method 

     Recently, most works utilize the machine learning methods to model the user’s 

typing behavior, and the verification accuracy is improved. The Neural Network 

[5][6][10] was applied in this area from 1997. Then Ru et al [8] and Araújo et al [20] 

utilized the Fuzzy Logic to distinguish users based on the keystroke latencies, the 

distance of the keys on the keyboard, and typing difficulty of the key combinations. 

Afterward the Support Vector Machine (SVM) [17][19] and Principle Component 

Analysis (PCA) [25] ware also introduced. Haidar et al [14] presented a suite of 



 7

techniques using Neural Networks, Fuzzy Logic, statistical methods, and several hybrid 

combinations of these approaches to learn the typing behavior of a user. Dowland et al 

[15] compared the classification accuracy between some data mining methods (k-NN, 

COG, C4.5, CN2, OC1, RBF). The results showed that the machine learning (OC1 and 

C4.5) and statistical (k-NN) based algorithms are suitable for free-text keystroke 

analysis. 

These machine learning methods have some trade-off in the efficiency. In Neural 

Network, if some new members join to the network, it must retrain the network so that 

the network may become unsettled. As to SVM, it usually spends much time to training 

model and needs great resources. So, these classifiers are not appropriate to real time 

authentication system because of training requirement. 

We choose the Hidden Markov Model (HMM) from statistical learning theory to 

model the user’s typing behavior [27]. There are many reasons revealing that the HMM 

is useful for keystroke analysis. First, each individual has his/her own HMM for the 

individual’s keystroke timing characteristics. Even if there is new user entering, the only 

thing to do is creating a HMM for that user. Second, HMM is easy to implement and 

does not need large resources. Finally, the operation of HMM is efficient. The 

complexity of density approximation during training is quadratic time, and the 

complexity of applying Forward algorithm during classification is linear time [37]. 

2.2 Behavior Change 

In the literature of keystroke dynamics analysis, we observed that the most 

common methods rely on the sample mean and sample standard deviation of the 

keystroke latencies or durations which are provided at training phase. However, the 

keying behavior of the user may change over time. Consequently, some works applied 
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the adaptation mechanism to update the profiles of users. Bleha et al [4] used minimum 

distance classifier and Bayes classifier to determine the user’s identity. The reference 

data for each user was updated weekly using the latest 30 entries to compute the 

reference patterns. Monrose et al [11] proposed a novel approach to improving the 

security of passwords by combining the typing patterns and password to generate a 

secret and using it to encrypt data. They used the last h successful login data to update 

the history file of user. Araújo et al [20] performed an adaptation mechanism after a 

successful authentication. If the new sample ware not far away the original sample mean, 

the new one will be added to user template and the oldest one will be discarded. 

Hosseinzadeh et al [26] applied the Gaussian Mixture Models to keystroke 

identification since user’s model could be updated each time he or she is authenticated. 

Above works all considered the idea which used the recent data to verify user’s 

behavior and dropped the old data. But it will be a problem about how many reference 

data should be included. If the number of data is large, the model could not image 

current behavior of user exactly. If the number of data is few, the model would react 

overly. Moreover, how do these reference data affect the model appropriately? Generally, 

the later behavior should affect the model the more, and the earlier behavior should 

affect the model the less. 

2.3 Summary 

The approaches appeared in the related works determined the valid attempts by 

checking whether the timing features providing by typist fall within the some threshold 

as follows [3][12]: 

pppp wDDDwDD σμσμ +≤≤− , 

where D is one of the timing feature in the test profile, pDμ  and pDσ  are the 
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corresponding mean and standard deviation of the feature in the individual’s reference 

profile, and w  is the weighting factor. Usually, the mean and standard deviation are 

estimated by sample mean and sample standard deviation. They are not always practical. 

If the mean and standard deviation can be estimated more realistically, the model will 

verify the identity correctly and detect the imposter easily. To achieve this goal, we 

consider the behavior change as the other feature, and a statistical prediction method is 

utilized to estimate the user’s probable behavior (mean and standard deviation) in this 

thesis. 
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3. Proposed Model 
In this chapter, our proposed model will be presented which is inspired by 

Gaussian Model, Autoregressive Predictive Model [31], and Hidden Markov Model [39]. 

We will first define some terms, and then give the proposed model. 

3.1 Definitions 

Each single keystroke will trigger two events, the key press event and the key 

release event, along with the time that both events occur. Let iP  and iR  represent the 

time the i-th key was pressed and released, respectively. When the user types with the 

keyboard, there are several features considered for keystroke dynamics analysis. 

Generally, the features which are used for keystroke dynamics are as follows: 

- Keystroke duration: The amount of time a key stay pressed, denoted as 

ii PR − . 

- Keystroke latency: The time interval between two consecutive keystrokes, 

denoted as ii RP −+1 . 

- Keystroke frequency: The number of times the keystroke appears. 

The first two features enjoy the most popularity since most schemes utilize the mean 

and standard deviation of the keystroke duration or latency as the basic feature and 

combine them with other techniques for timing characteristics analysis. In our scheme, 

we define the “duration” as the elapsed time between the first and the last consecutive 

pressed keys, that is ini PP −+ , where n is the number of consecutive keystrokes. We 

denote the n consecutive keystrokes as an “n-graph”. Therefore, unigraph is referred to 

single keystroke, digraph is referred to two consecutive keystrokes, trigraph is referred 

to three consecutive keystrokes, and so on. 
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Given a sequence of consecutive keystrokes, { }msssS ,,, 21 K= , where m is the 

number of keystrokes in the sequence, the number of n-graphs is 1+− nm , and the set 

of n-graphs is denoted as },...,{ 121 +−= nmgggG . The set of durations of n-graphs is 

defined as },,,{ 121 +−= nmdddGD K , where 

kknk PPd −= −+ 1 . 

Our model analyzes the durations of n-graphs as timing features. 

In following sections, we will first characterize the behavior of each n-graph by 

Gaussian Model and Autoregressive Model. We then model the sequential keystroke 

behavior by Hidden Markov Model for identity verification. 

3.2 Modeling n-graph by Gaussian Model 

According to previous work [2][7][9][16], the duration distribution of each 

digraph forms an approximate Gaussian distribution. Therefore, we make the 

assumption that n-graph g with duration d, which forms a Gaussian distribution, such 

that 

2

2

2

)(

2
1],|Pr[ g

gd

g
gg ed σ

μ

σπ
σμ

−
−

= ,     (3.1) 

where gμ  is the mean value of the durations for n-graph g, and gσ  is the standard 

deviation. If we collect numbers of the keying behavior of user during a while and count 

the appeared times for each duration, we can draw a statistical chart like Figure 3.1. 
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Figure 3.1: The distribution of digraph duration 

 

Hence we utilize the probability density function of Gaussian Model to calculate 

the behavior probability of user. Gaussian Model indicates that the n-graph durations of 

test samples closer to the mean of n-graph durations of reference samples occurs at 

higher probability. Likewise, the n-graph durations away from the mean occurs at lower 

probability. 

In most work, the mean and standard deviation are usually decided by the 

reference samples collected during the training phase (or registration phase), and the 

change of keying behavior is considered rarely. As time goes on, the accuracy would 

decrease since the user’s behavior might change. Some works [4][11][20] updated the 

reference data using the latest successful authentication entries to keep up with the 

variations of user’s behavior over time. In our model, the tendency of behavior change 

is seen as the other feature of user. Therefore, we want to estimate the appropriate mean 

and standard deviation according to the behavior change. In next section, we will 

introduce the Autoregressive Model from statistical prediction model. 
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3.3 Estimating Probable Parameters by Autoregressive (AR) Model 

Since the mean and standard deviation affect the Gaussian distribution, we want 

to estimate the most probable value as the parameters of Gaussian Model. The statistical 

prediction model is used to estimate the possible value. The autoregressive (AR) model 

[28][29][31] is one of popular prediction model. It predicts next value of a system 

according to previous value. The AR model is often used with “moving average” (MA) 

as the ARMA (autoregressive moving average) model. Because the solution equations 

for the parameters of AR model are simpler and more developed than those for either 

MA or ARMA models [28][29][30], we choose the AR model to estimate the next 

possible value. Following the principle of AR model will be presented. 

3.3.1 Definition of AR Model 

Let a series { tX } is said to be an autoregressive process of order p  

(abbreviated AR(p)) if 

tptpttt ZXXXX ++++= −−− φφφ ...2211 ,    (3.2) 

where iφ , i = 1,2,…,p, are the autoregression or predictor coefficient, and tZ  is white 

noise with zero mean and variance 2
zσ . It means that the value of X at time t can be 

determined by the previous p values. We apply the AR model to estimate the next 

possible value because of this property. 

3.3.2 Estimation of Coefficients 

The predictor coefficients iφ  refer to how the previous values affect the 

expectation (next) value. There are a number of techniques for calculating the 

coefficients. The most two familiar methods are “Yule-Walker equation” [31] and “Burg 

algorithm” [31][32][33]. The former applies the covariance function to previous data, 
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and finds p equations which can solve the all iφ . The later does not estimate the 

coefficients iφ  directly. It calculates the reflection coefficients (or part autocorrelations) 

by minimizing the forward and backward prediction errors.  Burg’s algorithm is seen 

as the most reliable AR coefficients estimation method. It generates accurate coefficient 

estimates and makes the AR model stable [34]. 

Since the coefficients are determined by previous data, we need not to decide how 

many reference data should be included. Also, the coefficients express how reference 

data affect the model. 

3.3.3 Order Selection 

Generally, the AR model with higher-order will produce small estimated white 

noise variance. But the mean squared error, which depends not only on the white noise 

variance but also on errors form estimation of the parameters of the model, will be 

larger [31]. So, some criteria are proposed to assist with selecting suitable order, such as 

FPE, AIC, AICc, BIC, etc. According to their equation definitions, these criteria 

calculate some value with different orders. Then the order resulting minimum value will 

be the suitable order. However, it is inefficient using these criteria to select order in our 

model, since the parameters of different orders must be estimated. We just observe the 

results of some orders and make some suggestions. 

3.3.4 Estimation of Next Possible Behavior 

In order to estimate the proper values as the parameters of Gaussian distribution, 

the AR model is applied. Let dg(k), k = 1…m-1, denotes the duration of n-graph g for 

each typing (totally m-1 times). For each n-graph g, we calculate the expectant duration 

gED  by AR model with all dg(k). First the sample mean gμ̂  is calculated and we 
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compute the difference between each dg(k) and gμ̂  as kx , that is, 

∑
−

=−
=

1

1
)(

1
1ˆ

m

k
gg kd

m
μ ,      (3.3) 

ggk kdx μ̂)( −= .       (3.4) 

So, a series x = { 121 ,..., −mxxx } will be generated. Then we utilize the Yule-Walker 

equations or Burg’s algorithm to find the AR coefficients { pφφφ ,...,, 21 }. Finally, gED  

can be calculated as follows: 

∑
=

−+==
p

i
imiggg xmdED

1

ˆ)( φμ .     (3.5) 

So, gED  is taken as the mean gμ  of Gaussian distribution. And we calculate the root 

mean square (rmsg) as follows: 

∑
=

−=′
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i
ijij xx

1
φ , p < j < m, 

pm

xx
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m
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jj

g −−
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=
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1

)(
1

1

2

.      (3.6) 

The rmsg will replace gσ  when rmsg is smaller than sample standard deviation gσ̂ . 

Otherwise, the sample standard deviation will be used to replace gσ . Therefore, the 

new probability density function will be rewritten as follows: 

2

2

~2

)(

~2
1]~,|Pr[ g

gEDd

g
gg eEDd σ

σπ
σ

−
−

= ,     (3.7) 

}ˆ,min{~
ggg rms σσ = .       (3.8) 
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3.4 Hidden Markov Model for Sequential Keystroke Analysis 

Hidden Markov Model (HMM) [35][36][37] can be used to model sequential 

behavior, such as the sequence of keystroke timing information we intend to analysis in 

this paper. Generally, the Markov model is used to model a process that goes through a 

series of states [36], and has the property of Markov process. The states in the Markov 

model are observed directly. But in the Hidden Markov Model, the states are hidden and 

some outputs form the states are observed. 

The basic HMM is shown in Figure 3.2. The shaded circles xi represent unknown 

(hidden) states and the unshaded circles yi represent observed states, where i is a 

specific point in time. The state transition matrix A  contains the probability of 

transition from state to state. The state emission matrix η  holds the output probability. 

The initial state probability iπ  is the probability of starting at xi. A compact notation 

},,{ πηλ A=  is used to indicate the complete parameter set of HMM. 

 

Figure 3.2: The Hidden Markov Mode 

 

Now, we use the HMM to model the timing information of keystroke sequence. 

Given a keystroke sequence S, the set of n-graph G, and the set of [n+1]-graph G’, such 

that 

{ }
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And we can illustrate the HMM for keystroke analysis of n-graph as Figure 3.3. 

 
Figure 3.3: The HMMs for keystroke analysis 

 

The n-graphs from the sequence are hidden state, while the durations of n-graphs 

represent the observed states. The state transition matrix A  is compute as follows: 

||
||

1
i

i
gg g

g
A

ii

′
=

+
,       (3.9) 

where || ig ′  and || ig  are the number of appearances in G’ and G respectively. The 

state emission matrix η  is defined as the Gaussian distribution probability, that is 

2

2

~2

)(

~2
1]~,|Pr[)( ig

igi

i

iii

EDd

g
ggiig eEDdd σ

σπ
ση

−
−

== ,    (3.10) 

where 
igED  is estimated by AR model and 

igσ~  is defined as (3.8). The initial 

probability vector π is the probability of the frequency that the n-graph appeared in S, 

that is 

1
||

)(
+−

=
nm

g
g i

iπ .       (3.11) 

For instance in Figure 3.4, given a keystroke sequence “papaya” and digraph is 

interest. 
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Figure 3.4: Hidden Markov Model for keystroke sequence “papaya” 

 

There are 5 (that is, 6-2+1) digraphs in “papaya.” For the digraph “pa,” there are two 

digraphs following the “pa” — “ap” and “ay.” (See Figure 3.5) As the result, the 

transition probability form “pa” to “ap” is 5.02
1 = , and so is that form “pa” to “ay.” 

Since the digraph “pa” is appeared 2 times in “papaya,” the state initial probability of 

“pa” will be 5
2 . 

 

 
Figure 3.5: The graphical model for digraphs with sequence “papaya” 

 

Each individual has his/her own HMM for the individual’s keystroke timing 

characteristics. Given a keystroke sequence and its timing information, the thing we 

should do is to calculate the behavior probability that the behavior belongs to someone’s. 

So, the modified Forward Algorithm is utilized to solve that problem. 

Given a HMM with },,{ πηλ A= , keystroke sequence S with length m, the 

n-graph G, and the durations GD, 
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Let tα  denotes the state probability of each state at time t. When t = 1, we can 

compute 1α  as follows: 

)()()( 1111 1
dgg gηπα ⋅= .      (3.12) 

Then for each time step t=2,…,k, the stat probability is calculated recursively for each 

state. 

)()()( 1,11 11 +++ ++
⋅⋅= tgggtttt dAgg

ttt
ηαα     (3.13) 

Finally, the behavior probability can be computed as follows: 

[ ]

( )ig

k

i
ggg

kgggkkkk

dAdg

dAggGDG

iii

kkk

ηηπ

ηααλ

⋅⋅=

⋅⋅==

∏
=

−−

−

−

2
11

,11

11

1

)()(

)()()(|,Pr

,    (3.14) 

where k = m-n+1. 

3.5 Authentication Scheme 

There are three phases in our scheme for keystroke analysis: the training phase, 

the recognition phase, and the retraining phase. The training phase builds a database of 

user profiles during registration. The recognition phase compares test samples provided 

at login with the user profile in the database. If the user’s claimed identity is verified in 

recognition phase, the profile in the database will be updated in retraining phase. 

In the training phase, we will build the reference profile for each user. First, a 

number of reference samples of each target string are collected, and the size of n-graph 

to segment the target string as well as the order of AR model must be decided. After 

collecting a sufficient number of reference samples, we use the Autoregressive 
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Prediction Model to estimate the parameters of Gaussian Model for each n-graph. The 

transition probability matrix and initial probability vector with respect to Hidden 

Markov Model are also computed. The aforementioned data will be stored in the 

database as the reference profile of user. Figure 3.6 depicts the training phase process 

and the procedures of building profile are showed in Figure 3.7. 

 

 
Figure 3.6: Flow chart of the training phase for fixed-text keystroke analysis 
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Profile Building Module : 

Step 1: Transform the reference samples RS as n-graphs G and draw out the 

durations of each n-graph as sample duration set SD. 

},......,,{ 21 kgggG =  

)}(),...,1(),......,(),...,1(),(),...,1({
2211

TddTddTddSD
kk gggggg=  

Step 2: For each n-graph gi, apply the Autoregressive model with order p to 

)(),...,1( Tdd
ii gg  and calculate the 

igED  and 
igrms . 

Let }ˆ,min{~
iii ggg rms σσ = . 

Step 3: Compute parameters of HMM – the transition probability matrix A, initial 

probability vector π, and emission probability matrix η. 

)}~,(),......,~,(),~,{(
2211 kk gggggg EDEDED σσση =  

And let },,{ πηλτ A=  denotes the HMM. 

Figure 3.7: The procedures of Profile Building Module 

 

In the recognition phase, the user claims an identity ID and provides a keystroke 

sequence TS as test sample. We wish to examine the possibility that the ID generated TS.  

First, we transform the keystroke sequence TS into n-graph combinations G and 

calculate the timing information of n-graph duration GD as usual. At this moment, we 

have 

{ }
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. 

Next, we retrieve the profile from the database based upon the claimed ID, including 

IDλ  and parameters of each n-graph’s duration. Then the threshold vector GDT is 

produced as follows: 
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}~,,~,~{
112211 +−+−

−−−=
nmnm gggggg EDEDEDGDT σεσεσε K , 

where ε  is the weighting factor, 
kgED  is ID’s expectation duration of n-graph kg , 

and 
kgσ~  is the tolerated bias defined as (3.14). Then the Forward algorithm is applied 

to GD, GDT, and IDλ , and two probability are obtained: behavior probability 

]|,Pr[ IDGDG λ  and threshold probability ]|,Pr[ IDGDTG λ . ]|,Pr[ IDGDTG λ  is the 

possibility that all the n-graphs durations in G deviate ε  times of duration σ~  from 

expectation duration ED , and used to decide that the acceptance of the keystroke 

sequence TS is confirmed if following expression is true. 

]|,Pr[]|,Pr[ IDID GDTGGDG λλ ≥     (3.15) 

The weighting factor ε  can be specified with respect to different level of security 

strength. The recognition phase is showed in Figure 3.8 and the procedures of 

authentication module are showed in Figure 3.9. 
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Figure 3.8: Flow chart of recognition phase and retraining phase 
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Authentication Module : 

Step 1: Transform the testing sample TS as the n-graph G, and draw out the 

durations of each n-graph as GD. 

},......,,{ 21 kgggG =  

},......,,{ 21 kdddGD =  

Step 2: Product the GDT by ε and η form λID. 

}~,,~,~{
2211 kk gggggg EDEDEDGDT σεσεσε −−−= K  

Step 3: Apply the Forward Algorithm to GD and GDT, so get ]|,Pr[ IDGDG λ  and 

]|,Pr[ IDGDTG λ . 

Figure 3.9: The procedures of authentication module 

 

If the testing sample passes the authentication, that is the expression (3.15) is true, 

that will enter to retraining phase. In the retraining phase, the passed testing sample is 

added to profile and recalculate the parameters. The procedures in this phase are like 

that in the training phase. Our model only used the latest numbers of sample data to 

estimate the expectation duration of each n-graph since the earlier sample data may be 

dissimilar to current behavior. Then the updating profile is saved back to database. 

The retraining phase processes is showed in Figure 3.8 and the procedures of 

updating module are showed in Figure 3.10. 
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Updating Module : 

Step 1: Add the GD to SD 

Step 2: For each n-graph gi, recalculate the 
igED  and 

igrms  by applying the 

Autoregressive model with order p. 

Let }ˆ,min{~
iii ggg rms σσ = . 

Step 3: Update the emission probability matrix η’. 

)}~,(),......,~,(),~,{('
2211 kk gggggg EDEDED σσση =  

And let },,{ πηλ ′= AID  denotes the HMM. 

Figure 3.10: The procedures of updating module 
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4. Experiments and Results 
To evaluate our proposed model, we make an experiment to implement the 

described scheme in Section 3.5. In this chapter, the experiment will be presented. The 

settings of experiment and data collection are depicted in Section 4.1 and 4.2. Section 

4.3 illustrates the ideal cases for the proposed model. Section 4.4 shows up the 

experimental results, and the discussion is in Section 4.5. 

4.1 Experiment Settings 

We conducted the experiment via web browser using a client-side JavaScript to 

gather the timing information of keystroke. Our sample population included volunteers 

from National Chiao Tung University as well as anonymous users form the Internet. 

Similar to a web-based application, the user inputted their username and password 

through as HTML form. In our experiment, we utilized a timing accuracy of one 

millisecond, and the segment size of keystroke sequence we analyzed includes the 

digraph and the trigraph. 

We apply AR model with order 1~5 to calculate the parameters of Gaussian 

Model. The mean is estimated by AR model, and the mean square error (rms) is used to 

replace the sample standard deviation if the rms is smaller than sample standard 

deviation. The AR coefficients are estimated by Burg’s Algorithm. For comparison, we 

also analyze the user’s keying behavior without prediction. The non-predicting model 

uses the sample mean and sample standard deviation as the parameters of Gaussian 

Model. The EER1 (equal error rate) of authentication system will be obtained to 

compare. 

                                                 
1 Equal Error Rate (EER): the equal value of the error rate of false acceptance of imposter (False Accept 
Rate, FAR) and the error rate of false rejection of legal user (False Reject Rate, FAR). 
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4.2 Data Collection 

To generate reference samples, 53 volunteers supplied at least 35 samples of two 

strings (username and password) during 2 months. Figure 4.1 depicts the distribution of 

number of sample data. For each user, the first 20 sample data are used to train the 

model, and other sample data are used to authenticate their own account. The passed 

sample data are added to profile and the model will be retrained. Another 103 

anonymous volunteers tried authenticate the accounts of legitimate users. Each account 

was attacked between 50 and 200 times for a total of 3126 imposter test samples. 
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Figure 4.1: The distribution of number of sample data 

4.3 Ideal Cases 

The assumption of our work is that the keying behavior of user trends to some 

regularity. So, we first analyze two ideal cases which confirm to the assumption. The 

first case is the keying behavior of user keeping consistent. In this case, most works 

usually have good accuracy. The second case is the keying behavior of user changing 

with some regularity, such as being slower or faster. Most works did not analyze this 
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case. But in our work, since the behavior change is predictable, the performance of our 

model is well. The comparative results of predictive and non-predictive model are 

showed in Table 4.1. As can be seen form the table, the prediction model can almost 

identify users exactly even if the user’s typing behavior changes. 

 

Table 4.1: The EER comparative results of predictive and non-predictive model 

EER 
Case 1:  
User keep the typing behavior 
steady (no variate) 

Case 2:  
User’s keying behavior change 
with some regularity 

Without 

Prediction 
2.57% 15.00% 

AR(1) 0.80% 0.88% 

AR(2) 0.80% 0.00% 

AR(3) 0.80% 0.00% 

AR(4) 0.80% 0.69% 

AR(5) 0.40% 1.27% 

 

For comparison, there are four cases of behavior change in Figure 4.2, and the 

analysis results are depicted in Table 4.2. The first case is that the keying behavior of 

user keeps steady while the mean and standard deviation of digraph’s duration are 

320ms and 8ms respectively. The other three cases are that the user keying behavior 

becomes faster while the average variations are 8ms, 16ms, and 32ms respectively. The 

FRR (false reject rate) is used to comparison. According to the results, without 

prediction, the FRR performs well only when user’s keying behavior keep steady, but 

drastically increases as the variate becomes obvious. If the trend of behavior change is 

regular, the results with prediction perform well whatever the variation is. 
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Figure 4.2: The four cases with different behavior change 

 

Table 4.2: Analysis results of four cases with different behavior change  

Without Prediction AR 
FRR 

21~60 61~100 21~100 

steady 2.50% 2.50% 2.50% 

variate = 8 57.50% 100.00% 0.00% 

variate = 16 62.50% 100.00% 0.00% 

variate = 32 70.00% 100.00% 0.00% 

 

4.4 Results 

The comparative results of EER in experiment are showed in Table 4.3. As can be 

seen form the table, the EER of the system with AR(1) could down to 2.19%. 
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Table 4.3: Comparative results of EER in experiment 

 Analysis with Digraph Analysis with Trigraph 

AR(1) 2.19% 2.93% 

AR(2) 2.37% 2.81% 

AR(3) 2.37% 2.68% 

AR(4) 2.49% 3.08% 

AR(5) 2.64% 3.08% 

 

Since not all the keying behavior of users could be predicted, the ratios of users 

having improved accuracy are displayed in Table 4.5. There are half users whose 

identified accuracy is enhanced by predicting the behavioral trend. 

 

Table 4.4: The ratios of users having improved EER 

 Analysis with Digraph Analysis with Trigraph 

AR(1) 41.18% 50.00% 

AR(2) 50.00% 55.88% 

AR(3) 44.12% 44.12% 

AR(4) 55.88% 52.94% 

AR(5) 52.94% 55.88% 

Average 48.82% 51.76% 

 

The average promotion of EER for each order of AR model depicts in Table 4.5. Table 

4.6 represents the maximum promotion of EER for each order of AR model. 
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Table 4.5: The average promotion of EER with different order of AR model in the experiment 

 Analysis with Digraph Analysis with Trigraph 

AR(1) 6.21% 5.79% 

AR(2) 5.17% 5.69% 

AR(3) 5.84% 5.49% 

AR(4) 5.73% 6.76% 

AR(5) 4.27% 6.64% 

Average 5.44% 6.07% 

 

Table 4.6: The maximum promotion of EER with different order of AR model in the experiment 

 Analysis with Digraph Analysis with Trigraph 

AR(1) 14.12% 16.06% 

AR(2) 15.00% 16.06% 

AR(3) 15.00% 16.26% 

AR(4) 14.31% 27.47% 

AR(5) 23.34% 27.47% 

 

As can be seen form Tables 4.3 to 4.5, the order of AR model is the higher, the 

number of users having improved EER and the promotion of EER are both the more. 

But the large order of AR model is not appropriate because the calculation of 

coefficients will increase the load of system. The suggested order of AR model is 3 ~ 5. 

 

4.5 Discussion 

The EER of our proposed scheme ranges form 2.19% to 3.08%, which is better 

than other works in literature to our knowledge (generally higher than 3%). And the best 
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case 2.19% EER is even better than our previous work (2.54%). Figure 4.3 graphs the 

performance of several systems in EER or AFR2. Since some works made experiments 

with small number of users, Figure 4.3 only lists the works which made experiments 

with enough number of users. However, most of them did not consider the behavior 

change of user typing. 
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Figure 4.3: Equal Error Rate (EER) or Average False Rate (AFR) for several approaches 
( Green Bar: apply machine learning methods; Blue Bar: apply statistical classification methods) 

 

As can be seen form the experimental results, only half users have enhanced 

accuracy and the promotional range is not very large. It is because we only collect the 

keystroke data during two months. If the duration of collecting data is the longer, there 

will be the more users having enhanced accuracy, and the promotional range will be 

more obvious. 

In the experiment, we analyze the keystroke sequence with digraph or trigraph. 

                                                 
2 Average False Rate (FAR): average of false accept rate and false reject rate. 
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According to the experimental results, the accuracy of digraph is better than trigraph in 

some case. But it is not clear to induce the gains and losses between digraph and 

trigraph. 



 34

5. Conclusion 
The biometric verification mechanisms usually assume that the biometric must be 

physical or regular. But the biometrics may change over time, especially for behavior 

biometrics. Some works considered this factor by updating the user profile. In our work, 

the tendency of behavior change is regarded as a feature of user. So, we applied the 

Autoregressive Model to estimate the next possible behavior. According to the 

experimental results, the EER could down to 2.19%, which is better than other works in 

literature to our knowledge (generally higher than 3%), and even better than our 

previous work (2.54%). Especially as users type with some trend or regularly, their 

identified accuracy could be enhanced by predicting their keying behavior. 

As to future work, we will discover other prediction methods to replace or 

combine the proposed scheme. And the proposed scheme can be extend to free-text 

analysis for continuous authentication. 
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