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Abstract

In the last few years, a new class of methods called cooperative communication has been
proposed that enables single-antenna mobiles in a multi-user environment to share their
antennas and generate a virtual multiple-antenna transmitter. A mobile station may not be able
to support multiple transmit antennas due to some hardware limitations. Through cooperative
communication, a single-antenna mobiles in a multi-user environment can utilize the virtual
multiple-antenna transmitter to achieve the transmit diversity. In this thesis, we propose a
relay selection scheme which considers neighbor traffic of the relay node in order to
maximize the spatial channel reuse in the cooperative communication. Through the simulation
with ns-2 simulator, we evaluated the performance of the proposed scheme. As presented by
the simulation results, the more stable increase in the total network throughput and the
reduction in delay even when affected by neighbor traffics show the outperformance by

utilizing the proposed scheme.
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Chapterl Introduction

1.1 An Overview of Cooperative Communication

In recent years, since wireless local area networks have arrived to provide an alternative
to LANs which is based on cable and optical fiber, it brings us lots of benefits that eliminates
the wiring cost and accommodates mobile stations. With the low cost and mobility, the
WLANSs become more and more popular.

Wireless is convenient and less expensive to deploy, but it is not perfect. There are many
limitations to prevent wireless technologies from reaching their full potential. One of the
limitations is the transmission medium. The strength of a signal falls off with distance over
any transmission medium, but it is worse for the wireless because of free space loss, noise,
and fading caused by changes in the transmission medium or path(s). Mobility is an
advantage of wireless, but it also causes the effect of fading.

In wireless environment, the communication quality often degrades due to distance and
fading. The communication state determines the performance of transmission. When the
communication state gets worse, the received signal may be in error. Once the error bits in a
transmitted packet are too much to be decoded correctly, this packet will be dropped even be
loss if it is dropped again and again until exceeding the retransmission threshold.

If the communication quality between the transmitter and receiver is too bad to remain
the low loss rate, the packets may start to be dropped and pending for retransmission. Because
of the broadcast nature of the wireless medium, neighbor nodes can overhear the transmission
from the sender in the wireless channel environment. Through the broadcast nature of the
wireless medium, the packets overheard by relay nodes can be stored and forward to the
destination instead of being retransmitted by the source. This is the basic idea of the

cooperative communication, as the Fig. 1-1.
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Figure 1-1 The concept of cooperative communication

The concept of cooperation was introduced in [1]. Cooperative communication schemes
are classified into three types: store and forward [2, 3], amplify and forward [4] and coded
cooperation [5, 6]. Type 1, store and forward - the partner receives the transmitter’s data and
retransmits the data to the destination. Type 2, amplify and forward - each partner receives the
signal by the source then amplifies and retransmits it and the receiver combines the signal
transmitted by the source and partner to obtain the final signal. Type 3, coded cooperation -
integrates cooperation into channel coding.

The advantages of cooperative communications are to save the redundancy of the
ineffective and more time consuming retransmissions by the source to improve the throughput
and to decrease the delay caused by the numerous losses. However, in relay cooperative mode,
each station should keep awake from going to sleeping mode in order to receive cooperation
requests and relay data for other stations when there’s no data to transmit or receive. Thus, the
cooperative communication may be power consuming. Besides, which relay node is selected

may cause the fairness problem when some nodes are selected more frequently.



The basic 802.11 MAC layer uses the Distributed Coordination Function (DCF) to share
the medium between multiple stations. DCF relies on CSMA/CA and optional RTS/CTS to
share the medium. Due to the limitation of DCF, there is one station which “wins” the access
to the medium can use the channel at the same time. Hence, the participation of the relay node
may occupy larger range of area and keep the medium in that area from being accessed by
other stations. Additionally, the hidden terminal problem (introduced by [13]) may happen
due to the extended sensing area caused by the participation of the relay node as indicated by

Fig. 1-2.

Figure 1-2 The extended sensing area

1.2 Motivation

In cooperative networks, the relay selection scheme affects a lot to the performance. In
the last few years, several articles have been devoted to the study of the relay selection
scheme. Although a large number of studies have been made on this issue, most relay

selection methods aim to select the relay node by measure the communication state'with the



source and destination. Actually, it just only needs to meet certain quality of the
communication state to do with the cooperative communication. Besides successfully
accomplishing the cooperation communication, maybe we could improve the spatial channel
reuse by choosing the relay node within the area which has less contention for accessing the

transmission medium.

1.3 Organization

The remaining of this thesis is organized as follows. Chapter 2 describes the related work
including the cooperative communication MAC protocols with the relay (partner) selection
schemes. In chapter 3, the proposed relay selection scheme and the corresponding MAC
protocol are described in detail. The simulation results will be introduced in chapter 4. Last,

the conclusion and future works are in chapter 5.



Chapter2 Related Work

This chapter will introduce some cooperative communication MAC protocols and the
associated relay (partner) selection methods. After introducing the cooperative MAC

protocols and the associated relay selection schemes, the following is the discussion of them.

2.1 Cooperative Communication MAC and the Associated Relay

Selection Schemes

For propose of enhancing the reliability and the robustness of the WLAN operation, a
cooperative communication MAC [7] is proposed.

In this protocol, the partner (relay node) retransmits the MAC frame received from the
source when the frame is received in error at the destination. That is to say, if an
acknowledgement from the destination is not received in aSIFSTime after completion of
receiving the data frame, the partner(s) that received the data frame correctly from the source
shall transmit this frame.

This protocol may utilize more than one partner and thus the transmission by partner is
governed by a random backoff process to resolve potential collision between partners. The
protocol is shown in Fig.2-1.

The partners shall always choose their backoff time within [0, CWp] for transmitting
other nodes’ frames regardless of the retransmission result. The value of CW, is announced by
the AP in its beacon based on the number of associated stations. In ad hoc wireless networks,
the nodes choose CWp = CWijp .

Each node requires two MAC queues with the first queue being the data queue for its

own outgoing data and the second queue, called partner queue that keeps the copy of the



currently transmitted frame that has not been acknowledged by the destination.

Case 1 ; No transmission errors between source and destination

DATA

Source

Ack

Destination s

Partner
Case 2 : Transmission errors between source and destination
DATA
Source
|
|
.. | SIFS
Destination
-
Random
Backoff DATA

Partner or Tt

Source

|
I k

Destinati | SIFS %

cstimnanon | 51Fs

- |
Random
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Figure 2-1 Basic CMAC protocol
The paper [8] proposed a cooperative MAC protocol with a rate sensitive relay selection
scheme. Several rate adaptation algorithms, which are used to choose the optimal rate, have
been proposed in 802.11 systems. These rate adaptive algorithms like Auto Rate Fallback
(ARF) [9] and Receiver Based Auto Rate (RBAR) [10] may choose different modulation
schemes according to the performance of the transmission quality or the communication state
information. In this protocol, the physical modulation scheme is not changed between nodes ,

during the transmission period. But packets are transmitted at different rates depending on the



distance between the source and the destination.

Figure 2-2 Cooperative regions for CoopMAC

In this protocol, the source will decide the dedicated helper (relay node) by observing the
rate used for transmission between neighbor nodes. Each station maintains a table, called the
CoopTable, of potential helpers that can be used for relaying data during transmission. The
CoopTable contains the following fields: (1) the ID field, which stores the MAC address of
the potential helpers. (2) The Time field, which stores the time of the last frame transmission
heard from this node. (3) The Rnq field, which stores the data rate from the helper to the
destination. (4) The Rg, field, which stores the data rate from the source to the helper. (5) The
NumOfFailures field, which records the sequential failures associated with the helper.

With the Rpg and Ry, the needed time to accomplish the two hop transmission is able to
be calculated. In the RTS/CTS mode, the condition for a cooperative transmission can be

expressed as

8L 8L 8L
=+ Tpep + T +2T gs< ) 2.1)

sh hd direct

Where R is the data rate for a direct transmission from the source to the destination

direct

and T, p, Tyyrs» and Ty are the additional time with a helper-aided transmission for the

overhead. The HTS is a new message used to inform the source and the destination that the



helper is available during the cooperative transmission time.
The source decides the helper by means of calculating the total transmission time by (1).

The helper with the minimum transmission time will be selected.

Figure 2-3 Control frame and Data frame exchange in CoopMAC

The paper [11] proposed a scheme that selects the best relay between the source and
destination based on instantaneous channel measurements. This communication scheme
exploits the wireless channel at its best, via distributed cooperative relays, is called
opportunistic relaying.

— best path

Figure 2-4 The “best” relay among M candidates is selected to relay information



A single relay among a set of M relay nodes is selected, depending on which relay node
provides for the “best” end-to-end path between the source and destination. As Fig. 2-4
indicates, the wireless channel a5 between the source and each relay i, as well as the channel
aig between relay I and destination affect performance. The channel estimates as, ajq at each
relay, describe the quality of the wireless path between source-relay-destination, for each
relay i.

Since the two hops are both important for end-to-end performance, each relay should
quantify its appropriateness as a relay, using two functions that involve the link quality of
both hops. The two functions are: under policy I, the minimum of the two is selected
(equation (2)), while under policy II, the harmonic mean of the two is used (equation (3)).
Policy I selects the “bottleneck™ of the two paths while Policy II balances the two link

strengths and it’s a smoother version of the first one.

hi :min{l a‘si ’2a| aid |2} (22)
7 21 |2
hi — 2 — |a52| | |a|d |2 (23)
1 1 lag [" +]ay |
AT
lag " [aq |

The relay i that maximizes function h; is the one with the “best” end-to-end path between

the source and destination.

g RTS SIES DATA
& el o MSG SIS | Ack
R, Z flag SIFS DATA
R, NN
Backoff fStup backoff timer
timer
R, ettt
(Hidden from B,) TSmp backoft timer

Figure 2-5 Control frame and Data frame exchange in opportunistic relaying
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As Fig. 2-5 indicates, the relay nodes overhear a single transmission of a Ready-to-Send
(RTS) packet and a Clear-to-Send (CTS) packet from the destination. The transmission of
RTS from the source allows for the estimation of the instantaneous wireless channel as;
between the source and the relay i. Similarly, the transmission of CTS from the destination,
allows for the estimation of the instantaneous channel ajg between relay i and the destination.
As soon as each relay receives the CTS packet, it starts a timer from a parameter h; based on
the instantaneous channel measurements asi, ajg. Each relay i will start its own timer with an
initial value T;, inversely proportional to the channel quality h;, according to the following

equation:

T, ==, (2.4)

where A is a constant. The units of A4 depends on the units of h;. Since h; is a scalar,

A has the units of time. In this work, A has simply values of usecs.

2.2 Discussion

There’re other relay selection schemes based on location information with respect to
source and destination. The idea was suggested by [12]. But such schemes require knowledge
or estimation of distances between all relays and destination.

In CMAC, it proposed a method that all the source and partners randomly backoff to
contend for relaying the data. The relay selection scheme is out of its concern. Although the
relay is randomly decided, the concept of all source and relays contending for relaying is
inspiring and relay only when the first transmission fails to reduce the retransmission times is
reasonable. The scheme that relay after failed in the first transmission is adopted in our
cooperation MAC scheme.

Similar with CMAC, the “opportunistic relaying” which is introduced also lets:the relay

10



candidates to contend for relaying. But each relay will start its own timer with a value
according to the instantaneous channel state between itself, source and destination. The relay
selection scheme is not random backoff but determined by the channel measurement.
Opportunistic  relaying only considers the end-to-end channel state in the
source-relay-destination path. But neighbor traffic is not taken into consideration.

In CoopMAC, every station observes the rate used among the neighbor stations to select
the best relay which has the highest rate in this source-relay-destination path. This method
selects the relay node actually corresponding to the end-to-end channel state. The rate to be
used depends on the channel state measurement between the source and destination. An
approach similar to CoopMAC called rDCF was proposed in [13]. The rDCF protocol enables
packet relaying in the ad hoc mode of 802.11 systems by requesting each station to broadcast
the rate information between stations. With the rate information, the cooperative MAC and the
relay selection scheme is similar with CoopMAC. The MAC in this thesis is similar with
CoopMAC but with different relay selection scheme and the relay retransmit the packet only

when the first transmission fails. The comparison of relay selection schemes is in Table 2-1.

Table 2-1 Comparison of relay selection schemes in different protocols

Opportunistic
CMAC CoopMAC rDCF
Relaying
Transmission o
Relay selection CSI of both Transmission
random rate of both rate of both
metrics hops hops
hops
Relay selected
Relay node Relay node Source Source
by who

In the next chapter, the relay selection scheme with maximizing channel reuse,will be

proposed.
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Chapter3 NAV-based Relay Selection
Scheme

In this chapter, we introduce our proposed cooperative node selection scheme, named
NAV-based relay selection (NAV-RS) scheme. NAV-RS consists of two phases: information
gathering and relay node selection. Information gathering is to construct and update
maintained table. Based on the recorded information, relay node selection is for a source node

to select the best relay among all candidates to improve its transmission efficiency.

3.1 Information Gathering

We assume each mobile station broadcasts Hello messages periodically, and the channel
state information (CSI) between two nodes can be obtained from received signals.

To support cooperative communications, each mobile host maintains a neighbor table.
This neighbor table contains four fields: node ID, SNR value, NAV value, and last update time,

as shown in Fig.3-1.

Node ID | SNR | Nav | Lo
update
id, I nav, | Time,
id, SNty nav, | Time,

Figure 3-1 Data structure of a neighbor table
The first column in Fig. 3-1, the Node ID field, stores the MAC address of the neighbor. The
SNR field stores the SNR value between self and the neighbor. The SNR value is calculated
by
Rx _ Power

SNR =10 log( - ), (3.1
Noise _+ > Rx_ Power,

i=1

12



where RX_Power is the frame signal strength at the receiver. It is calculated by the
propagation model. Noise_ is calculated from the receiver sensitivity of the data rate used by

i-1
the frame. z Rx _Power; is the sum of the signal strength of the frames transmitted at the
i

same time. The NAV field stores the NAV value which is updated by receiving hello messages.
The last field in the table, Last update field, stores the time of the last hello message
transmission heard from this neighbor.

To take an example to illustrate information gathering, it is shown in Fig. 3-2. In Fig. 3-2 (a),
node 2 and node 5 update the SNR values in the SNR field of the neighbor table after
receiving the RTS frame transmitted by node 4. Besides, node 2 and node 5 update its own
NAV value with the sum of T and Tg, where T is the time when finishing receiving the RTS
frame and Ty is the duration time contained in the RTS frame. After that in Fig. 3-2 (b), when
node 2 prepares to broadcast a hello message, it calculates the value of NAV duration which
will be contained in this hello message by subtracting the current time from its own NAV
value. As a result, after receiving the hello message, nodes can update their NAV values in the
NAV field of neighbor tables by the value of NAV duration contained in the hello message and
the last update time. In Fig. 3-2 (c), node 3 broadcasts its hello message with the value of

NAV duration of this message to be set zero.,

13
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Figure 3-2 Illustration of information gathering
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3.2 Relay Node Selection

With the needed relaying information of relay candidates, we can choose the best relay
station for our purpose — maximizing the spatial channel reuse. The selection scheme is
separate to two phases:

(1) Relay candidate determination:
Before we select the best relay, which nodes can be the candidates should be determined. We
assume that the value of SNR between the relay candidate and the source shall be higher than

the cooperative threshold. Let S be a set of all neighbor nodes. The set of candidates is

Vr ((SNRsr > SNRthreshold ) M (SNer > SNRthreshold ))7 re S ’ (32)

where SNR, and SNR, are SNR values between the source and relay candidate and the
relay candidate and destination, respectively. It is indicated that [18], when the wireless
channel is in the good state, the corresponding SNR at each time instant is taken from a
uniform distribution in the range of 15 to 30dB, and when the wireless channel is in the bad
state, the SNR value is drawn from the range of 0 to 15dB. In this thesis, the threshold is set
to be 15.
(2) Relay node selection rules:
(a) rule 1: — select the station which its value of SNR is the highest.
(b) rule 2: — select the station which its value of NAV in the neighbor table not exceeds the
current time. If more than one relay candidate meets this condition, choose the station with the
most recent update time corresponding to the last update time in the neighbor table.

If none of relay candidates is selected, the original 802.11 MAC (the direct transmission
scheme) is used.
(c) rule 3: - select the station which its Loading is the lowest.

In this thesis, rule 2 is used in the relay selection scheme.

15



For example, in Fig. 3-2, it is assumed that node 0 wants to transmit data frames to node
1 in cooperative mode and the relay candidates are node 2 and node 3. In our NAV-based
relay selection scheme, rule 2 above, the source selects the relay based on their NAV values in
the neighbor table. The NAV value of node2 exceeds the current time and the NAV value of

node 3 doesn’t, so we will select node 3 to be the relay.

3.3 Integration of NAV-RS and MAC protocol

The cooperative MAC algorithm is divided into three cases according to whether the

relay node is selected or available.

3.3.1 Case 1- The source has not found out relay or doesn’t need a relay

5 RIS S1FS DATA T'um:._
D SIFS CTS SIFS ACK

Figure 3-3 802.11 MAC with Direct transmission

The first case is that there’s no relay candidate selected by the source node based on the
relay selection scheme. As Fig. 3-3 indicates, the source sends the RTS (Request-To-Send)
frame and waits for the CTS (Clear-To-Send) frame from the destination. After received the
CTS frame, the source transmits the data frame directly to the destination. If the destination
receives the data frame successfully, it sends the acknowledgement back to the source.

The same with IEEE 802.11 MAC, the source start random backoff to restart the
transmission scheme if not received the expected ACK. The source will also restart the relay
selection scheme to choose a relay node.

In this case, the source may not need a relay node to transmit the data frame if the

channel state between the source and the destination is good or the source can’t find'a suitable

16



relay node when the channel state is bad. For example, in Fig. 3-2, the transmission between

node 4 and node 5 doesn’t need a relay and transmit the data frame directly.

3.3.2 Case 2 - The source has selected a relay

(a) Direct transmission successes, the relay node frees the received data frame

S RTS srs | DATA Timi—
Tars SIFS
D | i CTS *| ack
| I
|
| ;
RCTS i
R | si¥s T”"{L
(b) Direct transmission fails, the relay node relays the received data frame
g | RTS spd DATA Time
. -
T I SIFS
D I I CTS I I ACK
I | I I
| |
| S |
R | 5iFs Rl | SIFS SIFS DATA Timii_'

Figure 3-4 Cooperative MAC with two hop transmission

In case 2, there’s a relay candidate selected to be the relay node (helper). Therefore, the
number of times to transmit the data frame may be two. One for the first transmission by the
source and the other transmission is done by the relay node if the first transmission fails.

At the beginning, the source node sends the RTS message which carries the MAC
address of the designated relay node to the destination. The duration field of this RTS frame is
set to be Trets + Ters + Toata + Tack + 4Tsirs, where Trets 1S the transmission time of a
RCTS frame, Tcrs is the transmission time of a CTS frame, Tpara is the transmission time of a
DATA frame and Tsgs is a SIFS (Short Interframe Space) duration time.

After receiving the RTS message, the destination determines whether the request is in‘

cooperative mode or not by checking to see if there exists a MAC address of the relay node.-If
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there existed a MAC address of the relay node, the destination will wait for the RCTS
message sent by the relay node. Through this RCTS message, the destination node knows the
relay node is available and replies a CTS message with the duration field set to be 3Tgjgs +
2Tpata + Tack. Then, the source node transmits the DATA frame in a SIFS duration time after
receiving the CTS message.
As Fig 3-4 indicates, this case is separate to two minor cases: (a) the source transmits the
DATA frame successfully in the first transmission and (b) the first transmission fails and the
relay node transmits the DATA frame again to the destination. That is to say, if the DATA
frame successfully received by the destination in the first transmission, it will reply the ACK
frame to the source. Otherwise, the relay node detects that the first transmission fails when not
overhearing the acknowledgment transmitted by the destination and transmits the DATA
frame after a SIFS duration time. When receiving the DATA frame, the destination knows the
DATA frame is transmitted by the relay node by means of checking if the MAC address of the
source node is carried in the MAC header of this DATA frame. Finally, the destination will
reply the ACK frame to the source.

For example, in Fig. 3-2, the transmission between node 0 and node 1 needs node 2 or
node 3 to be the relay. If node 0 transmits data frames to node 1 successfully, the selected

relay will discard the data frame overheard from node 0.

18



3.3.3 Case 3 - The source has selected a relay without responses of relay

g RTS girg | PATA Tinlc’_
D :ws SIS | rg L
|
2 :SIJ"S e
=

Figure 3-5 Cooperative MAC with Direct transmission

This case is for the dedicated relay node is unavailable during this period of time. If the

destination doesn’t receive the RCTS message, it will reply the CTS message back to the

source in a SIFS duration time. Then the source transmits the DATA frame in a SIFS duration

time. The destination replies the ACK frame back to the source if it has received the DATA

frame. The source will restart the transmission scheme with relay node selection if it has not

received the ACK frame.

For example, in Fig. 3-2, the transmission between node 0 and node 1 needs a relay and

node 2 is selected to be the relay. Unfortunately, node 2 can’t transmit RCTS message when

overhearing the RTS message which require node 2 to be the relay.
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3.4 An Example which Illustrates the Algorithm

The scenario of this example is depicted as Fig. 3-6. There are two connections: Flow

0-1 and Flow 4-5.

(a}
Neighbor table of node 0
NodeID | snr | way | Lot
update
2 20 Totts | Theno 2
3 18 null | Ty s
Neighbor table of node 1
Node ID | SNR NAV Last
update
) 2 20 Totts | Theno 2
3 18 null T||,;-u,_1_3
(b)

Neighbor table of node ()
NodeID | SNR | Nav | D

.................... i
2 20 To*to | Theno 2
@ 3 18 nall | Tieiio_3
| Neighbor table of node 1
NodeID | SNR | Nav utj;;
2 20 Totte | Thelio 2
3 18| mull | Ty s
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Figure 3-7 An illustration of the scheme to improve the spatial channel reuse

The assumption of this scenario is that the channel state information of Node 2 measured
by Node 0 is better than that of Node 3 and the channel quality between Node 0 and Node 1 is
too bad to complete the transmission by the direct transmission.

The result of this example may be different with different relay selection schemes. The
description is divided into two cases:

In case 1, as illustrated by Fig. 3-7 (a), at the beginning, Node 4 sent a RTS message to
the Node 5. Node 2 overheard this RTS message and set the NAV for the duration time of the
transmission. Node 0 selected Node 2 as the relay only based on the channel state information
of the source-relay-destination path. But Node 2 is blocked by NAV set by the RTS message
transmitted by Node 4. Hence, Node 2 couldn’t help Node 0 to relay the DATA. As a result,

only one transmission was successfully completed.
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In case 2, as illustrated by Fig. 3-7 (b), at the beginning, Node 4 sent a RTS message to
the Node 5. Node 2 overheard this RTS message and set the NAV for the duration time of the
transmission. In a short period of time passed, Node 2 and Node 3 broadcasted the short hello
messages. The message transmitted by Node 2 contained the NAV information which is
obtained from the duration field of the RTS message transmitted by Node 4. Based on the
proposed NAV-RS, when Node 0 wanted to initiate the RTS message, Node 0 selected Node 3
other than Node 2 to be the relay node. Finally, the both two transmissions were transmitted

successfully and the spatial channel reuse has been improved.
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Chapter4 Performance Evaluation

In this chapter, the performance evaluations of 802.11 DCF, Opportunistic Relaying (OR)

and Relay Selection based on NAV (NAV- RS) will be proposed by using ns-2 simulator [15].

4.1 Simulation Environment

The wireless channel model used in the simulation is “802.11b”. As a famous
international standard for wireless local area networks, 802.11b uses different modulation
schemes (BPSK, BPSK, QPSK, and CCK) which provide four physical layer rates ranging
from 1 to 11 Mbps (1Mbps, 2Mbps, 5.5Mbps, 11Mbps).

The propagation model used is “TwoRayGround”. The two-ray ground reflection
model considers both the direct path and a ground reflection path. This model gives more
accurate prediction at a long distance than the free space model. The received power at

distance d is predicted by [15]

P.G,G,h’h,’

P.(d)=
- (d) e

, (4.1)

where P is the transmitted signal power. G; and G, are the antenna gains of the transmitter and
the receiver respectively. L (L > 1) is the system loss. G = Gy =1 and L = 1. h; and h, are the

heights of the transmit and receive antennas respectively.

In this simulation, the error model used is based on [16]. This error model can be used to
simulate wireless transmission error due to bad channel quality. It determines whether one
frame is transmitted correctly by the BER which is obtained from the relationship between
BER and SNR & Modulation. The relationship is indicated by Table 4-1, which is gotten
from curves of Intersil HFA3861B specification [17]. Hence, SNR need to be calculated to

get BER.
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Table 4-1.Intersil HFA3861: The Relationship between BER and SNR & Modulation

SNR (dB) BPSK(1Mbps) | QPSK(2Mbps) | CCK5.5(5.5Mbps) | CCK11(11Mbps)
5 Se-2 6e-2 4e-2 1.2e-2
6 Se-2 6e-2 1.3e-2 6e-3
7 1.2e-2 1.7e-2 4.1e-3 2e-3
8 4.1e-3 6¢e-3 1.3e-3 Te-4
9 1.1e-3 1.7e-3 3.3e-4 2.5¢-4
10 2.2e-4 4e-4 8e-5 8e-5
11 4e-5 6.3e-5 1.5e-5 2.7e-5
12 2.9¢-6 8.9e-6 2.7e-6 8e-6
13 3.6e-7 1.3e-6 Se-7 1.9¢e-6
14 4e-8 2.7e-7 S5e-8 3.9e-7
15 3e-9 4e-8 le-8 1.02e-7
16 1.8e-10 4e-9 1.1e-9 3e-8
17 1.8e-10 4e-9 1.1e-9 4e-9

In this simulation, the system is heavily loaded. There are three different scenarios. The

parameters based on the specification of Orinoco 11b card in this simulation are showed in

Table 4-2.

Table 4-2.Parameters used in this simulation

Parameter Setting
MAC header 272 bits
PHY header 192 bits

RTS 352 bits
CTS, RCTS 304 bits
ACK 304 bits
Slot time 20 S
SIFS 10 S
DIFS 50uS
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4.2 Performance Metrics

The performance metrics measured in the simulation include the network throughput,
service delay, transmission times, loss rate, and transmission cost as defined below:
A) Network throughput (KB/sec)

The summation of the packet sizes in all flows in a given period of time.

B) Service delay (s)

The time duration from when the packet becomes the Head-of-Line packet in the buffer
till it leaves the system. In this simulation, the service delay is the time duration from when
the source start to send the RTS message till the destination receives the data. Besides, the
service delay is the average delay of all received data frames. The lost data frame will not be
considered to calculate the mean service delay in a given period of time.

C) Transmission times

The times that the source transmits the data to the destination, includes the first
transmission and the retransmission times if the transmission fails.
D) Loss rate

The received data packets to the total generated packets ratio.
E) Transmission cost (s)

The time duration that the medium is occupied by a successful transmission no matter
how many times of the retransmission
F) Throughput gain (%)

The improved throughput which uses cooperative communication compared with 802.11.
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4.3 Simulation Result

In the first scenario, the number of stations is six. Each station has no mobility. There is
one traffic connection between Node 0 and Node 1 (flow 0-1) and another traffic connection
between the Node 4 and Node 5 (flow 4-5). The max number of packets which arrive at the
flow 4-5 is 10000. Packets arrive at each connection at a rate of 200 packets/sec and each
MSDU packets is 512 bytes in length. This scenario is depicted in Fig. 4-1.

The simulation result is the average of results in 5 runs in which the distance between the
Node 0 and Node 1 varies. In these runs, the distance between the Node 0 and Node 1 is far,
so the connection of the two nodes needs a relay node to help relay the data. Otherwise, the
performance of this connection may get worse due to the high error rate. Besides, the location
of Node 2 is more closely to Node 0 and Node 1 than Node 3.

In the following simulation, the opportunistic relaying (OR) will be compared with the
proposed relay selection scheme based on NAV (NAV-RS) and different lengths of hello
message interval will be used. For example, NAV-RS 0.01 expresses that the proposed relay

selection scheme based on NAV which the length of hello message interval is 0.01 second.

e Elow 4-5's Max
packet 5=10000

Figure 4-1 Topology of Scenario 1
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Figure 4-2 Service Delay of 802.11 vs. OR vs. NAV-RS with different hello message intervals
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Figure 4-3 Throughput of 802.11 vs. OR vs. NAV-RS in different hello message intervals

We observed the impact of “hello message” frequency on service delay and throughput.
As indicated by Fig. 4-2 and Fig.4-3, when the hello message internal is short as 0.01 seconds,
it may cause more collisions and waste more channel usage to transmit the hello message. As
a result, the performance is worse. After increasing the length of hello message intervals, we

can alleviate the overhead of hello messages, but when the lengths of hello message intervals
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exceed 0.05 second, it reduces the accuracy of information obtained by hello messages. Thus,

we adopt “0.05 second” as the length of hello message interval in the following simulations.
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Figure 4-4 Service Delay of 802.11 vs. OR vs. NAV-RS in Scenario 1

As indicated by Fig. 4-4, when the time is at 50" second, the number of arrived packets
of flow 4-5 reached 10000. As a result, the effect caused by the flow 0-1 is gone. The delay
decreases in the opportunistic relaying and NAV-RS. But, the influence affected by the flow
4-5 is lower in the proposed NAV-RS. This is because NAV-RS not only selects the relay
which can help relay the data but also considers whether the relay candidate is appropriate or
not to help relay the data. In this scenario, the opportunistic relaying is more likely to select
Node 2 with the relay node because of the better channel quality in the path 0-2-1 due to the
location of Node 2 and Node 3. On the other hand, in the proposed NAV-RS, the times to
select Node 3 to be the relay node is less because the dense traffic near Node 3 leads the hello
message sent by Node 3 will more likely to carry with the NAV information to prevent being

selected for relaying.
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Figure 4-5 Throughput of 802.11 vs. OR vs. NAV-RS in Scenario 1

From Fig. 4-5, it can be showed that the performance of throughput in our relay selection
scheme outperforms that in opportunistic relaying scheme and the performance of throughput
with cooperative communication is better than that in 802.11. The decreasing of throughput at
about 50™ second is because of that the number of arrived packets of flow 4-5 reached 10000
and no packets arrived at the flow 4-5. After about 50" second, the throughput is equal to the
throughput of the flow 0-1. The reason for that the proposed NAV-RS outperforms than
opportunistic relaying (OR) is the same as the reason for the performance of Service delay

which is discussed.
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Figure 4-6 Flow 0-1’s throughput of 802.11 vs. OR vs. NAV-RS in Scenario 1

As indicated by Fig.4-6, the performance of throughput in OR is worse than

NAV-RS because of the flow 4-5 before the 50" second.
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Figure 4-7 Transmission times of 802.11 vs. OR vs. NAV-RS in Scenario_,-li y
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The number of the average transmission times in our method is lower than the average
transmission times in the opportunistic relaying scheme and 802.11 indicates that the
probability to successfully transmit the data is higher in the proposed NAV-RS. In our method,

the sender is more likely to select the relay node which is not interfered by other traffics.
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Figure 4-8 Loss rate of 802.11 vs. OR vs. NAV-RS
Figure. 4-8 shows that in the proposed NAV-RS, the loss rate is very low while the loss
rate is increasing in the opportunistic relaying and 802.11. This is because the impact of the

neighbor traffic.
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Figure 4-9 Transmission cost of 802.11 vs. OR vs. NAV-RS
In Fig. 4-9, it shows the transmission costs of different protocols. The transmission cost
in the worst case of 802.11 is lower because it doesn’t use the cooperative communication.
But in the average, the transmission costs in 802.11 and opportunistic relaying (OR) are both
higher than that in the proposed NAV-RS. Both using cooperative communication, the

performance of NAV-RS is better than that of opportunistic relaying.
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In the second scenario, the number of stations is six. There is one traffic connection
between Node 0 and Node 1 (flow 0-1) and another traffic connection between the Node 4
and Node 5 (flow 4-5). Packets arrive at each connection at a rate of 200 packets/sec and each
MSDU packets is 512 bytes in length. Different from the first scenario is that Node 1 is near
Node 0 at the beginning and moves away from Node 0 at a speed of 4m/sec. So, the
communication state of flow 0-1 will get worse with the increasing distance between the two

nodes .This scenario is depicted in Fig. 4-10.

Figure 4-10 Topology of Scenario 2
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Figure 4-11 Service Delay of 802.11 vs. OR vs. NAV-RS in Scenario 2

In Fig.4-11, at 87" second, the mean service delay increased rapidly. This is because the
long distance between Node 0 and Node 1 causes the attenuation of the power and the SNR is
too low to transmit packets directly. It’s about the time to start the cooperative mode.
Otherwise, the high error rate may cause the data be dropped frequently. We are showed that
the cooperative mode is activated and the performance differs.

The opportunistic relaying scheme may be affected by the other connection causing the

delay being higher than that in our proposed relay selection scheme.

34



put(EB

Through

\\ \Kn\n
105 \
190 \\
185
180 80211 |—
o OR

ol —— NAV-RS | |
17{} 1 1 1 1 1 1 1 L 1 1 1 1 1 1 1 1 ] 1 1 1 1 1 1 1 1 I 1

4 12 10 28 36 44 52 60 68 76 84 92 100 108 116

Time(g)

Figure 4-12 Throughput of 802.11 vs. OR vs. NAV-RS in Scenario 2

As indicated by Fig. 4-12, the performance of our proposed NAV-RS is the most stable

and better than OR and 802.11.
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Figure 4-13 Flow 0-1°s throughput of 802.11 vs. OR vs. NAV-RS in Scenario. 2

35



4.5

——802.11
4 —o0— OR
—— NAV-RS
35
3 [
25 r

Transmission times

.| e
| o=

0.5

4 12 20 28 36 44 52 60 68 76 84 92 100 108 116
Time(s)

Figure 4-14 Transmission times of 802.11 vs. OR vs. NAV-RS in Scenario 2

Fig. 4-14 shows that the transmission times in our proposed NAV-RS is much lower than

that of opportunistic relaying and 802.11. The result is corresponsive to the result of loss rate.
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Figure 4-15 Loss rate of 802.11 vs. OR vs. NAV-RS in Scenario 2
As showed in Fig. 4-15, in the proposed NAV-RS is about to have no loss.
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Figure 4-16 Transmission costs of 802.11 vs. OR vs. NAV-RS in Scenario,2
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In the third scenario, there are 10 nodes distributed in the simulation topology. There’s at
least one connection needs the cooperation relay. The scenario is depicted as Fig. 4-17. We

have several runs in this scenario with the packet size of 512 KB and 1024KB for each run.
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Figure 4-18 Throughput of 802.11 vs. OR vs. NAV-RS with different packet size
In Fig. 4-18, we can see that no matter the packet size is big or not, the performance

of throughput in our relay selection scheme is better.
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Figure 4-19 Throughput gain of OR vs. NAV-RS

Through Fig. 4-19, it is showed that our relay selection scheme outperforms the
opportunistic relaying scheme when there’s other traffic interfering. The opportunistic
relaying select the “best” relay based on the instantaneous channel quality between the relay
and the source as well as the quality between the relay and destination. But it doesn’t consider
about the coexisting connection at the same time. The participation of the relay may affect
other connections because the extended sensing area of the relay node. Besides, the

transmission by the relay may be interfered by other traffics.

One may notice that with the increasing of the packet size, the improved percentage
decreases in our method while increasing in opportunistic relaying. The possible reason is that
as the overhead of the hello message in our relay selection scheme may collide with the

transmission of data.

g&,ﬂ 11T e,
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In the last scenario, there are 16 nodes randomly distributed in the simulation topology.
There are 8 connections which are randomly set. The traffic type is CBR for each connection.

The packet size is 512 byte and the rate is 512Kb per second. The simulation time is 50

seconds. All traffic are started at 1™ second.
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Figure 4-20 Throughput of 802.11 vs. OR vs. NAV-RS in Scenario 4

As indicated by Fig. 4-20, the performance of throughput in opportunistic relaying and
NAV-RS are better than that in 802.11. The performance of throughput in OR and NAV-RS
are similar. The possible reason may be that the location of nodes and connections are

randomly set. As a result, sources could not find a better relay for them.
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Chapter5 Conclusion and Future Work

At the beginning, the reasons that the wireless networks becomes popular is mentioned
but unfortunately there’re still some limitations to the wireless network like the attenuation
due to propagation and the fading caused by the multi-path problem. After that, the
cooperative communication is introduced which includes why the cooperative communication
can help and how the cooperative communication works to improve the throughput and
reliability.

Later, we focus on the relay (partner) selection scheme in MAC layer. Several
cooperative protocols with relay selection scheme are introduced in related works. By
studying the related works, it is observed that most proposed relay selection scheme aim to
select the relay by measuring the instantaneous channel state information but rarely consider
the interference of other coexisting traffics and the problem of the extended sensing area due
to the participation of the relay. Thus, a relay selection scheme based on NAV which considers
neighbor traffic of the relay is proposed. In the proposed relay selection scheme, the purpose
is to select the relay which is less interfered by other traffic and is qualified to help relay the
data.

Through the simulation by using the ns-2 simulator, we can see that the performance of
throughput and delays in the proposed scheme are better than that in opportunistic relaying
and original 802.11 in some scenarios. After observing the impact of the frequency of hello
messages, we have chosen a suitable value as the parameter of lengths of hello message
intervals. In randomly distributed networks, sources may not find a better relay for them, but
the performances are still better than that in original 802.11.

In the future work, we can do the mathematical analysis for the proposed scheme and the
next step is to observer the relevance between the proposed scheme and the issue of hot spot

avoidance.
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