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A Statistical Voting Scheme for Detecting
Compromised Nodes in Clustered WSNs

Student: Ji-Shu Su Adyvisor: Dr.
Shiuhpyng Shieh
Department of Computer Science

National Chiao Tung University
Abstract

Node compromise poises security problems to wireless sensor networks
(WSNs), such as attacks based on fabricated reports or false votes on real
reports. Most conventional methods address these problems at a location
several hops from the attacker, which results in high resource consumption
and the spread of damage across the network. We propose a statistical voting
scheme to solve this problem within a 1-hop cluster while minimizing the use
of extra resources. Through statistical analysis; we compute reasonable data
ranges of each sensor to pinpoint inside attackers. After analyzing the
probable behavior of compromised nodes, our scheme can limit the damage
caused by compromised nodes within-arcluster. Through both analysis and
simulation, we demonstrate that<the. statistical 'voting scheme can provide

strong protection against these critical threats.
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1. Introduction

Wireless sensor network (WSN) consists of a large number of small,
inexpensive, battery-supplied communication devices densely deployed
within a range of geographical space. It offers economical practicable
solutions for many applications including monitoring factory instrumentation,
pollution levels, freeway traffic, nature environment monitoring, surveillance,
disaster management, target tracking, and the structural integrity of buildings.
The functions of WSNs are mainly to be used for gathering useful
information related to the surrounding environment. (e.g. temperature,
humidity, seismic and acoustic data, etc.)

“Energy or power consumption” is commonly considered as the key
challenge in the design of WSNs. Individual sensor is expected to be low-cost,
small size, and power conserving. However, most applications involving
WSNs will ask for the unattended use over a long time. But the
battery-supplied sensors of WSNs are with rare.or no possibility to meet that
requirement. So how to prolong the lifetime of WSNs by means of conserve
the energy or power of sensorsis the eritical problem to be solved.

In resent years, a considerable.numbert of published research works
about wireless sensor networks have dealt with the issues of “energy or
power consumption” problems [2][3][5-8]. Most of these works are proposed
to minimize the energy usage of sensors and, therefore, success to prolong the
operational lifetime of the entire network. The main ways are (1) to reduce
the sum of inter-node communication, or (2) prolong the sleep time of sensor
nodes. The researchers of these works also commonly agree with that WSNs
of cluster-based architecture have the effect of advantages of these two ways,
(1), (2) to prolong the network lifetime. Accordingly, WSNs of cluster-based
architecture are considered as the most energy-efficient and most long-lived
class of sensor networks.

Because of the low-cost and low tamper-resistant features, sensor nodes
are vulnerable to physical captured. We should consider that the nodes within
networks may be compromised by an attacker as a possible condition, when

designing a secure sensor network. If a node is compromised, all the
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information it keeps would also be revealed including keys of the data
authentication, the pare-wised keys and the session keys. As a consequence,
an adversary can carry out an inside attack with nodes compromised. Besides
to disabled nodes, compromised nodes could actively seek a way to paralyze
the network such as making and transmitting fake messages to let the
conditions of the environment un-trusted [12-18].

Furthermore, cluster-based wireless sensor network often reduce
communication overhead by means of message aggregation by
clustered-heads or sinks. But message aggregation results in more degree of
difficulty in security. Each intermediate node which was compromised can
modify, forge or discard message, or simply transmit false values to
aggregator.

One of these inside attacks is the fabricated report attack, which means
compromised nodes may pretend to have detected nearby events or forward a
fabricated report supposedly originating at anether location to aggregator. If
there is no secure mechanism te protect the network, adversaries could claim
non-existed events nearly to -aggregator. This kind of attack will not only
waste the effort to report but also.provide-an un-trusted condition of the
networks to managers. Several‘resent researcheés [19-21] about this have
proposed mechanisms to filtrate injected fabricated reports in the packet
forwarding process.

The basic ideas of their researches are: some symmetric keys are saved
in every node. When events occurred, several sensors would collect data with
multiple message authentication codes (MACs). A MAC is generated by a
node which uses one of its symmetric keys and it represents the authenticated
signature from the transmitter of the report. In the process of which a report
arrives to the aggregator over multiple hops, each forwarder verifies the
correctness of the MACs carried by the report. When the verification failed, it
means the report was modified. Once, an incorrect MAC is detected. That
report would be dropped by forwarders.

These mechanisms offer an efficient way to solve the fabricated report.
But these ways also result in another threat called false votes on real reports

attack. This attack is that the attackers may inject false MACs for every real



report. If the methods are used, all these real event reports would be dropped
during the process of forwarding.

A probabilistic voting-based filtering scheme (PVFS) [18] offers an
efficient scheme to address these two types of attacks simultaneously by used
of voting method under the clustered organization of WSNs. It used a
designed probability to select intermediate cluster-heads as verification nodes.
The verification would not drop a report immediately after finding a false
vote; instead it records the result of current verification. When the number of
false votes reaches the design threshold, the report would be dropped.

But there are some problems in these previous researches. They address
these problems at a location several hops from the attacker, which results in
high resource consumption and the spread of damage across the network.

In this paper, we design a statistical voting scheme for detecting
compromised nodes under the clustered-organized wireless sensor networks.
In order to prevent the damages caused by compromised nodes expend into a
large range of the network, we use the,cluster-heads as the detectors to detect
the compromised nodes locally inside -the 1-hop cluster. Each of the
non-clustered-heads is not only the voter in-the scheme but also probable the
compromised node. We use some statistical analysis techniques to filter the
voters and compute the reasonable range of data value to judge whether the
destination is compromised or not. The neighbors of each node are its voters.
In order to promise the correctness of reasonable range, the assumption that
there are less than half of neighbors compromised would be the requirement
of our scheme.

The contribution of this thesis are as follow :

1. All these researches are success to make the damages of these two
attacks (fabricated report attack and false votes on real reports attack)
inefficient. But they can not detect the compromised ones and make the
inside attacker disappeared completely. Our scheme can not only make
these attacks inefficient but also capture the compromised ones.

2. We use cluster-based organization in our design. By processing detection
locally, the damages from different clusters can not influence each other.

It limits the damages caused by compromised ones into a cluster.



We present a statistical voting scheme for detecting compromised nodes
with statistical analysis techniques. By the process of scheme, the
correctness of the aggregated result would be guaranteed.

The remainder of this paper is organized as follow. Section 2 introduces
the related works and researches about secure clustering in WSNs. Several
security threats with countermeasures will also be introduced in this section.
In section 3, we describe the detail of the statistical voting scheme. Section 4
gives a formal analysis of the clustering environments, simulation analysis,
discussion, and security analysis. The conclusion and references are in

section 5 and section 6.



2. Related Work

There are three parts of this section. First we introduce the
resent researches of clustering in WSNs. Second we give an
introduction about the extended security issues in clustered WSNs
with several countermeasures. Finally, the works about solving
security threats caused by compromised nodes in clustered WSNs

are mentioned.

2.1 The Clustered Organization in WSNs

Resent works [1] have proved that the efficiency of traffic in the clustered
organized wireless sensor network is better than non-clustered wireless sensor
network. They used mathematical analysis to compare the sum of
transmission between clustered WSNs and non-clustered WSNs. In a wireless
sensor network with clustered: organization, the ‘sensor nodes are gathered
into a set of disjoint cluster. There 1s one elected leader of each cluster, the
so-called cluster-head (CH). The members‘of one cluster do not transmit the
sensed data directly to the sink, but-only-totheir elected leader — cluster-head.

The duties of the cluster-head in each cluster are :

® To coordinate among the members of their clusters and aggregate the
data of members.
® To transmit the aggregated data directly or multi-hops to the sink.
The meaning of data aggregation is that sensor nodes may generate
significant redundant data; packets with similarity from multiple nodes can be
aggregated (compressed) to reduce the number of transmissions. Data
aggregation is the combination of data from different sources according to
certain aggregation function. (e.g., duplicated suppression, minima, maxima,
and average)
There are two advantages provide by clustered WSNs over non-clustered

WSNs

® By localizing data transmissions within the constructed -clusters,



clustered WSNs are able to reduce the volume of inter-node

communication. As a consequence, it decreases the overall number of

transmissions to the sink.

® By allowing the elected clustered-heads to coordinate between sensors
inside clusters, clustered WSNs are able to extend the sleep times of
sensors. Furthermore, by applying some form of TDMA-based
scheduling, it can optimize the activities of other cluster members.

The questions are that: 1. Are all clustering schemes equally effective in
extending the lifetime of WSN? 2. How should the optimal WSN clustering
looks like? 3. What are the optimal positions and sizes of clusters? According
to the works [1], not all clustering scheme are equally effective. Only when
positioning the clusters within the isoclusters of the monitored phenomenon
can guarantee reduced energy consumption and a longer lifetime of the
network. Isocluster is an area of the points which have the same value or lie
within a certain limited value range:

The main goal of clustered:organized WSNs is to prolong the life time of
the networks. There are lots of ‘algorithms to achieve this concept. One of
these algorithms is “Low-energy adaptive-clustering hierarchy” (LEACH) [8].
It is a well-known work of cluster algorithm for low power wireless
communication. However, it assume that each sensor nodes have unlimited
power and can transmit data directly to the cluster-heads and sink by used of
single-hop routing protocol. Obviously, the assumption is not practical for
real life; the other algorithm “Hybrid Energy-Efficient Distributed
Clustering” (HEED) [7] is a concept of distributed clustering protocols. The
major advantages of HEED are that the election of clustered-head is made
locally according to the local information, and it has proved that the
computation complexity of HEED algorithm is in O (1) iterations. However,
the worse case is occurred when the energy of a node runs very low.
Power-Aware Dynamic Clustering Protocol (PADCP) [2] proposed a low
energy clustering network architecture by improving HEED and adding

several adaptive properties : dynamic cluster range, dynamic transmission

power and cluster-head re-election to further prolong the network lifetime. A

new adaptive energy efficient clustering technique for networking large scale



sensor systems [3] successfully minimizes the energy consumption of
clustered-heads election by monitoring the minimum received signal power

from other nodes.

2.2 Secure Clustering in WSNs

Besides prolong the lifetime of WSNSs, the security issues are relatively
important.  Cluster-based  wireless sensor network often reduce
communication overhead by means of message aggregation by
clustered-heads or sinks. But message aggregation results in more degree of
difficulty in security. Many researchers propose method of security and
energy efficiency separately. In the point of energy efficiency, the methods to
support data aggregation and clustering algorithm are proposed [2-8]. In the
point of security, the method to support compromised resistant [10-14]
encryption techniques and manage a secret key that is applicable to sensor
networks is proposed. Some researches [10] design secure routing protocol
combining conventional routing ;protocol’ with security protocol under
cluster-based wireless sensor-networks. Because of the restrict resources
problem in WNSs, conventional secutity—solutions do not fit into sensor
network system. So they use the SPINS protocol.

SPINS (Security Protocols for Sensor Networks) [11] provides not only
data encryption but also message authentication and user identification
service by used of symmetric key.

SNEP (Sensor Network Encryption Protocol) is one protocol of the
SPINS. It provides data confidentiality, two-party data authentication, and
data freshness, with low overhead. In order to achieve two-party
authentication and data integrity, it uses a message authentication code
(MAC). For example, the two communication parties A and B share a master
key Yag, and the independent keys they derived are using the pseudorandom

function F. The processes of deriving independent keys are as follow :

Encryption keys Kag = Fy(n) (n is a random number known by A and B) and
Kga = Fy(nt2) for each direction of communication, and MAC keys K’ap =
Fy(n+2) and K’gs = Fy(n+4) for each direction of communication. And the

format of the encryption data is : E = {D}« c), where D is the data, K is the



encryption key and C is the value of counter. So the complete message that A
sends to B is

A > B {D}xascay MACK’ACa || {D} K as,ca))-

SNEP offers semantic security, data authentication, replay protection, weak
freshness, low communication overhead.. .etc.

Another famous protocol of SPINS is uTESLA. It not only provides
broadcast authentication but also solves the many inadequacies of the
standard TESLA. uTESLA uses only symmetric mechanisms instead of
initialing packet with a digital signature which is too expansive for sensor
nodes. pnTESLA also saves energy by disclosing the key once per epoch.
Finally nTESLA restricts the number of authentication senders.

The feature of phTESLA is that it requires the base station and nodes be
loosely time synchronized, and each node knows an upper bound on the
maximum synchronization error. In order to transmit an authentication packet,
the base station computes a MAC .on the packet with a key which is a secret
at that point in time. When a node received that packet, it can verify the MAC
key of that packet was not yet disclosed by the base station according to its
time loosely synchronized clock; itsimaxumumssynchronization error, and the
time schedule at which keys are diselosed. The node then stores the packet in
a buffer. At the time that the key was disclosed, the base station broadcasted
the verified keys to these nodes. When the receiver receives the key, it can
verify the correctness of the key by used of the one way key chain. After that
the node can use the key to authenticate the packet stored in its buffer. The

verification of the key is as following :

Each MAC key which is generated by a public one-way hash function F is a
key of a key chain. In order to generate the on way key chain, the sender
randomly computes the last key K, of the key chain as the initial input of F
and repeatedly process F to compute all the keys of the key chain : K; =
F(Kj+1). When the nodes received Kj:; at time interval i, it can verify that by
the rule K; = F(Kj;;). But it cannot back trace Kj;; when it only knows K.

Figure 2-1 is the concept of the key verification.



Receiver K K K s Ky
| | | | | | | —) Time

Sender KEj K K, | B E,4

.

Figure 2-1 the key verification process of g TESLA

Some other researches [12-14] aim to present an effective key management
scheme which improves security of cluster-based WSNs. The secure
distributed cluster formation protocol [9] organizes sensor networks into

mutually secure disjoint cliques.

2.3 Security Threats of Compromised Nodes in Clustered WSNs

Wireless sensor network often reduce communication overhead by
means of message aggregation. But message.aggregation results in more
degree of difficulty in security.” Each intermediate node which was
compromised can modify, forge or discard message, or simply transmit false
values to aggregator.

One of the inside attacks is the fabricated report attack, which means
compromised nodes may pretend to have detected nearby events or forward a
fabricated report supposedly originating at another location to aggregator. If
there is no secure mechanism to protect the network, adversaries could claim
non-existed events nearly to aggregator. This kind of attack will not only
waste the effort to report but also provide an un-trusted condition of the
networks to managers. The other is false votes on real reports attack. This
attack is that the attackers may inject false MACs for every real report. If the
methods are used, all these real event reports would be dropped during the
process of forwarding. The work [18] has presented a scheme to protect from
these attacks.

Node compromise presents many security threats for WSNs. The resent
researches, statistical en-route filtering mechanism (SEF) [19], an interleaved

per hop authentication scheme (IHA) [20], and a location-based resilient
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security solution (LBRS) [21], provide some efficient scheme to protect
WSNs from fabricate report attack. SEF is the first paper that addresses false
sensing report detection problem in the presence of compromised sensors.

But there are some problems in these previous researches. They address
these problems at a location several hops from the attacker, which results in
high resource consumption and the spread of damage across the network.

This paper aims to find a way to solve the problems completely.

10



3. Proposed Scheme

The cluster-based WSNs have been proved the higher performance than
non-clustered [1]. However, one of the important potential factors of the so
called “higher performance” is the degree of correlation between inter-cluster
nodes’ readings. In order to ensure the full performance superiority of
clustered WSNs over non-clustered WSNs, the degree of correlation between
inter-cluster nodes’ readings must be high. One should know that the degrees
of correlation are not fixed. The way to achieve that goal is to make each
cluster binding within the same isoclusters [1].

In addition to lower the number of traffic by packet aggregation in the
clustered WSNs, the security of aggregation is also important. One should
realize that if some compromised nodes always report the fake messages to
cluster heads, it would cause down the performance of aggregation and make
the data invalid. In our scheme,:Wwe use the statistic analysis technique to
detect these attacks. Before constructing:the scheme, we should bind the
range of isocluster first. Following are the requirements in our scheme
1. In order to save the effort of clustering. The time to cluster must be

begun at the time that the event occurred whose range exceeds two hops

away and the clustering positions must be within the same isoclusters.

2. Each sensor node has its own look-up table which can queue sensing
data for a while.

3. Each sensor node knows the information of its neighbors. Sensors
broadcast their information periodically to their neighbors, including the
cluster binding range factor S.- (described bellow), the S> and IDs of its
neighbor...etc.

4. The nodes in the network are quasi-stationary.

5. Time synchronization in the network must be secure and precise.

6. In order to let the sensors know whether event occurred inside the
sensing range or not. There should be a training phase which makes the
sensors know the normal condition of the environment.

7. The numbers of compromised neighbors must be less than half of a

node’s neighbors in WSNs. If there are N nodes which uniformly and
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independently distributed over an area R = [0,L]? in the network (i.e. L
is the length of the field of the network). Think about that if there are
more than half of neighbors compromised. Then the total numbers of
compromised nodes was N/2. And the network was almost crash. Figure

3-1 shows the scenario of the compromised case of the network.

L
b L] @ &
& L ] @
-L & & & &
L ] L ] &
L L L ] &
& * @
Normal nodes
¢ Compromised nodes

Figure 3-1 A scenario of
compromised nodes in the

Wireless Sensor Networks

3.1 Dynamic Range Binding of Isoclusters

In order to increase the degree of correlation between inter-cluster
nodes’ readings, we should bind the range of isoclusters first. Than, we use
HEED protocol [7] to achieve clustering within the isoclusters.

Before binding the range of isoclusters, we should compute the cluster
binding range factor S¢- of each node to judge whether or not the node should
be included in the range. The standard of S.> of each node will be known at
training phase of the network.

Figure 3-2 is the data structure of the sensor’s look-up table. As time go
by, sensors sense data and store the contents in the look-up table. They can
queue data for a while (in figure 3-2, sensors can queue data from time slot T,
to time slot Ts) and compute the mean value M; (see figure 3-1) of data D;

real-time in each column of look-up table. Each Djj of the table means the

12



sensing data of data type D; at time slot T;.

Data _
Time ~ _Type| D; | D2 | D; | Dy | Ds
Interval
T, Dy [ Dai | D3y | Dag | Dsy
T Dis | Dz | Dss | D | Dex
T Diz | Dy | D3z | Dss | Dss |
T4 Dis | Dy | Dag | Dag | Dsg
Ts Dis | Dzs-| D3s | Das | Dss
Datalevel | Ly | Ly | Ly | Ly | Ls

Figure 3-2 The data structure

of sensors' look up table

Figure 3-3 shows the data range reference table of each data type (the
data range is predefine at training phase of W.SNS), it contains the range of
each data type in normal condition and divides several levels of values of

each D;. Rjj define the range of'data 'valueDilocated in R;.

Data
Data ~_Type | D; | Dz | D3 | Ds. | Ds.
Range
Normal Range+ Rpy | Rps | Rps | Rps | Rps
Ry Rit | Rz | Ray | Rap | Ry
Rz Riz | Rez | Raz | Ry | Rsp
R Riz | Ras | Raz | Ruz | Rs3
Ry Ris | Raa | Rag | Ryq | Rsa

Figure 3-3 The data range referenced table of

If the Data Level of each L; = R; in Figure 3-2 means that the mean value M;
locates at range R; in Figure 3-3.
The standard of cluster binding range factor of the node would be :

S¢ = a1Rp; toRpy +a3Rps. . +aiRp; (i is the number of data type)

13



For each a; of S, is the weight of normal range Rp;( i.e. a; +op +....+ a;=1, If
the number of data type sensed by sensors in WSNs is one, o =1 ). The way to
compute S, is the same as S..

Then we can judge S, from S.. If S¢» #8S,, it means there are some events
occurred at the range of this node. The sensors will record the abnormal data

type and inform its neighbor its S-.

(22}

Sensors inside the range of event
¢ Sensors ouside the range of event

Figure 3-4 The scenario of isocluster binding range.
The one who located at the border of binding range
will know that condition itself

When events occurred in the network, the S, of sensors would be
different from the Sc. Depending on the information exchanged periodically
by sensors, the sensors will know whether their neighbors and the ones who
is two hops away from them were in the range of isoclusters or not. When
sensors get the information that their two hops away neighbors are in the
range of isoclusters, they will broadcast “starting clustering” messages and
start to cluster. The sensors which were located on the boundary of isocluster
would know themselves (see Figure 3-4), because they know the S, of their
neighbors. When the ones who were located in the isocluster got the
information that the S, of their neighbors equal to S., they are on the

boundary of isocluster. Figure 3-4 shows a scenario of isoclusters binding
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range. The node with blue colored represents that they were located in the
range of isoclusters, vise versa. The degree of color on the background is
represented as the degree of event. The node circled (see the node located in
the middle of circle) is on the border of the isocluster. When it got the
information (i.e. S¢) of its red colored neighbors, it knows itself that “I am on
the border of the isocluster”.

After binding the range of clustering, we use the HEED protocol [7] to
execute the detail action of clustering. The clustering process of HEED
terminates in O(1) iterations and the network topology and size do not
influence that. But there are some problems of the HEED protocol. At the end
of finalization of HEED, the nodes with smaller cost would have higher
probability to be chosen as the cluster-heads. For others, each of
non-cluster-heads will join the clusters with messages heard from the
cluster-heads. Otherwise it is elected as cluster-heads. Consequently, a node
is guaranteed to be either a cluster-héad or a'non-cluster-head which belong
to a cluster. However, the worst ¢ase of the HEED-protocol will make a node
cluster only itself. That means the number of members in the cluster is only
one (i.e. cluster-head). The problemthas been-solved by some works [2] [3].
Figure 3-5 shows the topology of elusters in WSNs of figure 3-4. When the
isocluster is bound by sensors, it would be clustered into several clusters by

process HEED protocol.
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* (Cluster-heads Non-cluster-heads

Figure 3-5 The topology of clusters in WSNs
of figure 3-4

3.2 Construction of Detection Scheme |

In order to either protect :WSNs. from these-attacks that compromised
nodes may transmit fabricated contents of messages to cluster-heads and
make the data aggregation incortect; We.proposed.a statistical voting scheme.
This scheme computes the reasonable data range.of each sensor and uses it to
judge each sensor for a while. With the effect of trust-worthy formula, the
clustered-heads would know which non-clustered-heads were compromised.

There are three steps of the detection process :

1. Trusted samples filtration.
2. Reasonable data range analysis.
3. Judging of compromised nodes.
3.2.1 Trusted Samples Filtration

The clusters in WSNs formed when there are events occurred nearby, so
the data ranges in one cluster were limited. Therefore, we use the neighbors
of a node which is the destination of detection as the voters to vote that
whether the destination is compromised or not. The problem is that each
non-cluster-heads is not only the destination of detection but also a voter. If
there were some compromised nodes between neighbors, the degree of

accuracy would be very low. So we have to choose the trustful samples to

16



trust them as voters. According to retirement 7, the numbers of compromised

neighbors are less than half of a node’s neighbors in WSNs. Figure 3-6 shows

the parameters used by following steps.

1.

After receiving the data from non-cluster-heads, cluster-heads compute
the M; at each time slot T;. (the number of time slots is the same as that
in the look-up table of each sensors)

Find the half of data set at T; that most close to the M;. According to
requirements, the neighbors who transmit these data are the trust voters.
In order to judge the remainders is worthy to be trusted or not, we use
the standard deviation E; to identify. If the value of the difference e from
M; to data (e = Dj; - M) is less than or equal to E; (i.e. e <= E;), we then
consider that node which transmit that data as a legal voter. The reason
why choose E; to identify whether the remainders are trustful or not is
that the standard deviation E; represents the arrangement of data. If
standard deviation is high, it meéans the range of data spread loosely and
vise verse. Furthermore, all normal density curves satisfy the following
property which is often referred to as the Empirical Rule. 68% of the
observations fall within 1-standard-deviation of the mean, 95% of the
observations fall within 2 standard deviations of the mean, 99.7% of
the observations fall within 3 standard deviations of the mean. Thus,
for a normal distribution, almost all values lie within 3 standard
deviations of the mean.

The chosen voters of each T; may be different. We chose the ones who
were chosen most of the time.

After processing these three steps, the data of chosen voters would be

the trustful samples.

If sensors sense more than one data type, the sensor would mark the data type

of event and the detection process would go onto that data type.
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S The destination of detection

N The number of neighbors of S

T; The ith time slot, sensors sense data once each T;

M; The mean value of data at ith time slot sensed by neighbors of S

E; The standard deviation of the data at ith time slot

Figure 3-6: The parameters of sample filtration in detection

3.2.2 Reasonable Data Range Analysis

When cluster-heads know who the voters of the detection destination are,
they can compute the reasonable data range of the destination at each time
slot. We use regression analysis technique to make cluster-heads achieve that
task.
In order to adjust the data of voters into reasonable range, the regression
technique will help that. Figure.3-7 shows the data structure of regression
analysis. When cluster-heads get the data (i.e. Djj) ‘of voters at each time slots,
they will compute the mean value M; of each voter’s data and the mean value

m; of data at each time slot.

Time Slots
T, T; T T; |Sum |Mean |Effect of sensors
Sensors
S Dy | Dz | Dis sove | Wg K, M, a
S, Dy | Dy | Dy i Dis | Kz M, ag
Ss Dsr | Ds | D . D7 K5 M; as
Ss | Dy | Dz | D | .. | D | K | M a
Sum Ig; - I I; ki K
Mean. m; m; ms s ny M
Effect by b, b; . b;
of Tj

® D; is the data of sensor 1 at time slot T;

Figure 3-7 The data structure of regression analysis
The effect of sensors a; and the effect of Tj, b; would be :
ai=m;— M
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(j is the number of time slots in look-up table of each sensor)
b;j=M;—M (iis the number of voters)
Then we compute the fitted value D’;; of each Dj; -
D’ =M + a; + b;
After compute the fitted value D’;; of each Dj, we would have the identical
form of data at each time slot. But these are not the final result of range. We
have to consider the residential differences between Dj and D’;. The
reasonable data of detection destination should be in the range of the data
value provided by voters, so we must add the residential differences to D’;;.
D7jj =D’ + (D% — Dyj) = 2D’ — Dj
Finally, we find the up-bound U; and low-bound L; of data Dj; at each

time slot T; and these would be the reasonable range (from Uj to L; at Tj).

3.2.3 Judging of Compromised Nodes

When the cluster-heads wantto detect the,non-cluster-heads by judging
whether they transmit spoofed data otr-not, they“can use the data of their
neighbors to achieve detection. After processing first and second steps of the
scheme, the cluster-heads then’get the reasonable range of data value to judge
the destination. However, it is not cerrect thatif only one data transmitted by
destination was out of reasonable range, the cluster-heads would consider the
destination as a compromised one. There should be a trustworthy formula to
make the decision.

Let the trustworthy value of sensor S; is W;. If the data of destination at

time slot Tj is out of reasonable range, then :

W; =W, —p; xe (ie. e is the effect of un-trustful value.)
Ifp;<1
Then p; = pj.1 + p (p is pre-defined relation probability).
Else p; = 1.

If the data of destination at time slot T; is inside the reasonable range, then:
W; =W, +e (i.e. ¢ is the effect of un-trustful value.)

After detecting j times, we should consider the trustworthy value W; of sensor
Si. If W; is less than the standard threshold, S; has been compromised and vise

versa.
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4. Evaluation
In this section, we first analyze the environment where the
simulations process in. Second, we show the result of our
simulations and discuss several factors that can probably influence
the results. Finally, we give a list of security discussion to our

scheme.

4.1 Environmental Analysis

The environment of our scheme should be based on the architecture of
clustered organized wireless sensor networks. Contract to the traditional
clustered WSNs, the action of clustering begins after the time that event
occurred and locates within the isoclusters. As a consequence, the
geographical locations of clusters are just right on the locations of events. So
the range of data values is limited‘into a small scope. And the precision of
detection for compromised nodés would-be reasonable. But there are still two
problems of our dynamic clustering environment.
1. What is the size of clusters are suitable-for the scheme?

2.  What is the relation between the isoclusters-and the number of clusters?

o * ~ = * . . * *
dI e | @ .| @ . . * - .
d

Figure 4-1 Areas of equal hop-distance to sink

First, we should define our analytical environments:

We assume there are N nodes which uniformly and independently distributed
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over an area R = [0,L]* in the network. In figure 4-1, each distance of the side

of grids is d. The hop counts which transmission between adjacent position

nodes is one hop away.

Following are the proof and analysis of these two problems.

l.

In the HEED protocol, the number of hop counts from non-clustered
heads to cluster-heads is 1. The smaller size of cluster, the higher
precision of the scheme. But one thing we should know that if the
numbers of sensor in one cluster are too small, the performance of
clustering would very low. The optimal number of the sensors in the
cluster is 9. In depend of the locations that events occurred, the time of
clustering would change. Figure 4-2 shows one cluster of the WSNs in

our environment.

¢ (Cluster-head
¢ Non-cluster-head

Figure 4-2 The one hop cluster size
in the point of geographical view

The size of one-hop cluster in the point of geographical view is -
(d+d+d)*=9d>.

The number of clusters depends on the size of isoclusters. According to
previous discussion, the size of one cluster in the point of geographical
view is 9d*. Assume that events occurred and expend the range, we use
the number of hop counts n (from the middle to the sides of the
isocluster) to represent the size of isoclusters. When the range expends
to n hops away, it consists of (2n+1)* nodes. Figure 4-3 show the
numbers of sensors in the case of one hop range and two hops range in

the point of geographical view.
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Figure 4-3

Then we know the number of clusters in n hops is:

2n+1)?*/9
We use the generating functionito reptesent all conditions of the cluster
numbers :
n 2
Y (Zn+l) n
= X
i=1 q

The answer of the statement is:

$ eni’ & - o)X @@ 23 i x A6 x4

i=1 g 9(l —X)3

The maximum of n could be unlimited, so the statement can be represent

as :

o0 2 2
S @n+l) o _ X16X+]

=1~ 9 9(1-x)°

The coefficient of X" is the number of clusters in the n hops range of
isocluster. The statement is dispersed. That means the numbers of all

cases with n hops range are unlimited.
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The statement X*+6X+1 / 9(1-X)* represents the series of the number of

clustersin 1, 2, 3... n ....c0 hops range.

4.2 Simulation Evaluation

The environment of our simulation is randomly spread N sensor nodes in
an area R[0,L]* and the events occurred randomly anywhere inside R. The
size of isoclusters may expend or reduced as time go by. The clusters inside
the isoclusters would break up or get new ones as the variation of the range of
isocluster. If the events occurred and dismissed quickly, the action of
clustering would cause down the performance of the networks. So we define
the time threshold T that when events occurred exceed T, the action of
clustering begins. The time threshold T in our scheme is the time that the size
of isocluster exceeds two hops away in the networks. So the value of T is case
by case in the simulation.
We used TDMA with IEEE 802.15.4 ZigBe¢ Mac protocol for our simulation
environment. The size of look-up table of sénsors-in our simulation is 20. In
other words, the numbers of samples which process detection once by
clustered-heads of each voter are 20. There-ate 10 rounds of detection, once
each time slot. So there are 200 data must be transmitted from
non-clustered-heads to clustered-heads each case.

Figure 4-4 shows the results of our simulation.

The Degree of Detection Accuracy for Compromised Nodes

100,00
90,00 **"H,ﬁj
50.00 —— 20% of neighbors
7000 J'f/././- compromised
60,00

—=— 30% of neighbors

Precision (%

50.00 !r .
4000 v compromised
20.00 71 40% of neighbors
20.00 Tl Compromised
10.00 77

O.DO _r' 1 1 1 1 1 1 1 1 1

12345678910

Time Slots

Figure 4-4 The Degree of Detection Accuracy for
Compromised nodes
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There are three cases of our simulation. Each of which were process over
200 times. We let the nodes compromised 20%, 30%, 40% of neighbors of
each node. So there are N/5, 3N/10, 2N/5 compromised nodes between N
nodes spread in the network. The best case in our simulation is about 98.10%
detection rates in 20% compromised case. According to that graph, we can
see the higher precision the later time slot. Because the numbers of
compromised nodes inside the network are much less than other case, the
relation of geographically locations between compromised nodes does not
apparently influence the result. So the better precision occurred at the less
numbers of compromised nodes in the networks. There is another one factor
that could also influence the result. That is the behavior of compromised
nodes. The ones who were compromised might not transmit fabricated
contents of message all the time. They can sometime fabricate data and
sometime tell the truth. When the, value of trustworthy is almost below the
threshold, they can tell the truth until the value of trustworthy recovering.
That is why some compromised nodes can not be detected. On the other side,
the actions which caused down the ‘performance of the network done by
compromised nodes would be Immited. That’s the goodness of our scheme.
The scheme not only detects the compromised nodes inside the range of
clusters but also limited the damages caused by compromised ones into 1-hop
cluster.

One thing should be noticed in the figure 4-4 is that the detection
precisions of 20% case before time slot 3 is less than others. One of the
reasons is probably the number of compromised nodes. The probabilities of
compromised nodes that fabricate the message most of the time and make the
values of trustworthy decreased rapidly below the threshold in higher percent
of compromised cases are relatively higher than less ones. The other reasons
are the size of isocluster and the relative geographical locations between
compromised nodes...etc.

Figure 4-5 represent the detection rate of compromised nodes
independently in each slot. By observing that, we can know the highest

precision of detection rate is at time slot 3 of figure 4-5 and the largest
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variation of detection rate in figure 4-4 is also from time slot 2 to time slot 3.

The Ratio of Detection independent of Each Time Slot

80.00
—— 20% of neighbors

compromized

24000 —=—30% of neighbors
e ' compromised

o\

N
20.00 i*\k 40% of neighbors
L. ; s - compromized

123456738 910

650,00

Eatio of Compromized Dete

Time Slots

Figure 4-5 The ratio of detection independent of sach time slot

The time slot 2~3 is the threshold that the stupid (fabricate messages
without considering the factor of trustworthy value) compromised nodes were
be detected. The scenario does not mean these stupid compromised nodes
were always detected from time slot 2 to-time slot 3. It means that the stupid
compromised nodes were usually detected €arlier than smart ones (the ones
who do not transmit fake message all the time and consider the effect of
trustworthy values).

The ratio of detection on each case from time slot 2 to time slot 3 is: 84%
for 20% compromised neighbors, 65.7% for 30% compromised neighbors and
46% for 40% compromised neighbors. At time slot 4, the ratio of detection
for 40% compromised of neighbors is 55.5% (see figure 4-4). This represents
that most of compromised nodes can be detected in early time slots and the
range of detection variation will not vary so much. After that time slot, the
remainder compromised nodes would consider the factor of trustworthy
values as an important detected element. These conditions were more
apparently in more compromised nodes’ cases of the network.

Figure 4-6 shows the false detection rate for compromised nodes. We
can see the worse case in the scheme is 1.21%. That means that there are 1.21

normal nodes of the detected compromised nodes.
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The Falzse Detection Eate for Compromized nodes
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Figure 4-6 The False Detection Rate for Compromised Nodes

The better results occurred at fewer compromised nodes cases of the
simulation. This is reasonable, because the numbers of compromised nodes in
higher precision case are relatively less. The influence of geographically
locations between compromised nodes for:the result is not so much than more
compromised nodes’ case. We 'can say-that the false detection rate of
compromised nodes is relative. direct proportion to the number of

compromised nodes.

The False Detection Eate Independent of Each Time Slot

1.20

& —— 20% of neighbors
w100 & .
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g D. 40 L compromised
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Figure 4-7 The False Detection Rate Independent of Each
Time Slot

Figure 4-7 show the false detection rate independent of each time slot.

Finally, we compared our simulation result with the decentralize
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intrusion detection system in wireless sensor network [22]. Figure 4-8 shows
the effectiveness of data alteration detection compared with the decentralize
IDS. We can see that the detection effectiveness of decentralized IDS
decrease when increasing the buffer size. The voting based detection would

not cause down rapidly as the change of buffer size.

Efferctiveness of data alteration detection
100,00

95,00 \5,_____ 4 e =
5 %00 = . :
E N —— Voting based detection
: —— 1
§ 25 00 i Derentralize [DA
M

8000

7500 " " c " " g o

a0 40 100 20 400
Buffer Size

Figure 4-8 Effectiveness of data alteration detection

We also evaluate the effect of traffic between clustered WSNs and
un-clustered WSNs. There are ten time slots in the evaluation. We use the
HEED protocol to clustering, and gather statistics with the number of the
packets. The packet sums of each time slot is representing that the number of
transmissions which each node transmits one packet. This condition is not
usually occurred in the network. Because the sensors do not sense data in
each time slot, they sleep ordinary. When it needs to be sensed, the sensors

wake up and work. Figure 4-9 shows the simulation result.
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5. Security Analysis

We provide a statistical voting scheme for detecting compromised nodes
to protect inside attacker from modifying or fabricating data. Before analyze
the security prosperities of our scheme, we should define the variables and
functions of the environment first.

The scheme is implemented under the clustered WSNs. We define that
there are n nodes in a I-hop cluster with range r. Each cluster has a
designated cluster head, with loss of generality, defined as V;. Other nodes
are defined as V;, where 1 =2, ..., n. The trustworthy value of V; is defined as
Wi and S is the threshold used to determine whether a node is compromised
or not. When V, detect that V; transmitted a fake message, V| decreased the
value of Wi. We define the action of decreasing as d(W;). C is represented as
the set of all compromised nodes in WSNs. The action of detection from V,
to V; is defined as the function f(V;) and the reasonable data range of V; is R;.
If f(V;) = 1 then V; is detected as/ a compromised. one and vice verse. The
range of damages caused by compromised node V;is D;. V; 2V means the
message M transmitted by V; was. fabricated and vice verse V; 2V |.

Following descriptions are the secure properties of our scheme. First, we
discuss the influence of probable behaviors of compromised nodes to our
scheme. Theorem 1 states that for all cluster members, there exists a
reasonable data range which cluster-head can use it to execute detection. If
compromised ones transmit fabricated message, cluster-head can discovered
that and trustworthy values of them would be decreased. Till the values of
trustworthy were less than the threshold, the source would be considered as a
compromised node.

Theorem 1. VV;, IR 2 f(V)), (Vi€ C) A\ (Vi=>¢ V) 2 f(V)=1.
Proof:

T (Vie O) A (Vi V)

> M¢gR;

> Mg V) A dW)

2> [D; S 1) A\ (W;<9)
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> (V) =1

However, the compromised ones may not always report fake messages

without noticing the trustworthy value. As describe in theorem 2, for all

cluster members, there exists a reasonable data range which cluster-head can

use it to execute detection. If compromised ones transmit fabricated message,

cluster-head can discovered that and trustworthy values of them would be

decreased. If the values of W; almost approach to S, nodes would tell the truth

again. They will not be considered as compromised ones. But the fake

messages were still dropped and the damages caused by compromised ones

were still limited within 1-hop clusters.

Theorem2. V'V, IR 2 f(V), (Vi € C) A (If W; =S, then V; 2>V,
else Vi 2¢ V) 2 (D; € r) A (f(Vi) =0).

Proof:

(Vi € C) A\ (IfW; =S, then ViV, else Vi>; V)

> (Wi>S) A If((Vi 2+ V1) 25(M g Ry)

2> (Wi>S) A If(Vi 2¢ V1) 2 (M & V)

2> D S r) A (f(Vi)=0)

Because the sensed data are originally transmitted to cluster-heads and the
detection is proceed by cluster-heads, the process of our scheme does not
cause additional packet transmission. In theorem 3 we define Tp as the extra
packet transmission caused by statistical voting scheme. The action that
cluster-head computes R; is defined as hy;(). The statements of theorem 3 are
that for all cluster members, there exists a reasonable data range which
cluster-head can use it to execute detection. The messages from cluster
members are originally transmitted to cluster-head. Cluster—head then uses
them to compute R;, so there is no need for extra packet transmission.
Theorem 3. VV;, 3f(V)) > ! dTp.

Proof:

(Vi)

2 hi((Vi 2:Vy) V (Vi 2V))
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(Vi éfVl) V (Vi etVO ¢ Tp
2> 1 dTp

The scheme is executed within 1-hop cluster. If the compromised node
transmit the fake messages, that will be detected by cluster-heads. So the
damages caused by compromised ones will not spread between clusters. In
theorem 4, We define r; as the range of different clusters where j =1,2,3.....
Theorem 4. V1, D> (Vi € 1j)) A (1jN 1x = @), Where i #j

2> Dje 1) N D<) =9.
Proof:
(Vi€
-2 Jf(V))
>(D; € 1)
Accord to Theorem 1 and Theorem 2
- D; ¢ 1y contradict the claim
> Dj=o
As the proof of these theorems, we demonstrate that the statistical voting

scheme can provide strong protettion against compromised nodes..
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6. Conclusion

In this paper we present a statistical voting scheme for detecting
compromised nodes. By means of statistical analysis, we compute the
reasonable range of data to find the inside attackers. Most conventional
methods address these problems at a location several hops away from the
attacker, which results in high resource consumption and the spread of
damage across the network. Under the framework of clustered wireless sensor
networks, the statistical voting scheme can not only detect the compromised
nodes but also limit the damages within a 1-hop cluster. Because the scheme
is proceed by clustered-heads, it would not waste extra transmission effort in
the network. Through the evaluation and security analysis, it is proved that
our works provide strong protection against compromised nodes.

By stating a critical problem of our scheme, we also consider the
following extension as possible future works. If the cluster-heads were
compromised, the opposite clusters are not-able to detect the compromised
nodes. In order to solve that problem, we can apply the statistical voting
scheme to the inter-clustering. Cluster-heads can detect compromised ones
with each other. We will further imptove the scheme, by designing and
choosing the best methods in these aspects, make it more resilient and

efficient.
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