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Approximate Location Management 1n Sensor Networks

student : Cheng-En Wu Advisors : Dr. Jiun-Long Huang

Institute of Network Engineering College of Computer Science
National Chiao Tung University

ABSTRACT

Location management is an important issue of wireless sensor networks in the
recent years. The location data storage management scheme of object tracking will
affect the energy efficiency of sensor.-nodes singe the transmission is the main factor
of power consumption. Therefore, we propose an approximate location management
scheme with dynamic servers to reduce the total message count of networks. Since
some users can tolerate the imprecision location data, they send query messages with
an error bound. Then the location servers can reply an imprecision location data to
users and the targets need not to send update messages all the time. So we can utilize
the approximate queries to reduce the update message cost. In the previous works, the
positions of servers are fixed. Therefore, we also propose the dynamic servers scheme.
The dynamic servers are storages which store the location data of targets and adjust
their positions according to the message flow. To evaluate the performance of the
proposed scheme, several experiments are conducted. The experimental results show
that we reduce the message count, save the energy consumption, and balance the load.
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Chapter 1

Introduction

A sensor network is wireless network composed by sensor nodes. A sensor node is a cheap device
which has sensing, computing and communicating capabilities. It collects environmental data,
processes these data and transmits them to another sensor node by wireless ad-hoc network. In
data transmission, the sensor node can betal stérage storing the data or be a router forwarding
the message. By using sensor networks, people can deploy the sensor nodes to collect data in
their interested fields.

Energy conservation is always one of the major-issues of sensor networks in recent years since
sensor nodes have limited power. Sinee sensor nodes:are usually deployed in areas where people
are hard to arrive, the batteries of sensor nodes is difficult to replace. Even the sensing field
is indoor, replacing the large number of sensor nodes is also time consuming. Therefore, many
studies focus on saving energy consumption to prolong the lifetime of sensor nodes.

In sensor networks, there are many useful applications to monitor variations of environment
in a fixed field. The most used one is object tracking. Sensor nodes detect a target’s existence
and store its location information in a fixed storage. When the target moves, sensor nodes are
responsible to track its location information for user to query later. There are many applications
of object tracking. For example, monitor wild animals or track military tanks [9][17]. These ap-
plications involve detecting, positioning, data transmitting in sensor networks and many efficient
schemes have been proposed in the recent years [2][3].

Many efficient schemes for object tracking in wireless sensor networks have been proposed

in recent years. Theses works can be classified into two classes. The first one is detecting and



positioning. It includes the technology to position the target’s location or to design a sleep
schedule for sensing nodes to turn into sleep mode when the target is not in their sensing ranges.
The second class is location data management. The location information of a target will be put
in a specific node for querying and updating. So the challenge of location data management is to
let the position of this specific node be known by a target and users who query. Location data
management is the process to design querying, updating, and defining the position of a node
where the location information is put. In this thesis, we will focus on the second class.

One widely adopted approach in location data management is sink-based storage scheme.
The sink is an external node and the position of sink is known for all nodes in sensing field
before deployment. In sink-based storage scheme, the responsibility of sink is to store the data
updated by sensing node and to reply the answers to querying nodes. An alternative approach
is in-network based storage scheme. It means the storage node is in the network field, not in
an external node. Data-centric storage (abbreviated as DCS) [10] scheme is the most frequently
mentioned in-network based storage scheme.; In;this scheme, the event of target is classified and
named. When the event occurs, it applies azhash: funiction to calculated the position of storage
node. For example, we give an unique identity toreach target first. When sensing node detects a
target, the identity of target is the imput of @'hash function and the output of the hash function
is the address of the storage node. The sink-based:scheme is suitable for the cases that query
sources are out of sensor network. On the other hand, the in-network based scheme is suitable
for the cases that query sources are in the network.

DCS is a centralized storage of in-network based scheme. Besides the centralized storage
scheme, local storage scheme [13] is one of recent investigations to conserve energy of sensor
networks in object tracking. This scheme utilizes the benefit of approximate query to generate
the local storage. It allows user to send location query with an error bound and location data
of target stores in hierarchical way. The higher precision data are stored in local storage which
is nearest with target and the lower precision data store in centric storage. Thus, most location
updates are sent to only local storage when the target moves within approximate radius. There-
fore, approximate location management can reduce the amount of location update message. In
previous work [10][13], the location server is fixed for each target as shown in Figure 1.1(a). It

may cause a lot of message when the target and query users are all far away for location server.
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Figure 1.1: The benefit of dynamic server

Both query and update message are routed long distance and the sensor node on the routing
path will consume more energy.

To reduce energy consumption in this thesis, we propose an approximate location management
(ALM) and develop an adaptive location server scheme to adjust the positions of servers according
to the sources of queries and updates. In Figure 1.1(b), we let location server move closely with
target and query users when they are all far away ftem server or create a replica server to serve
a hot area which query occurred many times in a.short.period.

To evaluate the performance of the proposed scheme,:several experiments are conducted. The
experimental results show that the tfotal:message.count: decreases obviously with high query rate
in our scheme. The success rate of queriesiis-always over 90% even the servers are dynamic. The
access latency is also decreasing. We also evaluate the energy consumption to show the ALM
can balance the load of each node of networks.

The rest of this thesis is organized as follows. Section 2 reviews the related work. The system
overview and the details of ALM scheme are presented in Section 3. Besides the snapshot queries,
we also handle the continuous queries in our scheme which is described in extension. Then we

evaluate the performance of ALM in Section 4. Finally, Section 5 concludes this thesis.



Chapter 2

Related Work

The location management [6][13] consists of two basic processes: querying process and updating
process. The target updates its location when it moves and the user queries the interested target’s
location. When the object move into this filed, the sensor nodes can sense the object existence
and report it to server. The server couldsbé a’sink which connects to the personal computer or
node itself. Then users send query méssagesto the server to get information of the target. Many
useful applications of location management are proposed in the past. Object tracking [5] [8] [13]
and location service [6][12][14] are the main-applications. In object tracking, people deploy the
sensor nodes in the sensor filed which they are interested in. In location service, the ad hoc nodes
have to know the location of their destinations when using location-based routing protocol.

The concept of location management is brought up in PCS network in the last [11]. In PCS
network, the message count and the latency are the major factors. It uses the two-tier location
servers to decrease the update cost [7]. Tt is similar with some methods proposed in object
tracking of sensor networks [12] [13]or location service of ad-hoc networks [14]. To decrease the
update cost, they all use hierarchical location server.

In object tracking of sensor networks, sensing and communicating are two energy consuming
operations of sensor nodes. So the methods proposed in object tracking are also divided into
two categories. One is trying to conserve the sensing power [1][16]. In QoSv[l] and DCTCI16],
there are two major operation modes in sensor node, sleeping mode and sensing mode. All sensor
nodes in the filed turn to sleeping mode initially. The sensor nodes only wake up and sense the

target when the target is around them. They predict the target moving direction to notify each



sensor node that the target will move into its sensing range. The sensor nodes which receive the
notify message should wake up and turn to sensing mode. In the other words, only sensor nodes
near the object wake up and the others can sleep to conserve the power.

The other category is trying to conserve the communicating power. People in this work
believe the transmitting message is main power consumption of sensor nodes especially in object
tracking. The target sends the update message when it changes its location and the user sends
the query message to obtain the target location. All these two kinds of messages are sent to
the server, so the position of server could influence the count of messages in the field. The
naive approach is using a fixed external server, sometimes sink, and all messages are routed to
this fixed server. This approach is suitable for applications which the queries are from external
networks [5][8]. Most of these works focus on decreasing the update message count since the query
message has no relationship with sensor nodes. In DAB [5] and DAT [8] , they use hierarchical
tree structures to route update messages at some internal nodes in the network field. Then the
sink has to forward query messages to thosejinternal nodes to get information. It reduces the
update message but produces some query messages. \However, when the queries are generated
from anywhere in field, both query and.update messages-have to take into account. Note that the
fixed server will produce many query messages. So many methods try to distribute the servers
in the field [6][10][12]. Besides distributing the servers, they also organize these servers as a
hierarchy. It decreases not only the load of'servers but also the amount of messages sent.

In sensor networks, the transmitting and sensing power consumption are two major considera-
tion we mentioned before. But in ad hoc networks, they concern not only the energy consumption
but also the reliability since the ad hoc nodes are mobile. In DAT[8] and DABJ5], the nodes of
network are organized in tree structures. The GLS[6] cuts the field into grids. Besides of the
normal queries, there are some works focus on approximate queries [14]. The data can divided
in different accuracy level. The lower accuracy data can be stored at the home server and the
higher accuracy data is stored at the local server. This can help some approximate queries get
the response at server directly instead of forwarding the query. So the update overload and query
overload can be decreased in the works which design for approximate query.

Using approximate query[13] can increase the benefit of hierarchical location server since the

location data of each level server has different detailed level data. Sometimes the object moves



with in the acceptable range, then it only updates it’s location to local server which is near the
object instead of the home server. This action is called local update. Although the local update
saves the update message, it makes the query forwarding problem since the server does not have
detailed information of the object. The query forwarding problem is server may not have the
idea of the answer when the query arrives and has to forward the query to the other low-layer
server. Obviously, it will lead to long query latency and the amount of query message in the
networks. The trade off in query and update is always studied. Some of works reduce the update
overload but increase the query overload and some reduce the query overload but increase the
update overload. The comparison of the mentioned related works is give in Table 2.1.

In these previous methods, they all assign a fixed server for each object and distribute them
in the field to distribute the load. Beside this fixed server, the sensor or mobile node in the
field could be a temporal server. These temporal servers have more detailed location data of
object if they are near the object. However, using the fixed server is still not reliable since it
produces high overhead and the position of the server significantly influences the message count.
Therefore, we propose approximate leeation.management scheme to let server be dynamic to fit

the message flow and balance the load.

] \ Structure ' Query ForwardingT Local Update \ Data Accuracy Level ‘

DATI8], DAB[5] Tree Yes Yes No
GLS|6] Grid Yes No No
DLM|[14] Grid Conditional Yes Yes
GHTJ[10], VDPSJ[12] None No No No
EASE[13] None Conditional Yes Yes

Table 2.1: Comparison of related works



Chapter 3

Approximate Location Management

3.1 Overview

Before we introduce the overview of our work, we illustrate the update and query process in basic
system first. This basic system of our werk'refersto EASE[13], an approximate location service
by storing imprecise location data at some designated node.

There are two assumptions in our ‘work:
1. Each node knows its location by seme device, like GPS.
2. The storage of each node is large enotugh to store all target’s data.

Consider the update process shown in Figure 3.1. There is only one fixed home server for
each target. We use the hash function [10] to get the location of home server. A home server
is responsible for keeping the imprecise location data of a target and replying this information
to user who can tolerate this error bound. A target sends its precise location data to a specific
node near the target. We call this node local server. The update process consists of the following

steps.

Step 1 A target sends the local update message to the local server periodically. This message

includes the id of and the current location information of the target.

Step 2 Local server receives the local update message. It stores the location information of

the target first. Then it computes the difference of the target’s current location and the

7
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Figure 3.1: Update process

location that last update to home server. If the difference is less than the approximate
radius, the update process is terminated. If the difference is larger than the approximate
radius, the local server has to send remote update message to home server. This message
includes the id of target, the current'location of target, the id of local server, and the

location of local server.

Step 3 Home server receives the remote update message and store the information of a target
and the local server. Then home server replies the update acknowledge message to the local
server. If local server does not receivesthemipdate acknowledge message within a period, it

resends the remote update message to avoid home server miss the message.

Step 4 Local server sends the cancel message to the old local server to delete the record of

target.

There are two cases in query process. The first one is the imprecision data in the home server
is sufficient to reply the approximate query. Another case is only local server has the precision
data. In first case, the home server can directly reply when it receives the query message. As

shown in Figure 3.2, the following steps are the query precess in the first case.

Step 1 Querying node sends the query to the home server with target’s id and the error bound

which user can tolerate.
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Figure 3.2: First case in query process

Step 2 Home server receives the query message. It compares the error bound of query and
the approximate radius of the target. If the error bound is larger, it means the user can
tolerate imprecision location information which keeps in the home server. Therefore, the

home server replies to the queryingsode immediately and the query process terminates.

The second case is only local server has:the precision data. Then the home server has to
forward the query message to the local server. The local server receives the forwarding message

and replies to the querying node. The following steps-are the query precess in the second case.

Step 1 Querying node sends the query message to the home server with target’s id and the

error bound which user can tolerate.

Step 2 Home server receives the query message. It compares the error bound of query and the
approximate radius of target. If the error bound is less, it means that the user query for the
precision data. Then home server forwards the query message to the local server which can
reply to the querying node in detail. The forwarding query message includes the identity

of target, the identity of querying node, and the location of querying node.

Step 3 Local server receives the forwarding query and replies the answer to the querying node.
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Figure 3.3: Second case in query process

3.2 Dynamic Server

To reduce the count of message transmitted is the main concern in our algorithm. The message
count can be decreased if the servers can move closely to users or targets. Therefore, we adjust
the positions of servers according to the query and sipdate sources. We will introduce the main

operation of dynamic server in the follow two subsection.

3.2.1 Server Moving

When the sources of messages are not distributed uniformly, we should move the position of
server to other node to reduce message count. In other words, if the count of messages which
come from one of server’s neighbors is larger than the sum of other nodes, we change the location
of server to the node which has largest flow. We let each server record the message count of its
neighbors and check these records every t...x period. As shown in Figure 3.4, the location server
L receives the total message count 7},, from n;, a neighbor of L. N is the set of the neighbor nodes

of L. The relation of message count to decide the moving decision:

Tni - Z Tnj 2 6m

vn;eEN

,where 0, is the moving threshold.

For example, there are four nodes in Figure 3.5. The node in the middle is the location server

10



Figure 3.5: Servermoving

and it has three neighbors. The number on the edge is-the count of message in the period. We
can see that the edge between node-aand node b has'largest flow, and it is larger than the sum
of other two nodes. Therefore, we move the logation server from node a to node b and set a
moving pointer. If the trend of flow in the next period is similar with in the previous period, we

could expect the count of message will decrease.

3.2.2 Server Splitting

Besides moving the server, we also split a replica of server when the update rate is lower. Cre-
ating more replica will cause redundant update message since the data in the replica has to be
consistent. Therefore, we separate the total message into query message and update message
to compare the difference between update and query from the neighbor nodes. We find out the
neighbor node which has largest count of query message. The server splits a replica to the node
if this count is larger than the count of update message. As shown in Figure 3.6, we divide

the total message T,,, into query message (J,,, and update message U,,. The relation of message

11
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Figure 3.7:Server splitting

count to decide the splitting decision:

MaaniEN{Qni} - MaanjeN{Unj} 2 55

,where 0, is the splitting threshold.

Location Server

Q: query message
U: update message

There is a example in Figure 3.7. Before splitting, the left node has sent the most query

message to location server and this count is larger than update message. Then, the server split a

replica and a splitting pointer to this node. Even if the location server has to forward the update

message to the replica after splitting, the query message will not send to location server again.

3.2.3 Server Merging

The dynamic server split a replica node when query rate is higher than update rate. However,

if the update rate is increasing and exceed the query rate at next period, the replica node will

12
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Figure 3.8: Message flow at replica node

Location Server Location Server

Q: query message
U: update message

Q: query message
U: update message

(a) Before merging (b) After merging

Figure 3.9: Server merging

be an overhead. Therefore, we merge the replica when-the replica node detects the query rate
is higher than the update rate. As=shown/in/Figuie /3.8, the replica node receives the update
message count U,,. from n,. N is the set:of the neighbor nodes of replica. The relation of message

count to decide the merging decision:

Uni - Z an Z 5me

vn;eEN

,where 0,,. is the merging threshold.

Give a example of server merging. In Figure 3.9, the replica node is at center and it receives
the update message from another dynamic server. We can see that the update message count is
larger than the sum of query message count of the other nodes. Therefore, we merge the replica

to save the update message and let query message forward to other server nodes.

13
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Figure 3.10: Split and move

3.2.4 Discussion

We discuss the possible conditions when we let the server move and split in this section. We
consider the situation if a server could move after splitting. There is an example in the most
left figure in Figure 3.10. The original server has split once and moved twice, so there are two
servers in the network. The second figure shows if the query from the upside node, this query
message will be forwarded to the original server or the splitting server. Then the update message
has to been routed to these two servers no,matter where the update message comes from. We
can note that the update message is«alwaysrouted to the nodes having pointer. If these nodes
store the information of target, they do.not forward the-query message when they receive. Since
our goal is reducing the message count, we-only allow the splitting server to split and not move
anymore.

To avoid ping-pong effect, we cannot let' the threshold to be small. However, if we set the
bigger threshold, the server moves or splits hardly. We evaluate the performance of threshold
setting in section 4. After the server making decision, all the message count record multiplies a

ratio a to decrease the effect of history as time passing.

3.3 Query Process

Since we use the dynamic server to reduce the amount of message, the aforementioned update
process has to be modified. When the server moves or splits, we set the pointer for routing
message to find dynamic servers. The location based routing algorithm, such as GPSR[4], is
adapted for routing algorithm of our work. The location based routing always forwards message

to node close to destination. Therefore, if the distribution of query or update is inclose in some

14




area, we can expect the message has to route through some dynamic servers.

Note that the query with lower error bound has to be forwarded to local server in basic
system. We add a cache at each node to estimate the approximate radius of target. The local
server appends the reply message with a flag to let the querying node know that this information
comes from local server. When querying node receives the reply message, it records the error
bound of query and stores the location of local server in the cache. At next period, the querying
node check this cache first. If the error bound of query is smaller than the estimate approximate
radius in the cache, the query will be forwarded to the local server immediately without sending
to the home server.

The concept of new query process is searching target’s information first when the message
arrived at the node. The information of target could exist in each node cause the dynamic
server can move or split. In sensor networks, the power consumption of processing is less than
transmission. Therefore, the power consumption of searching target’s information is relative less
and we can omit it. If we find the target’s;information in the dynamic server before the query
message arrived at original home server, the message ftom dynamic server to original home server
can be saved.

The query message includes the‘identity“of target, the error bound which user can tolerate,
and the location of query node. At fitst, the query message is sent to a home server. The node
confirms whether itself is the dynamic server of target when it receives the query message. If the
query message is routed to home server without meeting any dynamic server, home server has
to check if it had moved to another node before. The dynamic server or home server receives
the query message and compares the error bound of query and approximate radius of target. If
the error bound is larger , the location information of target in home server can reply to the
query node immediately. Otherwise, home server forwards the query message to local server to
get the information in detail. There is an example in Figure 3.11. The original home server has
been split twice so we have three home servers now. The following step is the query process of

approximate location management(ALM).

Step 1 Querying node sends the query to home server with target’s id and the error bound

which user can tolerate.

15
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Figure 3.11: First case in ALM query process

Step 2 When the server receives query message, it finds target’s information and replies it to

the querying node.

Step 3 If the error bound of query does not satisfy the approximate radius of target, the query

message is also forwarding to local server.

Step 4 The local server receives the forwarding query and replies the precision data to querying

node.

The above situation is first case i ALM query process. The dynamic server can intercept
query message and reply by itself without forwarding query to original server. Now, we discuss
the second case. The original home server does not have target’s information anymore as shown
in Figure 3.12. It is possible when we use the dynamic server scheme. The following step is the

query process in second case.

Step 1 Querying node sends the query to home server with target’s id and the error bound

which user can tolerate.

Step 2 When the original home server receives query message, but it does not find any infor-
mation about target. Then original home server finds the dynamic server by tracing the

moving pointer or splitting pointer.

Step 3 Dynamic server receives the query from home server, it finds target’s information. Then

it replies to querying node directly or forwards the query to local server.

16
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Figure 3.12: Second case in ALM query process

Step 4 The local server receives the forwarding query and replies the precision data to querying

node.

Algorithm Protocol Executed at Every Node

1: if receiving a query <target id, erzor'bound>'then
2:  if target in home server table then

3 neighbor table add query count;

4 if error bound > approximate radius then
5: reply to querying node;

6 else

7 forward query to local server;

8 end if

9: else

10: if is original home server then

11: find a moving node and forward query;
12: end if

13:  end if

14: end if

3.4 Update Process

The update process is more complicated than the query process of approximate location man-
agement since the dynamic server could move to other node or split many times. In Section 3.2,
we use the pointer to track the current location of dynamic servers. When the server receives the
update message, it not only update target’s information but also forward the update message to

the node which the pointer set.
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3.4.1 Local Update

In this part, we introduce the local update which is similar with EASE[13]. First, the target finds
the closest node to be its local server. Then target sends local update to local server at regular
interval. When target moves out of approximate radius, it finds the closest node at present to
be a new local server and sends local update message. This message includes the location of old
local server. When new local server receives the local update of target, it sends cancel message
to old local server. After local server receiving the local update, it computes difference between
the current location of target and the location that local server updates to home server. If the

difference is larger than approximate radius, local server sends the remote update to home server.

3.4.2 Remote Update

Local server sends the remote update to home server when it detects the current location of
target is out of approximate radius. The remote update message contains the identity of target,
the current location of target, and thedocation of logal server itself. This message will be routed
by geographical routing protocol. Once the node receives the message and forwards this message
to the node nearest the destination. Now we have to-modify the routing protocol slightly to
find the dynamic server in our work.. Whenthe-node receives the remote update message, it
does not forward the message first but confitms whether itself is the dynamic server of target.
The dynamic servers are the node which the home server moved to or the replicas of the home
server. If the node is dynamic server, it updates the information of target. Besides updating, the
dynamic server has to check if it has any splitting pointer to other nodes and forward the remote
update message to the nodes which the splitting pointers set. If the remote update message
does not meet any dynamic server, it will arrive at a home server. Home server updates the
information of target if it has no moving pointer. Otherwise, the remote update message has
to forward to the node which the moving pointer set. The remote update message terminates
when it arrives at a home server or a dynamic server which has no splitting pointer or moving
pointer. In Figure 3.13, there are three home servers and two pointers to point split servers. The

following steps is the update process in Figure 3.13.

Step 1 A target sends the local update message to local server periodically.
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Figure 3.13: Update Process of ALM

Step 2 Local server receives the local update message and sends the remote update message
to home server if it is necessary. Home server receives the remote update message and
store the information of a target and the local server. Then home server replies the update

acknowledge message to the local server.
Step 3 Local server sends the cancel message-toold local server to delete the record of target.

Step 4 Forward the update messdage to other node which pointer set. The nodes receive the
forwarding update message and update their data. Then they forward the message to next

node.

Algorithm Protocol Executed at Every Node

1: if receiving a remote update then

2:  if target in home server table then

3 neighbor table add update count;

4 store new location and local server of the object;
5: find all splitting nodes and forward update message;
6: else

7 if is original home server then

8 find a moving node and forward update;

9 end if

10:  end if

11: end if

19



3.5 Extension

In section 3, we propose the dynamics servers of location management system in wireless sensor
networks. We use the history of message flow to adapt the location of home server and introduce
how the snapshot query works. The snapshot query is used to query the location of target at
specific time. Since a history of message flow is the main factor of dynamic server, the query
distribution of next period is more similar with history will improve the performance of our
work. The contrary of snapshot query is continuous query. Continuous query could seen as a
fixed query distribution of snapshot queries. A continuous query message has to append the end
time and the rate requirement. Users send continuous queries to get the replies from server in
a specific rate. This large replies flow encourages us to take continuous query into consideration
in our work.

We illustrate how the continuous query works in basic system first. The basic system is a
location service without dynamic server mentioned before. We add a new table to deal with
continuous query. If home server receives the approximate query and the information in home
server can satisfy, it adds an entry inrthis table and reply the answer in a fixed period. Otherwise,
this query message is forwarded to local server and local server will be responsible to reply. Since
the local server of a target is not fixed, the hand off problem will be exist. When a target moves
for a long time and selects another node te be-a new local server, the old local server has to
send the entry about target form table to new local server. Therefore, the local update message
has to append the old local information to inform new local server. With dynamic server, home
server could change its location. So we use same method to solve the hand off problem.

The main modification of our method for continuous query is add more count when node
replies. According to the information of continuous query, the server could know the query count
in the following period. So we can add the expectable query count directly without receiving a
query. However, if we add all count once at one node, the server will only move or split once. The
server has to add these count and bring it to next splitting or moving node to add. Therefore,
if a user sends a continuous query with a continuous rate r. and end time t.,4, the server node
adds the count when it replies and the quantity is tepeck X 7e X teng When it checks the neighbor

table.
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Another extension is load balance. The hot spot problem could cause a small portion of
nodes out of energy. In GPSR, each node sends beacon message to maintain the accuracy of
neighbor table. We append residual energy to this beacon message to let each node know the
residual energy of neighbors. Before a node decides to move or split the server to neighbor, it
has to ensure that the energy of neighbor is larger than the threshold which user define. When
the node detects that its residual energy is less than the threshold, it sends moving message to
the node which has most energy from its neighbor nodes. Certainly, the energy of this neighbor
node has to be larger than the threshold.
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Chapter 4

Performance Evaluation

4.1 Simulation Model

We developed a simulator based on ns-2(version 2.29)[18] to compare approximate location man-
agement with dynamic server scheme to BASE[13].. To use GPSR protocol in our simulation, we
also use the routing protocol in HLS(Hieraréhical Location Service for Mobile Ad-hoc Networks)
patch for ns-2.29[19]. We deploy 100 sensor nodés on’ a 2000 x 2000m? field. The field is divided
into 200 x 200m? grid cells. There is 6né-sensor-node in the center of each cell. The MAC
protocol in our simulator is based on"JEEE 802.11 and the transmission range of each node is
250 m. Table 4.1 summarizes the system parameters and setting.

The mobility model in our simulator is linear model. The setting of moving target includes
the destination, the start moving time, and the speed. We change the destination every ten
seconds to avoid that the target has arrived the destination and be static. The speed of target
influences the count of remote update. When target moves faster, the detecting node has to
send more remote update message to home server. Therefore, we adjust the speed of target to
control the remote update rate. The locations of querying nodes for sending approximate query
are issued randomly from the sensor nodes in the field. The error bound of queries are uniformly

distributed between 0 and 300 m.
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’ Parameter \ Setting
Field Size 2000 x 2000m?
Number of Nodes 110
Radio Range 250 m
Sensor Sampling Rate 2 sec
Record Reduce Rate («) 0.5
Checking Period (tcpeck) 2 sec
Query Rate 1-10 /sec
Error Bound of Query 0 - 300 m
Speed of Target 10 - 50 m/sec
Approximate Radius 100 m
Initial Energy 2J
Eelec 50nJ
€fs 10pJ /bit /m?
€ap 0.0013pJ /bit /m*
Threshold Distance(dy) 75 m
Update Message Payload Size 32 bytes
Reply Message Payload Size 32 bytes
Acknowledge Message Payload Size 16 bytes
Query Start Time 10 sec
Simulation Time 500 sec

Table 4.1: Simulation parameters

4.2 Simulation Result

Message Size

Therefore, our work is suitable for higher query rate.
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This section evaluates the message size of ALM. We first take the query rate into consideration.
Both the merge threshold and split threshold are 3 and the move threshold is set to 6. The speed
of target is 30 m/sec. The result is shown in Figure 4.1. The performance of ALM is always
better than EASE. The higher query rate can decrease the total message size of ALM obviously
and the message size of EASE is in proportion to the query rate. This is because that the lower

query rate could waste the move and split message since the benefit from query message is lower.

Figure 4.1 shows the impact on total message size of target’s moving speed. The settings
of parameter are the same besides moving speed. The query rate is 4/sec. We can see that the

moving speed has a little effect on the performance of EASE and ALM. No matter how fast the
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speed is, the message size of ALM is always less than EASE.

We now evaluate the moving threshold of total message size. At first, we use random query
which means the querying sources are randomly from the sensor node in the field as shown in
Figure 4.2. To observe the moving situation easily, we set the higher splitting threshold. The
splitting and merge threshold are set to 10. The server of EASE does not move or split, so the
moving threshold cannot influence the message size. However, the performance of ALM is not
stable but it is still better than the EASE. The lower moving threshold causes the server to move
more easily. It means that moving server frequently under random query could not get more
benefit. The trend of query flow is not apparent when querying source is random. Then we let
querying sources are bias. The sensing field is divided into 10 x 10 grid as we mentioned before.
Now, we let all query from the 3 x 3 grid at lower right corner of field. The result is in Figure

4.2. The performance is the best when the moving threshold is 6. Because the lower threshold
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makes the ping-pong effect. The seryver moves-into the little grid which the querying sources
quickly when moving threshold is lower.: Then it moves from one node to another one. After
a while, it moves back again and waste the message. However, the higher threshold does not
promise the better performance. When the threshold is higher, the server moves slowly and the
query message has to route a long distance for a while.

Figure 4.3 shows the performance of ALM to check period. We set the check period from 1
sec to 5 sec. When the check period is 1 sec, the message size is obviously higher. It is because
that the check period is too short and the record of location server is not enough to decide if it
should move or split.

Both the count of remote update message and forwarding query message are affected by the
approximate radius. In Figure 4.4, we compare the performance of ALM and EASE when we
set different ratio of error bound and approximate radius. The query rate is 2/sec. We can see

the message size of EASE is higher when the ratio is smaller. This is because the query messages

25



20000

18000 -
16000 - O EASE
B ALM
£ 14000
8 12000
o
() L
o 10000
3
& 8000 |-
Q
S 6000 -
4000
2000 [
0 el
request reply update update ack

Figure 4.5: Breakdown of message

are forwarded when the error bound is smaller than the approximate radius. The smaller ratio
makes more query forward to local server and decrease the count of remote update. Therefore,
the message size is less when the ratio grows. The slop of ALM is similar to EASE. The reason
is the same as mentioned above, but the performance of ALM is better.

To know how ALM improves the performance, wé-provide a breakdown of message in Figure
4.5. The update message includes the local update and forwarding update. Forwarding update
messages are the overhead of replica server noedes. In AEM, it decrease the most part of message

in query and reply and incurs a little overhead:~

4.2.2 Quality of Query

We also evaluate the quality of query in ALM scheme and EASE scheme. We divide the quality
of query into two parts, success rate and latency. The success rate means the percentage of
receiving replies. Users could be worry about if they can receive a reply when they query to
dynamic servers. To ensure that querying node can receive a reply in ALM scheme, we evaluate
the success rate of query rate. The latency includes the total time from sending query to receiving
the answer. We expect the latency is lower in ALM scheme since the servers should move or split
closely to querying node when query rate is higher. The results are in Figure 4.6.

As shown in Figure 4.6, when the query rate is higher, both the latencies of ALM and EASE
are lower. But the performance of ALM is always better than EASE especially in high query

rate. The higher query rate encourages the servers to split or move and the routing distance
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from querying node to dynamic servers is shortened. Then the latency is decreased. The success
rate of query represents the reliability of location service. Therefore, we evaluate the success rate
of different query rate. The result is shown in right figure of Figure 4.6. Both EASE and ALM

has high reliability. The success rate is always over 98%.

4.2.3 Energy Consumption

We now evaluate the energy consumption in this subsection. The energy consumption model
and the parameters refer to [15]. First measurenient is minimum energy. It means the minimum
residual energy of node in the network figld. Thissmeasurement represents the load balance since
the higher minimum residual energy means each node costs less power. As shown in left figure
of Figure 4.7, the performance of EASE decreases soon when query rate increases. Because the
server of EASE cannot move or split, the nodes surrounding server are routed through a lot of
message. In ALM scheme, the performance decrease slightly when query rate increases and the
residual energy is more. The splitting servers share responsibility for serving queries, so ALM
could balance the load. The second measurement is total energy consumption. We also increase
the query rate to observe the effect of energy consumption. The result is shown in the right figure
of Figure 4.7. The energy consumption of ALM is always less than EASE since the message

count is less that we mentioned before.
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4.2.4 Others

In section 3.5, we illustrate how the continuous query works in our scheme. Now we evaluate
its performance in terms of message count and minimum energy to percentage of continuous
query. The simulation time is changed to 200 sec. The query rate is set to 1 and each continuous
query rate is set randomly distributed between 1 to 4. The continuous query duration is issued
randomly between 0 seconds and 100 second. In Figure 4.8(a), with percentage of continuous
query is increasing, the ratio of ALM to EASE is decreasing. It means that the improvement of
our scheme is better when the amount of continuous queries is more. The load balance is still
good in our scheme as show in Figure 4.8(b).

To show the ALM scheme can adapt the message flow, we use two kinds of query distribution
to evaluate the message count in each time period. The query distribution is random. The result

is shown in Figure 4.9. When simulation just starts, the message count of ALM is the same
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as EASE. Then the message count of ALM decreases soon after twenty seconds. It means the
dynamic servers adjust their positions according to the message flow and reduce the message

count.
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Chapter 5

Conclusions

In this thesis, we proposed an approximate location management scheme for object tracking
in sensor networks. This scheme consists of approximate queries and dynamic servers. The
approximate queries to let target’s information be stored in local storage to reduce the update
message cost. The dynamic servers utilize the history of message flow to adjust the location
of centric storage. We let server move to wheére has mmore message and split a replica to serve
high query rate region. It reduce total message count of network field and conserve the energy
consumption of sensor nodes. The replica -nodes. also balance the load of servers. We have
evaluated the performance of the propesed locationmanagement with simulation. The simulation
results show that the ALM scheme could improve the performance and outperform the EASE

scheme especially in the high query rate.
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