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          林正中 博士 
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摘要 

我們提出了一個用區塊紋理合成技術為基礎的架構，將一幅繪畫作品風格

轉換到 3D 物件上，並且使 3D 物件能夠與繪畫作品融合，讓物件彷彿是繪

畫作品中原本的物件。利用紋理合成的和色彩轉換的技術，將繪畫作品的

風格轉換到 3D 物件的投射影像。透過基本顏色類別的分類，和統計學的

分析方法，將 3D 物件的投射影像的色彩轉換，使之能與繪畫作品的色調

相仿。然後，我們提出了新的二回合紋理合成架構(Two-passes Texture 
Synthesis ), 與可以改變筆觸走向的方向場貼圖(direction field)，將繪畫作

品的筆觸轉移到 3D 物件的投射影像上。如此在 3D 物件的投射影像上所合

成的筆觸可以隨著 3D 物件表面起伏而改變，能夠更自然的模擬畫家描繪

真實物體時的筆觸。我們的系統可以將繪畫作品的風格成功的轉移到另外

物件上，讓物件能夠與繪畫作品相融。 
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Abstract 
We present a patch-based texture synthesis framework to accomplish our goal to 
immerse a 3D object into a 2D example painting. By texture synthesis and color 
transfer technique, the style of the example painting is transferred to the 3D 
projected image. The color transfer is automatically accomplished by basic color 
categories and statistical analysis of example painting and projected image. After 
color transfer, the projected painting can have similar color tone of the example 
painting. We proposed a new two-pass texture synthesis framework can transfer the 
stroke of the example painting to the projected painting. The new framework 
improves the expression of the stroke according to the luminance of the projected 
painting. We also propose a novel approach to compute a continuous direction field, 
which can change the direction of the stroke that synthesized on the projected 
image. Thus the stroke will seem more natural and vivid in projected image, like the real 
stroke drawn by a painter. Our system could transfer the style of the example painting 
well and immerse the 3D object into a painting seamlessly. 
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1 C H A P T E R 1

Introduction
 

1.1 Motivation 

The non-photorealistic rendering (NPR) is a unique and interesting topic in 
computer graphics. Unlike the simulation of physical phenomena and photorealistic 
rendering, NPR can generate amazing result without complicated mathematical 
equations. Many applications of NPR try to simulate the artistic style in various 
forms of artwork, for example, the water color, oil painting, pan-and-ink effects, or 
the impressionism style. Most previous works focus on 2D images or 3D model 
applications, with less concern in the interactive interaction between image and user. 
Recently, inspired by animating picture with stochastic motion texture [CGZ+05], 
the interaction with 2D images, such as moving of objects in a 2D painting, is a 
novel and useful application.  
   We present a framework to accomplish the goal of interacting with objects in a 
2D painting. The goal is to insert objects into a given painting, with the inserted 
objects rendered in the same style of the painting, and to move or rotate the objects 
in the painting.  
 

1.2 Overview 

Our research goal is to propose a framework that allows user to add a 3D object into 
a painting, immerse the object with the painting seamlessly by applying the texture 
transformation techniques [EL03], and to interact with those objects. In the previous 
work of Fischer et al. [FBS05], to improve the immersion of a 3D model into the 
painting, both the 3D model and the example painting are rendered with the same 
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style. However, in our framework, the object is inserted a given painting and 
rendered with the same style of the painting. Texture synthesis and color 
transformation technique are used to transfer the style of the example painting to the 
3D object. We also introduce a 2D map called direction field during the texture 
transfer process to guide the stroke direction. In addition to the texture transfer, the 
color of the 3D object is adjusted as well to match the color scheme of the example 
painting. 
 

1.2.1 Style Transferring 

Style transferring has been studied by many computer graphics and image 
processing works. The problem of style transferring is that the style of the output 
should be perceived by human observers to be the same style of the source.  
We use the patch-base texture synthesis approach to transfer the style of the example 
painting to the object. The painting style of brush stroke of in the example painting 
is represented by some blocks of the sample textures which are selected by users 
manually. By applying patch-based texture synthesis approach with the sample 
textures, the brush stroke of the example painting is synthesize to the target image of 
inserted object, i.e. the projected image. However, the strokes are directional. When 
a painter draws an object, stroke direction has to change in order to better express 
the objects. To this end, Bin Wang et al. have proposed a direction field that is 
derived by using the medial axis of segmented areas in the painting. Since only 
object contour is taken into account, the derived direction field cannot reflect the 
shape of the object.  Alternatively, we take the 3D model surface curvature into 
account and derive a direction field that is able to better reflect the shape of object. 
With the proposed direction field, the synthesized strokes for the inserted objects are 
more convincing, and better express the style of the original example painting.  

1.2.2 Color Transfer 

Color is one of the most influential and powerful elements in images and a variety of 
color processing methods have been proposed in the field of image processing. It is 
also a significant feature for people to identify the style of artworks. To increase the 
immersion of the inserted 3D objects with the example painting, the color of the 3D 
objects has to be adjusted so that the color tone of the projected image will agree 
with that of the example painting. To capture the characteristics of color used in the 
example painting, we use the color classification method proposed by Y.Chang et al. 
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[CSU+04]. By defining 11 basic color categories and classify each pixel color into 
11 categories, we can capture the characteristics of each color unit of the example 
painting. This method takes the color mixing with surrounding colors effect into 
account [Fai1997], so that the characteristics of color unit we found will conform to 
the human color perception in real environment.  
 

1.3 Organization 

This thesis is organized as follows. Chapter 2 provides a brief introduction of the 
related works: augmented reality and example-based rendering. Chapter 3 presents 
our proposed framework and the implementation detail for each component in the 
framework. Chapter 4 presents the result of our work, and finally, Chapter 5 
concludes and describes possible direction of future work 
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2 C H A P T E R 2

Related Work
 
In this chapter, we introduce some related works about augmented reality (AR) and 
example-based rendering applications. Since we try to put a virtual 3D object into a 
real painting, the goal is similar to the augmented reality. The difference between 
our work and traditional AR applications is that the environment where the 3D 
object is placed is not a photo of real scene but a painting. We show some previous 
works with different NPR techniques to combine the real world and the virtual 
object. Another related topic is the example-based rendering, where the output has 
some similarity of the input example. Then we introduce some techniques about 
texture synthesis.  
 

2.1 Augmented Reality of NPR 

Augmented reality (AR) is a growing field in computer graphics and virtual reality. 
Most augmented reality applications are concerned with the use of photos or video 
with additional objects which are computer generated. However, AR applications 
usually focus on photorealistic rendering by using soft shadow, reflection, and 
lighting techniques to improve the sense of reality in scene. Our system is the same 
as AR that we want to augment object in a static environment, a painting. The 
difference between traditional AR and our application is that the virtual object has to 
be rendered with artist style.  
   Compared with augmented reality application with photorealistic rendering, 
there are much less AR applications of NPR than traditional AR applications. Haller 
and Sperl propose a system to create an impressionistic image by stroke brush 
[HS04]. Their painting system creates a painterly image by using brush strokes 
which obtain their attributes (position, color, size) from a reference picture, such as 
photos or paintings, and then they render a 3D object or scene by painterly system. 
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Figure 2.1 is the example of Haller and Sperl’s work. The 3D mesh model of the Van 
Gogh’s painting is constructed, and the brush attribute is computed by the painting. 
The 3D model is rendered by the painterly brush, and user can change the model’s 
render style. Their system does not try to immerse the virtual object into a real world 
or paint, but apply different painting style to the 3D model. In this work, they can 
also abstract the light model from a photo and render the virtual object with the 
same lighting condition. Figure 2.2 is the example of Venus with different style, and 
rendered with the light from the background photo. 
 

 
Figure 2.1 The 3D mesh are constructed and be rendered by different style. In left image, 

the model is rendered by oil painting style, and in right image, the model is rendered by 

cartoon-like style. 

 

Figure 2.2 The same light condition but different style of Venus model. 

 
 In 2005, Fischer et al. propose a novel approach for generating augmented 
reality images [FBS05]. They apply a painterly image filter to the video stream, and 
the virtual object is rendered with the same style of the filter by NPR technique, as 
Figure 2.3 shows. Thus the user can feel the virtual object is part of the real 
surrounding. Figure 2.4 display the ability of their system to render with different 
NPR style. 
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(a) (b) 

Figure 2.3 The result of Fischer et al. work. (a) The tea pot is virtual object and the 

background image is real scene. (b) Both tea pot and background image is rendered by 

cartoon-like style. [FBS05]  

 

(a) (b) 

Figure 2.4 The different style of AR application. (a) The real video stream and virtual cut scene. (b) 

The sketch-like stylization. [FBS05] 

2.2 Example-based Rendering 

Example-based rendering is an approach that is applied in many applications in 
computer graphics. The feature of this approach is that the rendering output has a 
specific feature which is related to the input example. The example is usually a 2D 
image or 3D model, and sometimes the video stream will be used as example as well. 
Many NPR applications apply example-based approach to synthesis artistic effect, 
and furthermore these applications usually use texture synthesis techniques.  
   Image Analogies proposed by Hertzmann et al. is one famous work, and it 
generates a very broad range of artistic effects [HJO+01]. They use one pairs of 
images, where one is the original image and the other is a filtered version of original 
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image, as input example, and then apply the same filter effect to another image. 
Figure 2.5 is the result of image analogies with water color effect. In this work, 
Hertzmann et al. take two kind of pixel-based texture synthesis schemes: 
approximate search and coherence search, and use a coherence parameterκ to decide 
which search result of the two search schemes will be adapt. The output pair image 
B’ is synthesized from B with the same texture synthesis parameter.  
 

 
A A’ B B’ 

Figure 2.5 The result of Image Analogies. The A, A’ and B image are three input images, and the 

result image B’ has the same variation from B just as the variation from A to A’. [HJO+01] 

 
   In 2001, Efros and Freeman present a simple image-based method to transfer 
texture from one source texture to another target image [EF01]. Different from the 
Image Analogies, they use patch-based texture synthesis approach to synthesize 
texture. Efros and Freeman use minimum error boundary cut algorithm to improve 
the patch-based texture synthesis, and the results compared with other patch-based 
texture synthesis shows in Figure 2.6. They also proposed “texture transfer” 
applications that are widely developed since then. They use a correspondence map to 
define how to mapping between source texture to target image. In the example of 
texture transfer between Picasso drawing and a photo, they use the luminance image 
as the correspondence map, showing in Figure 2.7.  
 

 
Figure 2.6 The comparison of results different texture synthesis. (a) the result of 
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overlapping and (b) the result of minimum error boundary cut. [EF01] 

 
 

  
(a) (b) (c) 

Figure 2.7 The example of texture transfer proposed by Efros and Freeman. They 

use patch-based texture synthesis technique to transfer the texture from the source 

texture to target image. [EF01] (a) source texture, the Picasso drawing, (b) target 

image, a photo of Feymman, (c) The result of texture transfer 

 
   Following the idea of luminance mapping, Bin Wang et al. 2004 propose a 
system to transfer style from one example painting to a photo image. They use 
patch-based texture synthesis with Gaussian pyramid acceleration, and selecting 
sample textures from the example painting. They also improve the method used in 
[GCS02] to generate a direction field of the photo image. The direction field 
describes the contours of object in the photo, and decides the direction of the strokes. 
So the strokes are synthesized along the contours of objects in photo image, 
resulting in visual appearance of the synthesized painting. Figure 2.8 is the result of 
Bin Wang et al.  
 

 

(a) (b)  (c) 

Figure 2.8 The result of work of Bin Wang et al.. (a) photo image (b) example painting (c) result 

synthesized image [WWY+04] 
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3 C H A P T E R 3

Methods
 
In this Chapter we explain how to transfer the color scheme and stroke from the 
example painting to the projected image. The color scheme is the tendency of the 
color. First, we analyze the color scheme of the example painting, and change the 
color of the projected image into similar color tendency of the example painting. 
Second, the strokes of the example painting are transfer to the projected image by 
patch-based texture synthesis techniques. We start from the color transfer technique 
that changes the color of the projected image; then introduce our method to 
synthesize stroke on the projected image with the direction field. 
 

3.1 System Overview 

Figure 3.1 displays the overview of our system. The inputs of the system are one 2D 
example painting and one 3D model. The user first selects some rectangular areas 
from the example painting as sample textures, which are used as the source of 
texture while texture synthesis processing. The 3D object is projected to a 2D image, 
called the projected image, and the tangential vectors on the model surface are 
project to the direction field as well. The projected image has to change its color by 
color transfer, so that it has the same color scheme as the example painting. We then 
synthesized the stroke to the projected images so the stroke style of the example 
painting would transfer to the projected image. Finally, putting the projected image 
to the example painting, the 3D model would seems an original objected in the 
painting 
 The section 3.2 will introduce the color transfer technique we used in our 
framework, following detail of the texture synthesis technique in section 3.3. The 
method of generating direction field will also described in section 3.3.3. 



 10

Figure 3.1  The system overview 

 
 

3.2 Color Transfer 

Color transfer is used to change the color of one target image so its color can have 
the same characteristic of a reference image. In our system, the target image is the 
projected image and the reference image is the example painting. To imitate the style 
of the example painting, our system has to transfer the color characteristic of the 
painting to the projected image as well because color is a one of the major feature to 
recognize a style. If the 3D object has different color scheme from the paintings, 
viewer will not feel that the object has the same style of the painting. For example, a 
bright blue object appears in a painting with pale yellow tone, the object cannot 
immerse into the painting well. For this reason, the added 3D object has to change 
its color to immerse into the painting. 
   There are two tasks in color transfer: color correspondence between images and 
color transfer in target image. Color correspondence is finding an example color 
from the reference image for each pixel in target image, and the target image can 
change its pixel color into a similar tone of corresponding color. For example, the 
yellowish grass area in target image may map to the deep green forest area in the 
reference image because these two areas have similar hue. Then the grass will 
become darker green, like the forest in the reference image. 
   Many previous works do the color correspondence by color segmentation or 
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luminance mapping [RAG+01][WAM02][LLW04]. They segment image by 
clustering pixels with similar color and assign the corresponding color to each 
cluster. The luminance mapping is to fine the pixels with closest L2 distance of 
luminance value, and set them as corresponding pixel color to the target image. 
However, there are two problems of such process: 1. if the target image has some 
pixel colors which do not exist in reference image, the result of transfer may be 
inharmonious; 2. those methods need user effort to find a better mapping if the result 
of color transfer is wrong or unnatural, and the user needs have good aesthetic sense 
to map proper colors. 
   In our system, we use the basic color category proposed by Change et al. 
[CSU+04] to find the appropriate mapping between images automatically. Basic 
color categories can be used to classify pixel color and find the corresponding color 
according to human visual perception. Then the result of color transfer seems much 
natural.  
   After finding the corresponding color in the reference image, the next step of 
color transfer is adjusting the color value of the target image so its tone can near the 
reference image. We adapt the statistical analysis of the Reinhard et al. and scale the 
pixel color of target image according to the mean and ratio of standard deviation of 
each color category [RAG+01]. 
 

3.2.1 The color transfer process 

Figure 3.2 is the process of color transfer in our system. First, the representation of 
pixel color are converted from the RGB to the CIEL*a*b* color space. The channels 
of RGB color space are correlated, so the changing of color will affect three 
channels.On the other hand, CIEL*a*b* color space is an orthogonal color space 
without correlation between axes. If we only want to change the luminance of the 
pixel, we can consider the L channel without considering the other two channels. 
Besides, uniform changing of channel will be detected equally in orthogonal color 
space.  
   After both the projected image and example painting are converted from RGB 
color space to CIEL*a*b* color space, the pixels are classified into 11 basic color 
categories. The concept of basic color categories are originally reported by Berlin 
and Kay [BK69]. They study nearly 98 languages and find 11 most common color 
terms called Basic Color Terms (BCTs). For example, the 11 terms in English are 
white, black, red, blue, green, yellow, purple, pink, orange, brown and gray. In 2004, 
Chang et al. define 11 basic color categories according to the 11 BCTs. They divide 
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the color space into 11 categories, and define the range of each color category in 
color space. 
 

Classify into Basic 
Color Categories

Pixel Color (Lab color space)

Red Category

Blue Category

Green Category Black Category......

Compute mean and standard 
deviation of category

Transfer pixel color by mean 
and standard deviation 

Classify into Basic 
Color Categories

Pixel Color (Lab color space)

Red Category

Blue Category

Green Category Black Category......

Compute mean and standard 
deviation of category

Transfer pixel color by mean 
and standard deviation 

 
Figure 3.2 The flow char of color transfer procedure. 

    
   We adopt their definition of color range for 11 color categories in our system. 
When Change et al. test the color range of basic categories, they consider one 
important phenomenon: the appearance of color is often affected by surrounding 
color. Especially for the color with low saturation, the color shift will be more 
apparent. The range or achromatic color category, i.e. the white, black and gray 
categories, are expanded in Change et al. experiment. Thus the color range of basic 
categories much conforms to the human perception. 
   In our system, the CIEL*a*b* are divided into 11 regions which is mutual 
exclusive. Both the pixel colors of projected image and example painting are 
classified into color category, and each pixel color treat as a site in CIEL*a*b* color 

space; if one site are inside the one region of category iC  means the pixel color are 

classified to iC . With this classifying, the colors of projected image can 
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automatically find the proper mapping in the example painting. For example, the 
pixel color in blue category will map to the color in blue category of the example 
painting. 
Next, we change the color distribution of each category of the projected image to 
imitate the color use of the example painting. This is the same as the statistical 

analysis process proposed by Reinhard et al. [RAG+01]. For one color category iC , 

we compute its mean and standard deviation, as the equation 3.1and 3.2 shows: 
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   (3.2) 
 

The superscript iC is the one basic color category, where i={red, blue, green, yellow, 

pink, purple, orange, brown, white, black, gray}; iCN is the total pixel color number 

of color category iC ; the subscript L, a, and b means the three channel of CIEL*a*b* 

color space, respectively; μ and ρ are the mean and the standard deviation of a 

color category; kL , ka and kb are the L, a, and b channel of one color site k in color 

category iC . Then the every new color site in iC of projected image is computed by 

the following equation: 
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where the superscript in , ref and result means projected image, the example 

painting and the result respectively. After this transformation, the resulting pixel 
colors have standard deviations that conform to the example painting. We then add 
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the mean of example painting to shift the color more like the example painting.  

3.2.2 Generate Indirect Color Category 

Sometimes, the projected image has some pixel color belongs to a basic color 

category iC  which no pixel color of the example painting belongs to. In this case, 

the distribution for color category iC  has to be automatically estimated by other 

basic categories of example painting. We use the same method proposed in Chang et 

al. work. Only the mean iCμ and the standard deviation iCσ of iC are needed 

because we use these two statistical properties to compute color transfer. The mean 

iCμ is a color site too, so we use HSV color space to compute it because the HSV 

color space separates the hue channel. Thus we could estimate iCμ  easily because 

the saturation and brightness are easily computed by interpolation, and the hue can 
be decided by a simple equation. The values of saturation and brightness for mean 

iCμ are estimated by equation 3.4 and 3.5: 
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where the ic  is the center of color category, and the T is the set of basic color 

categories which exist in the example painting. The superscript ref, univ mean the 
reference image and universal color respectively.  
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Figure 3.3 Color circle. [CSU+04] 

 
   Because H not a linear mapping value, we cannot estimate H value by linear 
interpolation. We calculate the values of yellowish(y), bluish (b), and reddish(r) 
separately for each category in T . The Figure 3.3 present how the three terms can 
describe the color shift in the color circle. For example, if red become yellowish, 
then it becomes orange; if the blue become reddish, then it becomes purple. The 
variation of the three variables can calculate by equation 3.6: 
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   The yellowish, bluish, and reddish represent the difference angle between the H 

value of ic  and it of the basic color category
univ
ic . After calculating these three 

variables, )( univ
Ci

H μ is estimated by equation 3.7: 
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Finally, the standard deviation of chi is compute by equation 3.8 and 3.9: 
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      (3.9) 

 
The U is the set of basic color categories that appears in both example painting and 
the projected image. By equation 3.4 to 3.9, we could calculate the mean and 

standard deviation of color category iC . 

 

3.3 Texture Synthesis 

Texture synthesis can synthesis stroke of the example painting to the projected 
image, thus transfer the style to the projected image. Users select some small block 
with strokes that user thinks most stand for the example painting, and use the sample 
textures as the input for texture synthesis procedure. In order to the change the 
stroke direction on the projected image, we use one 2D image called direction field 
to decide the stroke direction for each cell of the projected image. Section 3.3.1 
introduces the one-pass texture synthesis algorithm proposed by Bin Wang et al. 
[WWY+04]. In section 3.3.2, we explain our improvement of the one-pass texture 
synthesis, called two-pass texture synthesis. 
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3.3.1 One-Pass Texture Synthesis  

The one-pass texture synthesis is the method proposed by Bin Wang et al. Their 
work aims to transfer the painting style to another photo. They use the patch-based 
texture synthesis algorithm because most of the stroke of the painting is structural, 
and patch-based texture synthesis could maintain the structure texture better than 
pixel-based texture synthesis approach. Another reason is that patch-based texture 
synthesis approach is usually more efficient than pixel-based.  
In the following paragraph, we use the projected image instead of the photo in Bin 
Wang et al. work, because we transfer the style of the painting to the projected 
image in our system.  
 
Patch-based texture synthesis procedure synthesis the stroke by following steps: 
 

a. User select sample textures manually: User can select some sample 
textures form example painting, as Figure 3.4 exhibits, and the white 
dotted-line oblong is the selected area. The sample texture is the area where 
user thinks the stroke inside this area most stands for the style of this painting. 
We then compute the average direction each sample texture by luminance 
gradient, as equation 3.10 and 3.11 shows: 

x
fGx ∂
∂

=
, y

fGy ∂
∂

=
                  (3.10) 

dir(pi) = tan-1( x

y

G
G

)                   (3.11) 

   The average direction represents the stroke direction of this sample texture, 
but we need strokes with different directions to fit the variation of object 
contour. So we duplicate twelve different rotated copies of each sample texture, 

oi 15× , i= 0, 1, ...11, as the Figure 3.4 shows. These duplicated copies will be 
used in latter texture synthesis step. The average luminance of sample texture is 
computed by equation 3.12 

N

pL
L

N

i
i

ave

∑
== 1

)(

                    (3.12) 
 



 18

 

 

 
(a) (b) 

Figure 3.4 The illustration of one-pass texture synthesis. (a) Chosen sample textures from the 

example painting. (b) The sample textures are duplicated 12 copies, each copy is rotated by 

15o. 

 
 

b. Decompose the projected image into regular cells: the projected image is 
decomposed into many regular cells. The cell is synthesis unit in the projected 
image, and the cell size is variable, range from 4×4 to 32×32. For each cell, we 
compute the average direction of it. The average direction of cell represents the 
surface undulation of 3D model because it is computed by the direction field. 
The detail of direction field is explained in subsection 3.3.3. We also compute 
the cell’s average luminance, which is used to find a proper sample texture 
during the next texture synthesis process. 

 

 
Figure 3.5 The cell division example. Cell will be divided into four subcell if the 

direction is inconsistent. The black arrows are some samples of direction of each 

pixels and the red arrow is the average direction of the subcell.  

 
   We compare each pixel direction with the mean direction within one cell. If 
the difference between pixel direction and average direction exceed a threshold, 
the cell is divided into four subcells. This approach has the advantage that the 
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cell does not need to compare directions of pixel with each other, and can 
quickly be divided if the directions are chaos. The cell is divided until the 
direction of pixels are similar to each other or the cell size is 4×4. Figure 3.5 
displays the example of cell division. The average direction of cell/ subcell is 
used to find the orientation of object in projected image, so the stroke can 
synthesized according to the orientation of object. Thus the stroke will seem 
more natural and vivid in projected image, like the real stroke drawn by a 
painter.  
 
c. Choose one sample texture copies: There are several sample textures and 
each sample texture has twelve rotated copies, we use the mean luminance and 
direction of cell to choose one sample texture copies. The sample texture with 
closest luminance to the cell’s will be used. Once decide the sample texture, the 
sample texture has to rotate to fit the average direction, and pasted to cell. 
However, since we duplicated the rotated copies of sample texture, during the 
run-time, the mean direction of the cell is the index to find the correct rotated 
copy. Figure 3.6 displays the choosing process, and each cell can use different 
sample and different rotated copies during the texture synthesis process. 

 

 
Figure 3.6 The example to choose sample texture. The cell direction comes from 

the direction field within the area of the cell. The direction could decide which 

sample texture rotated copies would be pasted to the cell.  

 
 

d. Find the best match texture patch for one cell: The cells are synthesized in 



 20

scan line order, from the left to right, bottom to top. If the cell is divided as 
Figure 3.5, then the synthesized order is the shown in Figure 3.7:  

   

one cell

1 2

3 4
5 6

7

one cell

1 2

3 4
5 6

7

1 2

3 4
5 6

7

 
Figure 3.7 Synthesis order. The example of texture synthesis. Take the 

cell in Figure3.5 as example. The cell is divided into 7 subcells, and the 

synthesis order is follow the number in the picture. 

 
   Since the sample texture which used as source in texture synthesis has 
decided, and then we have to search through the sample texture to find a proper 
texture patch, which is a square area with same size as the target cell/subcell, and 
will be pasted on the target area. When synthesized texture to one cell, we have 
to find a best-matching texture patch with the same size as the target cell/subcell 

from sample texture, i.e. the boundary distance between boundary zone kBE and 

k
outE  is minimal, as Figure3.8 shows. The gray area is the already synthesized 

cell and the blue area is the current target cell. In our application, we use 4 pixel 
width boundary to find the best-matching texture patch. Equation 3.13 is the 
distance function to compute the boundary error between target cell neighbors 
and the texture patch: 
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         (3.13) 

 

where A is the number of pixels in the boundary zone, and
i
Bk

L and 
i
outL is the 

luminance value of the ith pixel in the boundary zone kBE and 
k
outE , respectively. 

Figure 3.8(b)(c)(d) are the four possible cases for boundary zone. The 
overlapping boundary zone has to blending to eliminate the discontinuousness 
among cell boundaries.  
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Figure 3.8 The three conditions of boundary area. (a) The boundary error between 

k
outE and kBE

has to be mineralized. The gray area is already synthesized area, 

and the blue area is current target cell. (b)(c)(d) are three situations of boundary. 

[LLX+2000] 

 
 

e. Copy the texture and paste to the cell: after find the best-match cell, the 
texture of the sample texture are copied to the cell. The user can copy the full 
color channel, i.e. the L*a*b* color channel, or only the L* channel. In our 
application, only the luminance channel of the projected image is changed by 
that of the sample texture.  

  

3.3.2 Two-Pass Texture Synthesis Framework 

Generally, there are at least two steps to complete one painting, and our two-pass 
texture synthesis framework aims to simulate the two-pass procedure of drawing. 
The first step in procedure is sketching and applying a based layer on the canvas. 
The base layer provides the fundamental texture and color of the painting. In the 
second step, the artist shades the painting more concretely upon the base layer 
emphasizing the important features and the characteristics of objects which the 
painter wants to express.  
   Following this idea, we propose the two-pass texture synthesis framework. The 
first pass is called background pass which is used to emphasis the darker parts in the 
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projected image. The texture synthesis process in the background pass is the same as 
one-pass process, except for two things. The first thing is that the cell size is fixed in 
background pass. The result of the background pass is shown in the area with low 
luminance, i.e. the dark area in the projected image. Because the background pass 
usually shows in the area where the luminance is low and the viewer many not 
notice, so the strokes in this layer need not to be very smooth. So the biggest cell 
size is subtle enough to capture the feature of object for background pass, and 
accelerate the texture synthesis. Another advantage of big cell size is that the 
structure of stroke can be preserved much better. 
 

  

(a) (b) 

Figure 3.9 Comparison of the two passes. (a) The background pass result and (b) The 

foreground pass result. 

 
   The second pass is called foreground pass, which aims to emphasize the brighter 
part in synthesized image and synthesize the stroke with various direction. In 
foreground pass, the synthesized image is also decomposed into regular cells, but the 
cells may be divided into subcells according to the directions of pixels in cells, as 
the explained in section 3.3.1. The stroke direction within a cell is identical. If we 
want to vary the stroke direction; we have to divide the cell. Because of the smaller 
cell size, the stroke can delineate the object in projected image more clearly, and 
variation of luminance can also be strengthened. Figure 3.9 show the result of only 
background pass and only foreground pass.  
   These two passes will generate two result luminance channels, and we combine 
the result by equation 3.10: 
     

textexback pLL μ−= )(  

textexfore pLL μ−= )(  

(3.10) 
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imgL=α /100 

imgbackforefinal LLL μαακ +−×+×= ))1((  
 

 

   The subscript tex means the chosen sample texture, and img means the original 
projected image. Theα value is used to control the proportion of background pass 
result and foreground pass result. If the luminance in projected image is low, the 
background pass result will dominate the final luminance; otherwise if the 
luminance is high, the foreground pass will be shown obviously. Figure 3.10 shows 
the result of one-pass and two-pass texture synthesis result.  
 

  
(a) (b) 

Figure 3.10 The comparison of one-pass and two-pass framework. (a) The 

one-pass rendering result. (b) The two-pass rendering result. 

 

3.3.3 Direction Field 

In this section, we explain how the direction filed is generated, and the difference of 
our direction field from that of the previous work of Bin Wang et al.. The direction 
field of Bin Wang et al. work is computed by media axis and Euclidean distance. 
They use color segmentation to divide an image into several different areas. We find 
the media axis for each area and compute the direction of the pixels in the area by 
Euclidean distance. However, the information of the direction field, which lacks the 
3D informa -tion of objected in image, may be incorrect under some circumstances, 
because it cannot convey the bulge and hollow of object surface. For example, the 
direction field of a sphere in the photo may be circular, and the result of texture 
synthesis may make the sphere flat. For example, the direction filed of surface of a 
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sphere should be specified with horizontal vectors, but the method of Bin Wang et al. 
will generate circular direction, as Figure3.11 shows. Then the user will feel the 
sphere as a flat plane because of the incorrect direction field.  
   To resolve this problem, we use the tangent vector in our 3D model surface to 
compute the direction field. First, we compute the tangent vector of each triangle on 
the 3D model surface. Then we project the tangent vectors to a 2D image, which we 
use as the direction field. The surface tangent vector fields are an essential 
ingredient in controlling surface appearance for many applications, such as NPR and 
texture synthesis. Hertzmann and Zorin pointed out some important properties of 
direction field which are used in illustration application: the direction field has to be 
continuous and follow the principal curvature direction [HZ00]. 

 
   The first step is setting an initial tangential vector for each triangle of the model 
surface. In many previous application of generating tangential vectors, the user has 
to specify the initial vectors at certain key point [PHW+01][ HZ01]. Because we 
want to generate the direction field automatically, we initialize the mesh with a 
constant vector. An arbitrary vector, for example up vector [0, 1, 0], is projected onto 
the face of mesh. The tangential vector of each face is the cross product of the 
projected vector and the face normal. 
   After the initialization, a simple tangent field has been created, but the field is 
not continuous. To smooth out the tangent field, the tangential vector of each face is 
iteratively averaged with its three adjacent faces. Thought the averaging can be 
process many times to generate a smoothed result, the singularity of tangent field 
may still exist. The face clustering step is used to eliminate the singularity of the 
direction field.  
   The face clustering is computed by the method proposed by Garland et al.  
[GWH01]. The face clustering algorithm constructs many groups in the mesh. Each 

  
(a) (b) (c) 

Figure 3.11 The difference of direction field of Wang et al. and our work. (a) The 3D sphere. 

(b) The direction in the direction field of Wang et al. work. (b) The direction in the direction 

field of our work, the direction can present the surface curvature. 
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group owns the triangles with similar orientations, and the average tangential vector 
of these triangles is then assigned as the tangential vector of the group. 
 
 

(a)  (b) 

 

(c)   
Figure 3.12 The procedure of direction field. (a) The initialization of mesh (b) The cluster 

result (c) The tangential vectors of the surface after the averaging.  

 
   We average the tangential vectors among the groups instead of the faces of mesh. 
Each group averages its tangential vectors with neighbor groups iteratively as well. 
Finally, the tangential vector of the group is reprojected back to the triangles which 
in this group. Because the face with singularity must belong to one of the groups, 
and the reproject step will assign the tangential vector of the face, thus the face with 
singularity will have tangential vector too. The Figure 3.12 shows the result of each 
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step. 
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Figure 3.13 The method to project tangential vector to direction field. The 

tangential vectors are projected to the view plane, and the angle between the 

projected vector and the horizontal axis is the stored in the direction field. 

 
  The final step is projecting the tangent field of the mesh to the 2D image, which is 
the direction field. Instead of storing the direction as vector representation, we use 
the angle related to the x-axis as the direction. Figure3.13 illustrates the projecting 
process. The 3D model is drawn on the view plane, and the tangential vectors are 
also projected to view plane. The projected tangential vectors in the view plane are 
represented by their angleθ related to horizontal axis. The angle value is saved in 
color channel for each pixel in the image, thus the 2D direction field is colored with 
red, the first color channel. Figure 3.14 is the result direction field. 
 

  
(a) (b) 

Figure 3.14 The direction field result. (a) The tangent vectors of the mesh (b) the 

2D direction field. 
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3.4 Composite Projected Image into Example Painting 

The projected image has to be pasted on to the example painting in the position 
where the user want to set the 3D object in. The Figure 3.15 (a) shows the position 
of 3D model in the painting. There are two areas in projected image: one is the 
object area, and the other is the non-object area, which is the black area in Figure 
3.15 (b). The non-object area is transparent so the user only sees the object in the 
example painting. Then the projected image is pasted on the position where the user 
is put the 3D model in the painting. Figure 3.15(c) is the final result. 
 

(a) (b) (c) 

Figure 3.15 The composition example. (a) The 3D model in the painting (b) the alpha map of projected image, the 

black area is non-object area. (c) The final result in the painting. 
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4 C H A P T E R 4

Result
 
In this chapter we present several results synthesized by our system. All images are 
rendered using the OpenGL API. The hardware platform is a Windows PC with 
AMD Athlon 64 3000+ processor and 512Mbytes main memory. The graphics card 
is an NVidia GeForce6800 with the 8x AGP interface. We first show the result of the 
automatic color transfer of our system. Then the improvement of direction field is 
shown. Finally, the results of texture transfer and the projected image immersing 
into the painting are demonstrated in session 4.2.  
 

4.1 Result of color transfer and direction field 

We first compare our color transfer result with the result of previous works. 
Figure4.1(c) is the color transfer result of previous work [RAG+01]. In the work of 
Reinhard et al, a user can map the color between the reference image and the target 
photo manually. For example, the sky above the church is mapped to the deep blue 
sky in the painting, and the building is mapped to the wall of coffee shop. In our 
system, the mapping does not require the user assistance and pixel colors been 
classified into basic color categories automatically. In Figure 4.1(d), we can find that 
the pixel colors are transferred to proper color tone. For example, the blue jean of 
the standing man is still blue after the color transfer. The mean color of the reference 
image is yellowish color, so the result seems as if it is a result of filtering the input 
image by a yellowish filter. 
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(a)  (b) 

  
(c)  (d)  

Figure 4.1 The comparison of the color transfer. (a) reference painting (b) target photo (c) Result of 

[RAG+01] (d) Result of our method.  

   Although the convert of Reinhard et al. seems better, it needs the user manual 
control the color mapping between reference painting and input photo. In our 
method, the color mapping is automatic by using the Basic Color Categories. 
   Figure 4.2 shows the effect of color transfer in our system. Without the color 
transfer, the object would still maintain its original color. This make the object 
visually incompatible with the example painting. On the other hand, after color 
transfer, the color used in object will like the color scheme of the example painting.  
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(a) (b) 

Figure 4.2 We put one cat model into the painting in the right bottom corner. (a) With 

color transfer, the object could much immerse into the example painting. (b) Without 

color transfer, the object would seem incompatible with the example painting. 

 
   Figure 4.3 represents the effect of our direction field. The tangential vectors of 
the cat model is show in Figure4.3(a). Figure4.3(b) is a 2D direction field generated 
by projecting the tangential vectors on the 3D model surface to the view plane. We 
could see that the stroke is synthesized following the direction of direction field, as a 
painter to draw one object. The stroke direction near the head of cat is different from 
the direction of body. Otherwise, Figure4.3 (b) is the result without direction field, 
and the default direction is horizontal. Some features of cat model are lost, for 
example the ear and head seems flat without the direction field. 
 

  

(a) (b) 
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(c) (d) 

Figure 4.3 Comparison of the results with and without the direction field. (a) The tangential 

vector of 3D model surface, the blue lines represent the vectors. (b)The 2D direction map from 

the 3D model surface projected. (c)The result with direction would have difference stroke 

direction. (b) The result without direction field seems flat. 

 

4.2 The result of our system 

Figure4.4 compare the result of two pass texture synthesis and one pass texture 
synthesis. The result of the one-pass texture synthesis appears much flat than the 
two-pass texture synthesis. Because the background pass use fixed patch size during 
the texture synthesis, it can preserve the structure of stroke much better than the 
foreground pass. The one-pass texture synthesis is absence of the texture which 
comes from the background pass, so that it seems much smooth and flat than the 
two-pass texture synthesis. 

 
 
 
 
 
 
 
 
 
 

  

(a) (b) 

Figure 4.4 The effect of two-pass texture synthesis. (a) Result of one-pass texture 

synthesis. (b) Result of two-pass texture synthesis 
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   Figure 4.5 is a result of an oil painting and an irregular geometry object. The 
example painting is an abstract style oil painting and the boundaries of objects in it 
are obvious. We put a model with similar shape of objects in the example painting, 
so that the model could immerse into the painting easily. The user selects two 
sample textures with different strokes. Figure 4.5(a) is the original example painting, 
with the sample textures (the white dotted-line square represent the areas which user 
selected). The object we put into the example painting is shown in Figure 4.5(b). 
Object is white, and we add one light to express the shading of the object. In Figure 
4.5(c), the object appears in the bottom left corner of the example painting. We 
could see the object immerse into the painting well. 
 

 
(a) 

 

(b) 
(c)  

Figure 4.5 (a) The example painting. The dotted-line square is the sample textures. (b) The object we put into the 

painting (the color has been transformed). (c) The final result. 

 
   Figure 4.6 is another result of our system. The object we put into the painting is 
a Cessna airplane. Figure 4.6(b) shows the original 3D object and its projected 
image after style transfer by our system . Then the project image is rendering with 
the example painting. The airplane has similar stroke and color scheme of example 
painting, immersing into the painting smoothly.  
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(a) (b) 

 
(c)  

Figure 4.6 (a) The example painting (b) The Cessna airplane model(top) and the 

image have the same style of the example painting(bottom) (c) The final result 

 
   Figure 4.7 shows water color painting example. We still put a Cessna airplane 
model into the example painting. The color of the projected image of the Cessna 
airplane has been changed the tone of airplane became gray. We can see that the 
style transfer algorithm of our system work well for water color painting. 
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(a) 

 

                      (b) 

Figure 4.7 (a) A water color painting. (b) The result of augmented painting with a Cessna plane 
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5 C H A P T E R 5

Conclusion
 

5.1 Summary 

We present a patch-based texture synthesis framework to accomplish our goal to 
immerse a 3D object into a 2D example painting. We tackle the problem of style 
transfer from the example painting by texture synthesis and color transfer techniques. 
To transfer the style of the example painting to the projected image of the 3D object, 
we use color and stroke as two main features of our system. The color scheme of the 
example painting is first analyzed by classifying the pixel color into 11 basic color 
categories. During the run time, the pixel color of the projected image is transferred 
in order to have similar color tone of the example painting.  
   After color transfer, we synthesize the stroke of the sample textures, which are 
selected by users from the example painting to be used as the source of texture. We 
propose a two-pass texture synthesis framework to transfer the stroke of sample 
textures onto the projected image. The strokes are synthesized with different 
directions according to the direction field. The direction field is computed by 
projecting the tangential vector of the 3D mesh surface to the view plane and 
computing the angle between project tangential vectors and horizontal line for each 
pixel, and store the angel value in direction field. With the direction field, the strokes 
will seem to be synthesized along the curved surface of the 3D model surface. Our 
system could transfer the style of the example painting well and immerse the 3D 
object into a painting seamlessly.  
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5.2 Future Work 

In most paintings, a painter would use the shadow to emphasize the depth of space 
and make the painting more reality-looking. Besides shadow, it is also important to 
express the objects light and dark part. However, our system does not handle the 
shadow and lighting of objects because it is very hard to detect the position and 
intensity of the light source in the painting. In some image-based rendering 
application, a user could use a series of photographs to compute the position of the 
light source. But in the painting, the light source is not very consistence in every part 
of the painting because the painter would change lighting in order to increase the 
beauty of the painting. Though it is hard to detect the correct lighting in the painting, 
we could offer a initial guess of light source and let the user change the light source 
freely.  
   Perspective view is important for immersing an object which wants to immerse 
into the painting. If the object does fit the perspective view of the painting, it would 
seem an excrescent in the painting. But in the painting, the painter would combine 
several different views in one painting. To compute the perspective view of painting 
precisely is very difficult. In our system, we offer an interface that user could zoom 
in or zoom out the object liberally. To prove the interface, we could first compute an 
initial guess of the perspective view of painting, and scale the objects according to 
the initial guessing. Then user could adjust the object by the control interface. 
   Because we did not work on the boundary blending, the silhouette is shape in 
our system. However, using alpha blending is not a good method to smooth the 
boundary between object and the painting. Painters usually draw lines to describe 
the boundary of the object, so the shape of object would be definite, but not 
discontinues. It is desirable to depict the object by the same stroke of the example 
painting so the object would not separate from the painting because the shape 
boundary.  
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