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Student : Pei-Ying Lin Advisor : Dr. Ling-Hwei Chen

Institute of Multimedia Engineering
College of Computer Science

National Chiao Tung University

ABSTRACT

Due to the rapid development of image capturing device techniques in
recent years, digital cameras and cameraphones have been widely used in our
life. However, the limitation of capturing devices and improper exposure light
may lead to unpleasant images. Inappropriate illumination condition may lead
to underexposed or overexposed effects. In addition, non-uniform
illumination and optical scattering of light by atmosphere particles may
reduce the image contrast. To solve these problems, conventional image
enhancement techniques may either fail to produce satisfactory and
undistorted image owing to adjust the contrast excessively, or cannot be
improved appropriately both in regions of interest, especially faces, and in the
background. Hence, our thesis proposes an effective algorithm for real-life
image enhancement regarding the just-noticeable-difference (JND) of human

visual system (HVS) as a contrast-stretching constraint to remove the



shortcomings of histogram equalization. Besides, we improve this approach
for face images by combining skin dependent exposure correction to produce

appropriate contrast in background and satisfied illumination in skin regions.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Due to the rapid development of image capturing device techniques in
recent years, digital cameras and camera phones have been widely used in our
life. We can find various applications of automatic post-processing or
real-time processing for real-life images, such as digital cameras, portable
photo printers, Adobe Photoshop [1] and Picasa [2] which is a popular
software for people to share photos with on-line aloum or use on-line photo
printing services. However, ithe limitation:.of capturing devices and the
improper illumination condition may fead to unpleasant image quality. Fig.
1.1 illustrates four common ‘problems—in /real-life images. Fig. 1.1(a)
represents an underexposed problem. Fig. 1.1(b) has both underexposed and
overexposed regions simultaneously. Underexposed and/or overexposed
problems are easy to take place in a night scene or resulted from using the
photoflash. Fig. 1.1(c) shows that the scene possesses a bright background,
but the human face is relatively dark resulted from a back-light circumstance.
Fig. 1.1(d) shows a low-contrast photo influenced by fog or moist.

Therefore, it is worth mentioning that an automatic and efficient quality
improvement in real-life images becomes more and more important. Users
neither need to have the knowledge of image processing nor need to learn
complicated operation of image processing software. In this thesis, we will

present a new approach of image enhancement to solve these four problems



mentioned above. The detail of our proposed method will be described in

Chapter 2 and Chapter 3.

© e
Fig. 1.1 Typical problems of real-life images. (&) An obviously underexposed

image. (b) An image with underexposed and-overexposed regions. (c) A
bright scene with unsatisfied illumination on face. (d) A classic low-contrast

image resulted from moist.

1.2 Review of Related Works

In general, there are three kinds of methods for image enhancement:
(1) histogram-based methods [3-6];
(2) gray-level transform based methods [3, 7-8];
(3) exposure-based methods [9-10].
Conventional histogram equalization (HE) technique [3] is one of
histogram-based methods. It is a non-linear mapping which approximately

produces discrete equivalence of a uniform probability density function. This



method spreads out values occurring more frequently and compresses values
occurring less frequently to gain a higher contrast. However, HE fails to
produce pleasant pictures owing to three common drawbacks [11]:

(1) wash-out appearance;

(2) false contour;

(3) amplified noises.
The examples of these drawbacks are given in Fig. 1.2 and Fig. 1.3. In Fig.
1.2 (c), there is an obvious false contour in the sky area. In Fig. 1.3(b), there
are not only noises in the background area, but also wash-out appearance in
the foreground area.

Several advanced HE techniques [4-6] have been proposed to improve
the conventional technique..‘The global .HE*method, such as bi-histogram
equalization proposed by 'Kim [4] -and dualistic sub-image histogram
equalization proposed by Wang- et al.'[5], Separates histogram into two parts
according to mean or median, ‘and then the conventional HE is applied on
each of the two separated histograms. Based on the limitation on
contrast-stretching of global HE, Pizer et al. [6] provided a local HE called
adaptive histogram equalization. First, an image is divided into several blocks,
and then the HE technique is applied on each block. Finally, the resulted
blocks are fused together by bilinear interpolation. The aim of the
above-mentioned methods is to obtain the contrast as higher as possible

without considering over-contrast problems for real-life images.
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Fig. 1.2 The false contour with HE. (a) Original image. (b) The gray-level

histogram of (a). (c) HE result of (a) with false contour marked by a circle. (d)

The enlargement of the circle area ini(c):(e) Gray-level histogram of (c).

The probability of cccurrence

Gray Level

The probability of cccumence

S

(b) HE result

Fig. 1.3 The wash-out appearance and amplified noises with HE. (a) Original
image and its corresponding gray-level histogram. (b) HE result and its

corresponding gray-level histogram.



Gray-level transform-based methods (e.g., power-law transforms [3] and
logarithm transforms [3], etc.) use a mapping function of the form s = T(r),
where T is a transform function that maps a gray level r into a gray level s.
These techniques are popular for commercial purposes [3] applied to a variety
of devices. However, these transform functions need device-dependent
parameters to decide the transform curve. Global gray-level transform
methods [3] produce applicable results for either underexposed images or
overexposed images by selecting proper parameters in advance. In addition,
as both underexposed and overexposed problems exist simultaneously, the
global methods are incapable of overcoming both highlight and lowlight
regions. Moroney [7] proposed a new approach of image enhancement based
on pixel-by-pixel gamma correction with.a non-linear masking. Briefly, this
gamma correction of each pixel depends on the values of its neighboring
pixels. However, it may -have halo 'effects resulted from discontinuous
intensity of edges. Afterward, Capra et"al. [8] improved this method by
combining the low pass filter and edge-preserving filter to reduce the halo
effect near contrast sharp boundaries. Although this method can solve the
problem that the image has over-exposed and under-exposed regions
simultaneously, it may reduce the global contrast.

Exposure-based methods utilize the transformation between light and the
luminance of the objects for exposure correction. Battiato et al. [9] proposed a
camera response curve for adjusting the exposure level by content dependent.
The algorithm identifies the visually relevant regions and calculates the offset
between the average brightness of regions of interest and the user-defined

satisfied brightness. For the sake of modifying the original illumination to the



satisfied illumination, it utilizes the camera response curve to transform each
pixel value based on the offset value. This method is suitable for real-time
purpose, such as handset devices. It can produce a satisfied result in
interesting regions, but it may lead to worse illumination in other regions.
Safonov et al. [10] developed an enhancement algorithm including global and
local correction of various exposure defects based on contrast stretching and
alpha-blending of brightness of the original image and estimation of
reflectance. Although this method is good at local shadow correction, it is a
high computational complexity method.

For real-life images, current contrast enhancement technique may either
fail to produce satisfactory and undistorted image owing to adjust the contrast
excessively, or cannot be improved.appropriately both in regions of interest,
especially face, and in the! background. In' this thesis, real-life images
with/without face regions-are .treated by different methods. For non-face
images, we propose an effective. ‘enhancement method regarding
just-noticeable-difference (JND) of human visual system (HVS) as a
contrast-stretching constraint to remove the disadvantages of histogram
equalization. For face image, we improve our proposed method and combine
exposure correction by skin dependent to produce appropriate contrast in

background and satisfied illumination in skin regions.

1.3 Organization of the Thesis

This thesis is composed of five chapters. In Chapter 1, previous works
are introduced. In Chapter 2 and Chapter 3, we will propose solutions to

automatically improve image quality for non-face and face images,

6



respectively. Several experimental results and comparisons will be shown in

Chapter 4. Finally, we will give a conclusion and future work in Chapter 5.



CHAPTER 2

THE PROPOSED NON-FACE ENHANCEMENT

METHOD

The objective of image enhancement is to produce a more suitable result
than an original image for a specific purpose. For the application of real-life
image enhancement, keeping the sense of reality of the image without
artifacts is the most important criterion. For example, if we take a picture at
night, we do not hope this photo look like daytime after using image
enhancement techniques.

As mentioned previously; HE fails to. produce pleasant pictures owing to
three drawbacks: (1) wash-out appearance; (2)-false contour; (3) amplified
noises. Before explaining the proposedmethod; we will analyze what factors
cause these defects. According 't the two histograms given in Fig. 1.2,
because of the occurrence probability value of histogram bin 255 is
abnormally high in the original image, HE causes a serious gap for those
pixels with gray values 254 and 255 in the original image. If these two kinds
of pixels are neighbors, this will cause false contours. In Fig. 1.3, most pixels
have low luminance in the original image. This makes the contrast-stretching
by HE very excessive in the low luminance and the medium luminance push
toward to the higher grayscales. This will amplify the noises in the dark
regions and look like the wash-out appearance in the whole image. In
conclusion, when the histogram of an image has the characteristic of high

amplitude at few peaks or excessive concentration at small continuous gray



levels, it is difficult to produce a proper result by the HE technique.

Based on the discussion above, we regard JND as a constraint on contrast
stretching. If the original histogram curve exceeds a limitation, it is possible
that the image is characterized by the problems mentioned above. Therefore,
we try to modify the histogram curve to become not only similar to the
original histogram curve but also qualify to the restriction. In other words, we
use the modified HE mapping to make the contrast as greater as possible
without producing artifacts.

In this chapter, a new approach of image enhancement for real-life image
is presented. We use the HE technique and regard the JND of HVS model as
a contrast-stretching constraint to avoid the artifacts mentioned previously. In
Section 2.1, we will introduce the._conventional histogram equalization
method. In Section 2.2, the 'contrast-stretching-constraint based on JND is
provided. In Section 2.3,-we -present-a new approach of adjustment of
histogram curve in Section 2.4."In section 2.5, the color construction method
is proposed. Fig. 2.1 is the flowchart of our proposed method.

Furthermore, for real-life images, skin regions are the most relevant parts
by human perception. We will improve our framework to treat skin problems

especially and describe this in Chapter 3.
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Fig. 2.1 The flowchart of the proposed non-face enhancement method.

2.1 Histogram equalization

Histogram equalization (HE) [3] is a non-linear mapping which
approximately produces the discrete equivalence of a uniform probability
density function. Before presenting the HE technique, we need to extract the
luminance Y at spatial coordinate (x, y) of the original image by

Y(x,y) =0.299-R(x,y) +0.587 - G(x, y) +0.114- B(X, y). (2.1-1)
After obtaining the gray values of the original image, let variable k represent
the gray level in the interval [0, 255] of an image. Then, the probability p of
the occurrence of gray level k in an image is calculated with

n, ]
p(k) =N (2.1-2)
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where N is the total number of pixels in the image, and ng is the number of
pixels of gray value k. Next, we describe the mapping function of the form s
= T(k), where T is a transform function that maps a gray level k into a gray

level s. The transform function is denoted as follows.

s:T(k):255-Zk: p(i)=255-zk:%. (2.1-3)

2.2 Contrast-stretching constraint based on JND

Before explaining the constraint, we introduce the concept of JND in
advance. In the field of image processing, just-noticeable-difference (JND) is
the ability of distinguishing the luminance change with human visual system
(HVS). In other words, JND is the.smallest difference of the luminance
change which is detectable”by human  eyes.“We adopt the JND model
proposed by Chou and Li*[12]. Fig.-2.2 illustrates the smallest detectable
difference of each possible gray:ilevel by their experiment. As can be
indicated by Fig. 2.2, it is relatively sensitive to the change of medium gray
level by human visual system. On the contrary, it is relatively not sensitive to
the change of dark or bright background. The perceptual model for evaluating

the visibility threshold of JND is denoted by
k 0.5
IND(K) = TO-[l—(Ej }+3 for k<127 2.2-1)
y-(k-127)+3 for k>127

where k is the gray value within [0, 255] and the parameters To and v

depend on the viewing distance between testers and the monitor taken by

experiment.

11



[}
&

Y s [
o o (=3

Visibility Threshold

o

0 64 128 192 255
Gray Level

Fig. 2.2 Visibility thresholds related to the luminance.

Real-life image enhancement should not only focus on contrast
stretching, but also try to prevent enhancing the areas where the difference of
illumination is unnoticeable from producing artifacts. We use this concept to
design an examination function which can: use to judge if the HE technique is
suitably applied to an image. The 'HE ‘technique uses the information of the
occurrence probability of-each gray level to -determine the amplitude of
contrast stretching. Therefore, for any two consecutive gray levels k-1 and k,
the mapping function by HE yields corresponding gray levels T(k-1) and T(k).
The difference between T(k-1) and T(k) represents the amplitude of contrast
stretching. In order to avoid over-contrast-stretching by the HE technique, we
give a constraint that for every two consecutive gray levels k-1 and k, which
is not distinguishable by human eyes, the difference between T(k-1) and T(k)
should not be larger than the JND value of T(k). Based on this constraint, the

examination function is denoted as follows:

The histogram is qualified, if T(k)-T(k-1) <JND(T(k)) Wk, 0<k <255
The histogram is unqualified, otherwise
T(k)-T(k—-1) =255 p(k) (2.2-2)

12



The examination function can help us to avoid enhancing regions with
unnoticeable difference to be perceived. Through the examination function,
we can determine whether the HE technique is suitably applied to an image

for enhancement.

2.3 Adjustment of histogram curve

As indicated in previous discussion, we can use the examination
function to determine if it is suitable to apply the HE technique in an image to
do enhancement. If it is suitable, the HE technique can be applied to enhance
the image directly without producing artifacts. Otherwise, we must adjust the
occurrence probability values to_qualify the constraint. If the adjusted
histogram curve is smoother, the constraint Is more possibly satisfied.

Note that keeping the-monotonic property of the histogram of an image
is the most important criterion. This means that for any two gray levels h and
k, if p(k)>p(h), then p(T(k))>p(T(h)). As a result, our adjustment approach is
accomplished by making the histogram curve smoother and preserving the
monotonic property. We eliminate the higher probability of occurrence of
histogram and then redistribute the eliminated value over all grayscales
uniformly. This method can help eliminate the high peaks of histogram or
spread out the over-concentration probabilities at small continuous gray
levels with lower probabilities. The procedure of the adjustment approach
contains three phases: sort, shift, and redistribution. These three phases are

described as follows:

® Sort: The histogram component, p(i), defines the probability of

13



occurrence of gray level i, and p’(i) represents the adjusted histogram

component. Let n denote the current shift times and initialize to be zero.
In order to preserve the monotonic property, we need to sort the distinct
histogram components in descending order. Let L denote the number of

distinct histogram components and order, (i) be the i™ element sorted

histogram components, where i is within the interval [1, L] and n is the

current shift times. Therefore, order,(1) and order,(L) represent the

biggest and smallest original probability value respectively without
adjustment. Fig. 2.3(a) gives an example of a histogram with 7
histogram components.

p(0) = 0.25, p(1) = 0:4,1p(2) = 0.125, p(3) = 0.045,
p(4) = 0.03, p(5)= 0.02, p(6) =0.03, p(7) = 0.1.

There are 7 distinct histogram components (L=7) and its ordered set (see
Fig. 2.3(b)) is

order, (1) = 0.4, order, (2) =0.25, order, (3) = 0.125, order,(4) = 0.1,
order, (5) = 0.045, order, (6) = 0.03, order, (7) = 0.02.

Shift: After sorting, we shift the histogram components according to the
following rules. First, the n-biggest values in sorted histogram
components are discarded. That is, if n=2, ordery(1) and ordery(2) are
discarded. Next, each sorted component substitute is by the next n sorted
component. Then, the shifted and sorted components are transformed

into a histogram as follows:

S(k) = order, (V) _if v<L k=0,1 .., 255
0 if v>L
v = order, “(p(k)) +n. (2.3-1)

14



The procedure for shifting the histogram components in Fig. 2.3(b) (n=1)

is shown in the following.
Original histogram Sorted components
p(0) =0.25 >< order,(1) =0.4
p(l) =0.4 order,(2) =0.25

p(2) =0.125 ——— order,(3) =0.125

p(3) =0.045 order,(4) =0.1

p(4) =0.03 order, (5) = 0.045

p(5) =0.02 order, (6) = 0.03

p(6) =0.03 order, (7) = 0.02

p(7) =0.1.
Sorted components n=1 Transformed histogram
order,(1) =0.4 order, (1) = 0.25 >< S(0)=0.125
order, (2) +0.25 order, (2) + 0.125 S1)=0.25
order, (3) + 0.125 order,(3)+ 02, —> S(2)=01
order,(4) =0.1 order, (4) = 0.045 S(3)=0.03
order, (5) + 0.045 order;(5) = 0.03 5(4)=0.02
order, (6) + 0.03 order;(6) = 0.02 4 S(5) =0
order, (7) £ 0.02 order, (7)=0 5(6)=002

S(7) =0.045

Zero padding

Figs. 2.3(c) and (d) illustrate the shifted sorted histogram components

and the corresponding histogram.

Redistribution: After obtaining the new shifted histogram components,
the difference between original and shifted histogram components are
redistributed uniformly over all grayscales. This redistribution function
is denoted by

dif :é(gz_l(p(i)—sa))j

i=0

p'(k) =S(k)+dif k=0,12,.,9-1 (2.3-2)

15



where g is the number of grayscales. Therefore, the examples of
redistributed results are given as follows.

dif = 08ﬂ = 0.05125

p’(0) = 0.17625 = S(0) + dif
p’(1) = 0.30125 = S(1) + dif
p'(2) = 0.15125 = S(2) + dif
p’(3) = 0.05425 = S(3) + dif
p'(4) = 0.05325 = S(4) + dif
p'(5) = 0.05125 = S(5) + dif
p’(6) = 0.05325 = S(6) + dif
p’(7) = 0.09625 = S(7) + dif .

Fig. 2.3(e) shows the results treated by different shift times. It can be
noted that the more shift times there are, the smoother the curve is. As a result,
through increasing the shift times, there should be a smallest shift times such

that the adjusted histogram is-qualified:
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Fig. 2.3 An example to illustrate the proposed adjustment method. (a)
Original histogram. (b) The sorted histogram components of (a). (c) The result
of shifting (b) one time. (d) The corresponding histograms after shifting one

time and redistributing. (e) Several results treated by different shift times.
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2.4 Prevention for over-adjustment

The more number of shift times are, the greater changing of original
histogram components is. However, the smoother histogram curve leads to
the less amplitude of contrast-stretching. Through the adjustment approach
described in previous section, we can get the smallest shifted times n such
that the shifted histogram is qualified. In order to avoid over-adjustment, we
get an interpolated histogram by

p'(k) = -order, (v) + (1- ) - order, (V) 2.4-1)
v = order, " (p(k)) k=01 2,., 255. '
where « €[0,1] . Then, the differences between original histogram

components p(k) and the new _histogram components p’(k) are

redistributed uniformly to get the final‘histogram components.

1 255
dif =—= i)—p'Q
256(§(p() p())]

p”(k) = S(k)+dif k=0,1,2,...,255 (24-2)
We adopt bisection method to find the smallest « such that the shifted

histogram can qualify the constraint. Fig. 2.4 illustrates an example of the
procedure. The red curve and blue line show the sorted histogram components
treated by n = 0 and n = 1 respectively. The black curve shows the

interpolation of the two curves. ( a = 0.5)
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Fig. 2.4 An example to illustrate the procedure of avoiding over-adjustment.

2.5 Color reconstruction

After previous steps, we can get the modified gray values Y'. Then,
color reconstruction is done by using the following formulation [13] to

prevent relevant hue shift and color desaturation. This method is denoted by

oo 1 Y06y B

R =5 5 X ) (REGY-Y (x.Y))+R(x, y) - Y (x, y)j

G )= %(G(x, Y)Y (%) + G, y) Y (%, y)j (2.5)
, 1 (Y'Y B

B'(xy) =3 Yoo (Bx. )+ (X, y))+B(x, y) - Y (X, y)J

where R, G, and B are the input color values.

Finally, there is an example to illustrate the whole proposed method in
Fig. 2.5. First, there is a dark scene in Fig. 2.5(a). Through the examination
function, its corresponding histogram is not qualified, so the adjustment
method is applied. Through increasing the shift times, we can find a smallest
shift times (n = 4.6) such that the adjusted histogram can be qualified. Figs.
2.5(b) through (h) show the results treated by different shift times. It can be
seen that the noises in the background are decreasing and the over-exposed
areas are being improved. Fig. 2.5(i) shows the original histogram curve and

the adjusted curve applied by our proposed adjustment approach.
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Fig. 2.5 An example to illustrate the proposed method. (a) Original image.

(b)-(e) The enlargement of part of the results treated by 0-3 shift times.

(continues)
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enlargement of part of the results treated by 4.6 shift times for avoiding

over-adjustment. (i) The original and the final adjusted histogram curve.
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CHAPTER 3
THE PROPOSED FACE ENHANCEMENT

METHOD

It is straightforward that skin regions, especially faces, in real-life
images are the most visually interesting areas. Most conventional image
enhancement techniques [3-8, 10-11] do not give a special treat for the
improper lighting condition in skin regions. Hence, these enhancement
techniques either improve obviously for the unsuitable illumination in skin
regions or fail to offer sufficient contrast in skin regions. If the contrast in
skin regions is insufficient, the skin regions may seem to be wash-out
appearance and unnatural (see Figsi-3:1(b) through (e)). On the other hand,
some techniques [9, 14-15] were'provided to enhance face part in an image,
for the other part, they can not'provide a satisfied result.

Battiato et al. [9] proposed an exposure correction with camera response
curve improved by skin dependent techniques. The basis of adjusting
illumination in a whole image is based on the difference between the average
luminance of skin regions and the ideal pre-defined luminance. This
technique can produce a satisfied result in skin regions, but it may fail to
produce a suitable result in non-skin regions. Fig. 3.2 shows the satisfied

illumination in skin regions, but the background regions are distorted.
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(a)

(b)

(©)

(€)

Fig. 3.1 Some results using different enhancement methods with the images
in the right column being the enlarged parts of the images in the left column.
(a) Original image. (b) HE [3]. (c) Capra’s algorithm [8]. (d) Our proposed

non-face enhancement method. (e) Picasa software [2].

23



% -
| =

Fig. 3.2 A result using exposure correction method with the images in the
right column being the enlarged parts of the images in the left column. (a)

Original image. (b) Battiato’s algorithm. =+,

Since our proposed: non-face enhancemént method can only treat
non-face images well, for fhose féée ifnéges, ‘the skin part may not be treated
well. In this chapter, we will provide a method to treat both face and non-face
regions. The proposed method integrates our non-face enhancement and the
exposure correction method proposed by Battiato et al [9]. This exposure
correction method uses the mean luminance of skin regions as a reference
point. Then, we can apply exposure correction method by skin content to get
an image with satisfied skin regions. After obtaining the results of non-face
enhancement method defined Ynon-skin, @and exposure correction method defined
Ysin, @ distance map can help us to fuse these two results. Fig. 3.3 shows the

flowchart of the proposed method for face images.
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and extract the
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Apply the L
proposed non-lace :
Fuse
enhancement
method

Reconstruct the
color image o gel End

the final image

Fig. 3.3 The flowchart of the proposed face enhancement method.

3.1 Skin recognition by skin locus model

Before applying the exposure correction by skin dependent techniques,
we should recognize skin pixels in advance. We would like to determine all
possible skin pixels with multiple light source or changing illumination
conditions. Therefore, we choose the skin locus model defined in [16]. To

reduce the illumination dependence, this technique is based on the (r,qg)

R Y

lane by normalized RGB space r= g =
P y Pace (r=ri6+8)'% (RiG1B)

).

Through the experiment, Fig. 3.4 shows the r-g skin histogram in diverse

illumination condition from a 1CCD camera.
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Fig. 3.4 Statistic of skin locus

By this statistical information, the skin color cluster in (r,g) plane

occupies a shell-shape curve. A membership function to the skin locus is a
pair of quadratic functions denoting the upper and lower bound of the cluster.
Pixels can be labeled as skin pixels using the skin locus constraint denoted as

follows:

sKine 1, if (g<uppen &(g>lowen &W >0.0004&0.2<r <0.6
10, otherwise

upper=-1.3767-r*+1.0743 r +0.1452
lower=-0.776-r? +0.5601 r +0.1766
W =(r-0.33% +(g-0.33° 3D

where skin=1 representing a skin pixel and skin=0 representing a non-skin
pixel. The variable W is to avoid labeling whitish pixels as skin. Therefore,
we can process an image pixel-by-pixel using this constraint and record the

result in a skin map, M, with M ;. (X, y) = 1 representing a skin pixel and

M., (X, y) = 0 representing a non-skin pixel(see Fig. 3.5(b)). Then, the skin

map should be refined by Morphological operation [3] to eliminate the noises
and fill the holes (see Fig. 3.5(c)). In order to speed up the latter procedure

described in Section 3.3, we can use the bilinear interpolation of a factor of
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1/4 to scale the original image at first to obtain a smaller size of Mgin,

(b) (©)

Fig. 3.5 An example of skin recognition. (a) Original image. (b) Recognized

skin map by the skin lacus. i(c)-Refined skin map after morphological

processing.

3.2 Exposure correction method

The exposure correction method is accomplished by a simulated camera
response curve [17]. This curve shows an evaluation of light value g, called
“light quantity”, transformed to the final pixel values | by the camera sensor
(see Fig. 3.6). This camera response curve f can be presented by

255

T (3.2-1)

f(a)=1-=

where parameters A and C can be utilize for controlling the curve shape.
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Fig. 3.6 A simulated camera response curve

Therefore, the exposure correction technique [9] utilized the
transformation between light quantity and final luminance to simulate
controlling how much light the camera will capture. Based on this
transformation, the exposure correction, method uses the mean luminance of
skin regions as a reference ‘point. First, we extract luminance Y with Eq.
(2.1-1) in an original image. After labeling skin pixels, we can get the
average luminance Yayq Of the skin pixels: A simulated camera response curve
f defined in Eq. (3.2-1) can be used to offset the light quantity difference
between Yaq and pre-defined ideal luminance Yiga. The offset of light

quantity is denoted by
offset = £ 7 (Yigeu) = T 7 (Yasg) (3.2-2)
The original luminance values can be modified by
Y, (X, y) = f(offset + f (Y (X, y))) (3.2-3)

Therefore, the Yein is the result of the exposure correction method. There is

an example to illustrate the result of exposure correction method in Fig 3.7.
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Fig. 3.7 An example of the exposure correction method (a) Original image. (b)

Result of the exposure correction method.

3.3 Measurement of distance map

In this section, we define a measurement of a distance map Myistance-
Muistance Means a distance map recording the distance between each pixel and
its nearest skin pixel. The Ygin and Yagn-skin' C8N be fused together using a
distance map. Before presentingether-fusion method, we describe the
measurement of a distance rhap at first.

After labeling the skin pixels in the Mgin, there should be several
connected components of skin regions. Therefore, we use the dilation
operation [3] iteratively to estimate the Mgistance. It IS the reason that if a pixel
Is nearer connected components, it will be dilated earlier. Because the
distance between a pixel and different connected components is distinct, the
smallest distance should be selected. Therefore, each connected component
should be dilated individually and recorded the smallest distance for each
pixel. A pre-defined threshold t would be given for setting the number of
times of performing dilation procedure. When dilation procedure is stop, the

pixels which are not dilated yet represent that they are too far from skin
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regions. Therefore, they are all assigned to be t+1 which is the farthest
distance recorded in Mgistance- This method is described as follows and there
will be an example to illustrate to procedure in Fig. 3.8.

Notation and initialization: Let d denote the current dilation times and

initialize to be zero. Denote M to be the distance map for the n"

dis tan ce
connected component where 1<n<C and C is the number of
connected components in a skin  map. Initialize the
M fwnce (X, Y) = 0 where it is a skin pixel at coordinate (x, y) belonging
to the n™ connected component. Other pixels are initialized to be infinite
(see Figs. 3.8(a) and (b)).

Step 1: Add one to the variableids Dilate each connected component in
M

dis tan ce

one time by-a disk Structuring element and record the current

dilated pixel at M| (x,y) 1o bed.

dis tance

n
dis tan ce

Step 2: If d <t, go back to.step 4. Otherwise, combine all M
with the smallest value at the same position to obtain the distance map
Muistance- (S€€ Figs. 3.8 (c) throught (e))

Step 3: Replace all infinite values in Mgistance With value t+1. (see Fig.

3.8(f))

It can be noted that Mgy Is the scaled image by a factor of 1/4. We must
up-sample the Mgistance t0 be the same size of an original image for the later
procedure of fusion. Therefore, a bilinear interpolation by a factor of 4 can be

used for this purpose. Fig. 3.9 illustrates an example of distance map.
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Fig. 3.8 An example of measurement of Myistance With d = 2. (a) A skin map

Msin. (b) Two connected components in Mg, are split to M3, ... and

M2 where the symbol ‘- means the infinite values. (c)-(d) Each

dis tan ce
connected component is dilated respectively until the halting condition occurs.
(e) Combine M}, ... and M2 . with the smallest values. (f) Substitute

the left “-” in Myistance fOr the values t+1 to obtain the final Myistance.
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(a) (b)
Fig. 3.9 The skin map (a) and its corresponding distance map (b) with

brighter pixels representing smaller distance values.

3.4 Fusion

After obtaining Myistance, Yskin @nd Ynonskin, €ach pixel of the finial

luminance Y, (x,y) is a composition of the Ysn and Ynon-skin With Mgistance-

Therefore, there should be a weight ‘map- based on Myistance ON the
interpolation process. It is:straightforward thatrif the distance of a pixel is
very small, this pixel value 'should be closerto Y«in. We use the power-law
curve with 0.4 by mapping the narrow range of smaller distance values into a
wider range of bigger weight values. This curve can make the composition in
the boundary regions between skin and non-skin sharper without halo effects.

The combination equation with power-law function is expressed by
Yfinal (X! y) = (l_ Weight(X7 y))'Yskin (X' y) + Weight(x! y) 'Ynon—skin (X! y)

0.4
weight(x, ) = (WJ (3.4)

where t is the threshold of dilation times defined in Section 3.3. Finally, we

use the same method in Eq. (2.5) with Y, and original luminance Y to

reconstruct the color image. Fig. 3.10 illustrates an example of a weight map

and a final result.
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Fig. 3.10 The distance map (a) and its corresponding weight map (b) by
power-law function with brighter pixels representing smaller weight value.
The bottommost image (c) is the final result of our proposed face

enhancement method.
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CHAPTER 4

EXPERIMENTAL RESULTS

In this chapter, the experimental results implemented by our proposed
non-face enhancement method and face enhancement method are given. In
our database, there are about 150 photos including landscapes and portraitists

with image resolution about 1280 x 960. These photos include: (1)

overexposed and/or underexposed problems; (2) low-contrast problems; (3)
normal images with good exposure light. We will give some experimental
results and five comparisons with following techniques:

HE technique [3];

Picasa software [2];

Exposure correction (Battiato’s-algorithm [9]);

Local gamma correction(Capra’s.algorithm [8]);

Shadow correction (Safonov’s algorithm [10]).
These experimental results and comparisons are shown in Section 4.1 for

non-face images and in Section 4.2 for face images.

4.1 Experimental results of non-face images

There are four experiment results and comparisons of non-face images
shown in Fig 4.1 through Fig. 4.4. These four results include a normal image,
a photo with shadow areas, an image with a backlight condition, a dark scene
image. Finally, there are more experimental results shown in Fig. 4.5.

First, Fig. 4.1(a) shows an image with good exposure light and others are
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the results treated by different techniques. Through the proposed examination
function, the HE technique is suitably applied to this image directly without
artifacts. The result of the HE technique is shown in Fig. 4.1(b) which is the
same as the result of our proposed method in Fig. 4.1(g). Figs. 4.1(c) through
(f) show the comparisons with Picasa, Battiato’s algorithm, Capra’s algorithm
and Safonov’s algorithm. Fig. 4.1(d) shows a slight over-exposed look in the
regions of lotus leaves. In Fig. 4.1(e), there is a suitable result in local regions
but the global contrast is decreasing. The results in Figs. 4.1(c) and (f) are
almost the same as the original image. By comparing all results, we can see
that the result of our proposed method is more vivid and high contrast.

Second, there is an image with shadow areas given in Fig. 4.2(a), and
others are the results treated by different techniques. Through the proposed
examination function, the-HE technique is' suitably applied to this image
directly. Therefore, we can-see that the resultsin Fig. 4.2(b) applied by the HE
technique and (g) applied by our‘method are the same. By comparing other
results in Figs 4.2(c) through (f), we see that the result of our proposed
method is both good at shadow areas and other areas.

Third, Fig. 4.3(a) illustrates an image with over-exposed and
under-exposed regions simultaneously. Through the examination function, the
HE technique is not suitably applied to this image. We can see that in Fig
4.3(b), although the dark area is enhanced clearly by applying the HE
technique, there is an obvious false contour in the sky area. In Fig. 4.3(d)
applied by Battiato’s algorithm, although the dark area is enhanced clearly,
the details in the sky area are loss. The result of Picasa in Fig 4.3(c) is almost

the same with the original image. Figs 4.3(e) and (f) applied by Capra’s
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method and Safonov’s method have slight improvement in shadow areas, and
the global contrast of the results are reducing. In Fig 4.3 (g), our result not
only has obvious improvement in shadow areas, but also keeps the details in
the sky area.

Fourth, there is a dark scene in Fig. 4.4(a). The result in Fig. 4.4(b)
applied by the HE technique shows that background noises have been
amplified and there is a halo-effect in the light area. In Fig. 4.4(d) applied by
Battiato’s method, there is also an obvious halo-effect in the light area. In Figs.
4.4(c) and (f) treated by Picasa and Safonov’s method, it can be seen that
there are few differences between the original images and these two images.
The results of Capra’s method and our proposed method in Figs. 4.4(e) and ()
have obvious improvement in:detail of the dark area without artifacts. Nothing
that Capra’s method is based on pixel-by-pixel gamma correction with a
non-linear masking, so it is a high complexityalgorithm. By comparing the
complexity, our proposed algorithm is'accomplished by a modified global HE
technique, so our proposed method can execute efficiently and automatically.

As illustrations of the experimental results, it should be pointed out that
our proposed examination function can detect effectively if the HE technique
Is suitably applied to an image. If it is not qualified, our adjustment approach
can produce well results without artifacts. Furthermore, there are more

experimental results by our proposed method shown in Fig. 4.5.
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(g) Our method

Fig. 4.1 A normal photo enhanced by difference techniques.
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(c) Picasa software . %, (d) Battiato’s algorithm

(g) Our method
Fig. 4.2 A photo with shadow areas enhanced by different techniques.
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(a) Original image (b) HE

(c) Picasa software (d) Battiato’s algorithm

(e) Capra’s algorithm (f) Safonov’ algorithm

(g) Our method

Fig. 4.3 An image with a backlight condition enhanced by different methods.

39



(a) Original image (b) HE

(c) Picasa software (d) Battiato’s algorithm

(e) Capra’s algorithm (f) Safonov’ algorithm

(g) Our method

Fig. 4.4 A dark scene image enhanced by different methods.

40



Fig. 4.5 The original images in the left column and with their corresponding

results treated by our proposed method in the right column.
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4.2 Experimental results of face images

In this section, we will show the experimental results and comparisons
of two kinds of face images including a dark scene and a backlight condition
shown in Fig. 4.6 and Fig. 4.7 respectively. Finally, there are more
experimental results shown in Fig. 4.8.

First, Fig. 4.6(a) illustrates the face photo taken in the dark scene. The
result of HE in Fig. 4.6(b) shows the noises are amplified and the face regions
are over-exposed. The results applied by Picasa and Battiato’s method in Figs.
4.6(c) and (d) have improvement in skin regions, but the background is still
unclear. The result applied by Capra’s method in Fig. 4.6(e) has more
distinguishable details in the background, but the face regions seem unnatural
influenced by insufficient contrast. Fig. 4.6(f) shows the slight improvement
in both background and skin regions by Safonov’s method. By comparing all
results, the result of our proposed 'method in Fig. 4.6(g) shows that there is
not only a clearer background, but also'satisfied illumination in skin regions.

Second, Fig. 4.7(a) illustrates a face photo taken in a backlight condition.
In Fig. 4.6(b), HE still produces a wash-out appearance in skin regions. The
results of Figs. 4.6(c), (e) and (f) treated by Picasa, Capra’s method and
Safonov’s method still have unsatisfied illumination in face regions. In Figs.
4.6(b), the face regions are both seems unnatural influenced by insufficient
contrast in skin regions. Fig. 4.6(d) has satisfied illumination in face regions,
but the details in the background are loss. The result of our method in Fig.
4.6(g) has not only appropriate illumination in face regions, but also a suitable

background.
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(g) Our method

Fig. 4.6 A face image in a dark scene enhanced by different techniques.
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(c) Picasa software 33*"“““%e,,  (d) Battiato’s algorithm

i?
£

(e) Capra’s algorithm (f) Safonov’s algorithm

(g) Our method

Fig. 4.7 A face image with a backlight condition enhanced by different

techniques.
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Fig.4.8 The original images in the left column and with their corresponding

results treated by our proposed method in the right column.
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CHAPTER 5

CONSLUSION AND FUTURE WORK

In this thesis, we have proposed an automatic and efficient non-face
enhancement method and face enhancement method respectively. In the
non-face enhancement method, we propose a contrast-stretching constraint
based on JND to judge if the HE technique is suitably applied to an image. If
it is not qualified, we present an adjustment approach to modify the histogram
curve without destroying the monotonic property. In the face enhancement
method, we improve our framework by combing our proposed non-face
enhancement method and exposure correction technigque provided by Battiato
et al. [9] to obtain satisfied contrast in ‘the-background and appropriate
illumination in skin regions. On-this cembining process, a distance map
estimated by iterative morphological operations is used for this fusion purpose.
Experimental results show that our proposed method can produce suitable
results without artifacts.

It can be noted that our proposed image enhancement method is based on
the information of illumination, not colors. Therefore, it may be an interesting
approach to extend our concept by combing color HE techniques [18] and the

JND model.
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