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Natiopal Chiao Tung University

ABSTRACT

The tsunami which happened in 2004 has made lots of damages; and people saw
the video from"TV, they finally knowrhowsterriblesthe tsunami is. However, the
movements of tsunami.waves qare not like those which are shown in Hollywood
movies. In ocean engineering,.they only simulate the surface of the tsunami wave
movements, and the simulations are not rendered in a realistic way. In computer
graphics, the ocean simulations often show the results which focus on the small
movement on the ocean surface. In this thesis, we want to combine advantages in
these two domains. We hope that we can simulate the tsunami wave propagation by
physically-correct equations developed in ocean engineering and we render the
simulated scene by the techniques developed in computer graphics to make it realistic.
And we hope that our simulation system can make people having know more
understanding about tsunami waves more and the system can be referenced by whom

wants to study wave motions of tsunami some other days.
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Chapter 1
Introduction

1.1 Motivation
The tsunami happened.in so'lljth Asiajin 26bi'hets_made 200,000 people dead and

1.5 million people hqr'ﬁeiess"i?eople were also shocked b')e_the power of tsunami
'y

waves. But when! we __.saw the V|deo Ih;padcasted onTV, we f|,hd out that the real

g 1, A n

tsunami waves a're not like what We Often |see'||1 the HollyWood movies. Real tsunami
o

waves are usually only several meters hlgh.

In ocean* englneerlng, causes of :Fsuhaml energy propagatlon' of tsunami and

1 F
wave movement have been 'researdhed-fm-a-l'urrg-m-but the s’lmblated image of the
.- . =
result of wave propag'atlon is reaﬂ.)'/ dull, as Shown in Flgure 1 1
uf -_|
00 00

Figure 1.1: The simulation of tsunami surface.

The simulated result only shows the tsunami surface. It is different from what

1



the ocean surface should be in the real world. This makes it hard to let the masses
know the real power of tsunami. In computer graphics, researches about fluid
simulation have been quite a lot, but most of the simulations focus on liquid behavior
in small region. Though there are some researches about ocean simulation, they just
simulate light fluctuation on ocean surface.

The goal of this thesis is to make a combination of advantages of two domains
mentioned above. Using shallow water equation[1] which is a physical equation that
governs the fluid behavior well to calculate the height of water surface and simulate
the propagation of waves. Then'we.render the scene by. using techniques in computer
graphics to make it vivid. We hope that our simulation results can make people
having more understanding. of tsunami waves and these works.can be referenced by

whom wants to study wave motions of tsunami'some other.days.

1.2 Introduction to Tsunami

Tsunami isra kind of wave with.‘great destructive power. When earthquake
happens under the bottom of the "sea, water.undulates violently by the motive force
caused by seismic ‘waves, and water becomes strong waves that push ahead to the
coast.

Tsunami is usually caused by earthquake which happens at 50 kilometers below
the seabed in over 6.5 Richter magnitude scale. The wave length of a tsunami is larger
than the deepest depth of the ocean. There is no block in the ocean so no matter how
deep the ocean is energy will propagate through. The period of tsunami is larger than
four minutes, and the velocity of tsunami is about 500 kilometers to 1000 kilometers
per hour.

After tsunami waves pass through continental shelf, the height of waves will

increase in very high speed because the water depth becomes smaller. The amplitude



might be several meters high, and becomes a shockwave. Wave motion on ocean
surface is quite different from it caused by earthquakes. The former undulates only
within a certain depth below the sea surface but the later undulates from the seabed to

the sea surface.

1.3 Thesis Organization

The following chapters are organized as follows. In Chapter 2, we will introduce
two mainstream directions of fluid simulation in computer graphics, one is small
volume liquid simulation and the other is ocean simulation. In Chapter 3, we
introduce our proposed tsunami model and how we simulate the propagation of
tsunami. Then we introduce how to generate light reflection on the ocean surface. The
implementation and results will_-be demonstrated in'Chapter: 4. Einally, Conclusion

and future works will be given-in-Chapter 5.



Chapter 2
Related Works

2.1 Fluid Simulation

Currently, the simulation of -complex ‘water, effects is often based on
three-dimensional Nawvier=Stokes [1] equations. Through 3D Navier-Stokes equations,
we can simulate churn, splash and sprinkle in the 3D space In détail. With advanced
physically-based rendering system, we" can ‘simulate’a really'vivid scene. But the
drawback of methods mentioned above is computational-consuming. It is hard to
simulate in real-time. Foster and Fedkiw [2] made significant contributions to the
simulation and ‘control of 3D fluidssimulations=through the introduction of a hybrid
liquid volume model combiningsimplicit surfaces and mass-less marker particles.

Considering the simulation of wave motions of large water volume by using 3D
Navier-Stokes equations, in orderto reduce the computational cost, hybrid models are
popular. Losasso et al. [7] introduced a way that coarsens away from the water surface
with an octree data structure. But this doesn’t make full use of the highly accurate
MAC grids and numerical dissipation will increase. Besides large octree cell can not
represent bottom topography. There are also methods based on height fields such as
2D shallow water equations [8]. Though this approach can capture effects of complex
bottom topography rather well, it does not support overturning or other 3D behaviors.
Irving and Guendelman [5] proposed a water volume model which makes a

combination of uniform grids and tall cells. In uniform grids near the surface, the
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advection is calculated by 3D Navier-Stokes equations; in tall cells, advection
equations are simplified. Pressures and velocities are interpolated within the cells.
This hybrid method can keep details of the water surface and reduce the computation

cost under water surface.

2.2 Ocean Simulation

The classic reference on ocean waves rendering is the work of [3]. Fournier and
Reeves presented a simple model for the surface of the ocean. It is based on the
Gerstner model where particles of water describe circular or elliptical stationary orbits
and the foam generated by"the breaker is modeled. by jparticle systems. The wave
shape is modeled as.follows,

X = Xy + r*®sSin( X, =~ ot) (1a)
Z = 7245, — rixcos( kx4 — o't) (1b)

where t is thegtime, z is the vertical axis and («X , , Z , )-is the particle location at

. . . . 1 . .
rest, r is a distance from the icenter.of a circle ofiradius —+ rolling over a line.
K

Figure 2 shows the trechoid-of Gerstner wave model. The surface is modeled as a
parametric surface and can .be rendered by traditional -rendering methods. By

combining more sine, cosine functions, the wave surface will be less regular.

M2

J T TNK

(2]

Figure 2.1: The trochoid of Gerstner wave model
Gonzato and Bertrand [4] proposed a complete geometrical model of the ocean

waves accounting for refraction, diffraction, reflection, transmission and multi-wave
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trains. Then they rendered the scene by using a particular illumination model and
displacement mapping texture to deal with multi-wave trains. It makes
physically-realistic result but not in real-time.

However oceanographers do not take Gerstner wave as a realistic model of the
ocean. Instead, they introduce statistical models which combine experiment
observations. In statistical model, the wave height is formulated as a function f (x,t),
where x is the horizontal position and t is the time. Jason L. Mitchell [6] present a
multi-band Fourier domain approach to synthesize the ocean surface and rendering

the waves on GPU entirely. The height'of the water at location x at time tis :

hix,t) = > h(k,t)*e™ ()
k
where Kk is a 2D .vector with components: (k,K,), k,=2m/L,,k; =2zm/L ,andn

and m are integers with bounds —-N/2 < n < N/2'and -M/2 < m <.M/2. Then IFFT

(Inverse Fast Fourier Transform) will‘generate a height field at discrete point

x=(nL, /N, mky/M), and we can finally construct ocean water.

Yaohua Hu et.al. [12] presented a system that can-render calm ocean wavers
with sophisticated lighting effects at a high frame- rate. They construct the wave
geometry as a displacement map with surface detailed by a dynamic bump map.
Xudong Yang et al. [11] presented a multi-resolution mesh model of the ocean surface
based on a straightforward terrain level of detail scheme, Tiled Quad-tree. By this

scheme, the ocean surface can be extended limitless and accelerated by GPU.



Chapter 3
Tsunami Wave Model

In the following sections, we will describe how we construct the tsunami wave
model and render the complete ocean scene. In section 3.1, we describe the basic
equations for our simulation system. Then we demonstrate how we obtain the linear
system from equations we described above in section 3.2. In section 3.3, we introduce
a numerical method to solve the linear system. Ocean surface construction is
described in section 3.4. Finally,we'show how'we render the ocean scene in section

3.5.

3.1 Shallow;Water Equation

Two-dimensional depth-averaged “equation iS generally ‘called shallow water
equation (SWE) which is integrated from 3-D Navier-Stokes equations. The depth is
integrated from the bottom to the top surface. The SWE describes the evolution of a
hydrostatic homogeneous, incompressiblesflow=on=the surface of the sphere. This
equation is accurate;when the ratio of the vertical scale to the ratio of the horizontal
scale is small. SWE can be used in atmospheric and.oceani¢c modeling, but are much

simple than its primitive equations ( Navier-Stokes equations ).

3.1.1 Derivation of Shallow Water Equation

Assuming a column of fluid of height h, and a base area A. Then the total mass
of fluid at the base over the area A is
m = hAp, 3)
and it corresponds to a force in the direction of gravity such as
f=mg. 4)

Then we can find out that the pressure at the base area is therefore



p=f/A=hApg/A=hpg. (5)
Hence we can rewrite the pressure term in (5) into
Vp =Vhpg . (6)
In large-scale motion of the fluid, “shallow” means that there is only little
variation in y direction, so the vertical acceleration can be ignored. Now the fluid is
said to be in hydrostatic equilibrium, and it implies that the Newton’s second law of

motion can be simplified as

p(§+u -V)U =—-gpVh+ 4V?U + Fe, (7)

where F, is the externalforces, U =[u,v,w]", and the ¢hanges in the horizontal

plane are nonzero. So-we can reduce (7) to the following two eguations:

2

(%“wf;—iw%)——g s (au+a—)+Fe1 8)
2 2

p(—+u%+v—)——gp5 (a +gy—)+Fe2 9)

The mass;preservation in terms’of the height is found by make an integration on

Z,S0
6_u+8v+aw 0, (10)
ox oy oz

i
U NV W, _(8_u + Mt w, —w, =0. (11)
°o0ox oy oz oy

Since w, is the vertical speed at the bottom, and w, is the rate of rise on the fluid

surface, hence

w, =0, (12)
dh

w, =—. 13

i (13)

Then insert (12), (13) into (11), we can find that

S+ - --D T, (14)

oy’ dt ot ox oy



|

(a—u+ﬂ)h+a—h+u@+va—h:0. (15)
ox oy ot oXx oy
Then the SWE can be obtained by using F., =[0,0,g]", and assuming inviscid

fluid, that is HuVZU HZ <<|IVp],, hence

8_u ou ou ch

ot ox oy J OX (102)
@+u@+v@:—ga—h (16b)
ot ox oy oy
a—h+u@+va—h:—(a—quﬂ)h (16c)
ot ox oy OX -0y

3.2 Implicit'Semi:Lagrangian Time Integration Method

3.2.1 Semi-Lagrangian Method

The semi-Lagrangian method can' be ‘viewed as a:combination of Eulerian
method and Lagrangian method. In the Eulerian method, we describe one kind of
characteristics of the fluid at'a fixed point in the world space by a function E(x,y,z,t),
and we observe the world evolving around the fixed point. In the Lagrangian method,
we follow a particle moving along its trajectory, so the physical factors which at
certain point X in the world space at time T are only affected by their initial positions
and the time variable T.

In the semi-Lagrangian scheme, at every time step the grid points of the
numerical mesh are representing the arrival points of backward trajectories at the
future time steps. The point reached during this backward tracking defines where a
small space was at the beginning of the time step. The particle is subjected to different
physical forces during its traveling. All predictive variables on this departure point are

then found by interpolating the values on the grids at the previous time steps, as



shown in Figure 3.1.

— t
—  tdt

Figure 3.1: The Lagrangina derivation is approximated along particle
trajectories
The advantage of semi-Lagrangian method is.that it allows the use of large time
step without limiting the stability and it is superior in performance. The limitations for
stability are that trajectories of fluid particles should not cross and not overtake
another. Hence, the choice of time step in the semi-Lagrangian method is only limited

by numerical accuracy.

3.2.2 Applying semi-Lagrangian method to SWE

To show how the SWE ean berintegrated=by=thersemi-Lagrangian method, we
first consider equations (16) and then we replace the substantial-derivates in (16) with

ordinary derivates

du oh

& = =B 17a
dt g OX (172)
dv oh

- g, 17b
dt g OX (175)
dh ou ov

dt (ax 8y) (17c)

Then, by using forward differences, we can estimate the ordinary derivates by

tracking a particle at grid point (i, j),

du _ u(t+ A -t (182)
dt At
v _ vt A -T() (16b)
dt At

10



dh _ h(t+At-h(t)
dt At '

(18c)

Functions U, vV, h have to be estimated by using the current values of u, v, and h,
at grid point (i, j), based on an assumption that these current values are also good
approximated results in the previous steps. The departure point of hypothetical

particle at (i, j) can be estimated as follows :

F (t— At)} _ {x(t)} ~ A{u(t)} (19)
yt—At) | | y() v(t) |

and then we can estimate the value of U, Vv, and h by bilinear interpolation,

0 =(-a)1-bu(Xhy ))+al=pu(X |[¥])+abu( X }fy])4 @-a)puli[¥]),
(20)
where a=X-|X|, b=y -|¥]. Then Vand h' are alsosimilar. Now we discretize

(17) and combine with (18), then we obtain,

u(t - &H =)~ A Ay

(21a)
At OX
v(t+ A V(M) oh(t At (21b)
At oy
ht+A0) “hit) ] B AL | v(t+A 4 (210)
At OX oy

Then we calculate the derivative of (21a) with respect to x and (21b) with respect to y,

we obtain,

ou(t + At ou (t
u(t + %X_ u(t)

x__g O%h(t + At)

At ox? (222)
ov(t + At ov (t
t+ %y_ V(%y O%h(t + At)
=—0— (22b)
At oy

Next we can eliminate u(t+At), v(t+ At) in (21c) by using (22a) and (22b) as,

11



h(t + At) - h () ol (t) O*h(t+At) oV (t) o%h(t + At)
=— — At — At ht), (23
At (ax 09— +ay g —)h(t),  (23)
after rearranging the terms,
2 2
h(t+At)=h(t) - Ath(t)(au ) g O NEA) Ny 9 Ay s

ox? oy
Then we apply first order and second order central differences for the spatial derivates,
we can get the following equation,

au(t) (t+At)
h”.(t+At)=h ) - Ath,,(t) +(At)? h,J(t) -

o 2%, (g S h"g(ytfm)

)+ (A°h,; Da( s

- AR

IJrll() —lj() (t +At)—2h» (t+At)+thj(t+At)
AXC )

ha(E+ A0 —2h (t+ At +h , (t+At

)+ (AR (g 2, A(yf AT G

=h,, () - ath, (t)

—Athi (t)( Ij+l( )Ayl J—l()

(25)

Finally, we isolate terms with ' h(t +At);
(t£At) —2h, ; (t+AD) +h_, ; (t £AL)
AX? )

_(aeh, (g AR, A(ty RGN

|+1J() i1 (t )) Ath, J(t)(

h, ; (t +At) - (At)*h, - (©)g( s

(26)

=h, ,(t) - Ath (t)( .,+1()Ay., L@

)

and we can assume that h(t) on the left-hand side is a constant, so we can solve this
system as a linear system for h(t +At) by using conjugate gradient method.

The algorithm is shown in Figure 3.2:

12



<1 =

b

Estimate departure points
uzing (19)

Estimate v,v,h at departore points
v nsing (207
\L t=tdt

aalve for hitrdf)
by vamng (20

J

Update new uitrdt), v (t+dt)
by naing (18

Figure 3.2: Algorithm for the SWE

3.3 Conjugated Gradient Method

In mathematics, the 'conjugated gradient method: is an algorithm for the
numerical solution of particular system of.linear equations, namely those whose
matrix is symmetric and positive definite.-The method proceeds by generating vector
sequences of iterates, residuals corresponding=toriterates, and searching directions
used in updating iterates and residuals. It is an algorithm for finding the nearest local
minimum of a function ‘of 'n._variables. The ideaof this algorithm is that the
convergence to the solution could be accelerated if we minimize a function P over the
hyperplane that contains all previous search directions, instead of minimizing P over
just the line points down gradient. There are several attractive features of conjugated
gradient method : First, under the premise that we regard numerical round-off, we can
obtain acceptable accuracy of convergence within N iterations. Second, applying
different preconditioning schemes, the rate of convergence can be improved greatly.
Third,  users do not have to choose parameters experimentally.

Conjugated gradient method can be viewed as an improvement of steepest

descent method [1]. Now suppose we want to solve the following system of linear

13



equations,
AX =D, (27)
where A is an n by n symmetric and positive definite matrix and A is real. We denote

the unique solution of this system is X, X eR"™. Without loss of generality,

X, =0 is the initial guess for X . Suppose that D, is a sequence of n mutually

conjugate direction. Then D, forms a basis of R". Then we can expand the

solution X~ in this basis,

X & ad +a,d, . +a,d,. (28)
Let (U,V)demonstrates an inner product of U and V.. To solve equation (27), we find
the minimum valué:of this following quadric equation (29),

a(X) = 55 (X:AX) - (0,X). (29)
This suggests that we can take the first basis vector D, te be the gradient of q(X)
at X =X,, which means_ Dj ==b,-and the other. vectors in the basis will be
conjugate to the gradient. Now let. r, be theresidual at the kth step,

r, =b—AX,. (30)

We note that r, is the negative gradient-of q(X), sothe gradient decent method
would take r, as the moving direction. But here we insist that the direction D,
need to be conjugate to each other, so we choose the direction closest to r, under the

conjugate constraint. Then it gives the following equation (31),

(Dy Ar)
-~ XD, (31)
(D, ADy)

Dk+l =T

and the final resulting algorithm ~ m is shown in Figure 3.3.
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Step 1.
X o = X ges [/ nitailiza tion
i=0 / Number  of iteration
Im ax /I max imum number of iteration to be performed
rp,=~AX,-Db
Do=rp
Step 2.
if (i <Im ax)
Goto  Step 3
if (i =Im ax)
Goto Step 6
Step 3.
r,d,
“ (cgi,Ad)o
Xia=X+a;-d
Mg =1 — (a4 Ady)

Step 4.
if (r;,, .iS, sufficient ly small )
Goto - Step 6
Step 5.
s I
di,, = h.,+ B0,
i=1+1
Goto,~ Step 2
Step 6.

The resutl is X

i+1

Figure 3.3: The algorithm of conjugate gradient method.

3.4 Ocean Surface Construction

Generally speaking, except using 3D-Navier Stokes equations to simulate ocean

surface, most methods for constructing ocean surface are two dimensional methods
using height map representing the variation of ocean surface. Though these 2D

methods are hard to simulate the splashing or churning behavior of fluid in detail,

they can reduce lots of computation in simulating large scale scenes.

We choose a method to produce fractal surfaces by using Perlin noise function

[9]. With laying sets of different amplitudes and frequencies of noise function, we can

15



generate more fractal surface. Equation (32) demonstrates the output height of a

fractal surface.

fractal _noise(x) = > a' - perlin _noise(2' - x). (32)

i=0

Parameter o represents the amplitude. The higher value of « will give a rougher
surface. In the other hand the lower value of o« will give a smoother surface.

Then we can pre-generate three or more fractal surface height maps with
different sets of parameters. We can synthesize these fractal surface maps into a final
height map by an interpolation by dividing the phase of cosine function equally.
Through this interpolation, method, the wave motion may rise and fall much more
irregular in comparison with linear interpolation between fractal, surface maps.
Equation (33) demonstrates the interpolation method for three fractal surfaces.

w, = cos(dt)

W, = cos(z +dt)
- , (33)
W, = cos(?” + dt)

Final _surface=w, % f; +w, * f, +w, *f,

where t isatime variable, - f,, f,,and f, are fractal surfaces.

3.5 Rendering Ocean Surface

In order to render physically looking ocean surface, we introduce more
physically optic reflection model. First of all, we assume that the ocean surface is
perfect specular reflector and we know about the relation of reflection and
transmission clearly. But under certain circumstances, we can not consider ocean
surface as a perfect specular reflector. When the camera is at a large distance to the
ocean surface, the reflected sunlight from the waves appears to be spread out and
diffuse. Generally speaking, the behavior of light proceeding respected to a surface

are split into two components. First, rays of light are reflected above the ocean surface.
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Second, rays of light are transmitted though the surface. Here we will discuss how the

two components work together.

3.5.1 Reflection

It is well known that in a perfect specular reflection, the incident ray and the
reflected ray have the same angle respect to the surface normal. We may build up the
following equation to express the reflected ray. In the beginning, let us define some
notations: the wave height h(x,t) and horizontal position x, so the point r on the
ocean surface in three-dimensional space can be expressed as follows,

r(xt) =yh(x,t) + x, (34)
y is a pointing-up. unit vector. At the point r, the normal of the surface can be
calculated by its surface slope,
s(x,t) = Vh(x,t), (35)

then the surfacesnormal’is expressed as,

W= S(x) | (36)

VIFS?(x,t)

We denote the direction of incident ray of light is N.,acecording to the angle of

Normaly,... (X,t) =

incidence equals to the angle of reflection. We canobtain the reflected ray of light,

Nr=Ni_2Ns(Ns'Ni)' (37)

3.5.2 Transmission

The expression for transmission of light is not as simple as reflection of light.
We have to consider two things. First, the direction of transmitted ray is only related
with the surface normal and the direction of incident ray. Second, the transmission
between two different mediums obeys Snell’s Law.

Assuming that the direction of incident ray is N, in a medium with index of

refraction n., and the transmitted ray is in the medium with index of n,, so we can
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calculate the angle between incident ray and surface normal,

sin@, =1— (N, -N,)? =|N; x N[, (38)

and the angle of the transmitted ray will be
sing, =|N, x N|. (39)
According to the Snell’s law, we can calculate the direction of refracted ray.

3.5.2 Fresnel Reflectivity and Transtivity

When light proceeds through media, parts of it will transmit from one medium to
another. The other parts of it will be reflected. So theoretically no light is lost during
the proceeding. In other words, reflectivity R and transtivity T are related by this
following constraint,

R¥T =1. (40)

However “the derivation of the expression for R and T 1S based on the
electromagnetic theory of dielectrics. \We-do not attempt to introduce where it came
from. We consult some charts in [10}which=referenced:some papers in surface wave
optics, we directly use the following Fresnel term in our algorithm, which stands for

R:

_1,sin’(6,-6,) 1 tan® (6, — 6,)

F(Ni’Nr)__ ) 2
27sin"(6,+6,) tan“(6,+6,)

2 (41)
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Chapter 4
Implementation and Results

We implement our system on a PC with 1.6GHz AMD Sempron Processor, 2.0
GB of system RAM, and_a#GeFroce 6200 PCI-X with:128MB of video memory. In
average, it takes 0.29s to generate each.frame:The.conjugated gradient method solver
for simulating the tsunami surface -movement takes.most of the computing time.
Though we only store'non-zero parts of the n-by-n symmetric and positive-definite
matrix in the ‘conjugated gradient' method, it indeed. reduces the complexity from
O(n*) to O(n) 1 n depends: on the number of vertex). Solving conjugated gradient
method is still time-consuming.. Then we implement environment mapping in our
shader program on GPU to make the surface reflection more physically real.

In the following two sections, we will demonstrate how we simulate the
propagation of tsunami wave in our system. In Section 4.1, we show the difference of
water surface when different ocean topographies are applied for simulation. In
Section 4.2, we show the simulations with different initial tsunami amplitudes. And

the boat appearing in the scene is about 60 meters in length.
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4.1 Different ocean topographies

Figure 4.1 is a height map which we download from a weather website [14]. It is
an ocean topography in the direction of northeast of Taiwan. The brighter pixels mean

the closer to the sea level.

[ - ’ — n
Figure 4.1:The height map of the underwater terrain in the northeast of Taiwan
- - l. ;II e L] - -

In Figures 4.2;_4.6, we on.I); demonstrate the tsunami sur-f.a'ce propagating on the
- N L) =

ocean surface by setting Figure 4.1 as the ocean topography at different frames.
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Vsync an (200x600), XSREGERS D24XEN0
HAL (hw wp]: NVIDIA GeFarce G200
Terrain Name : Ocean256.fan.

Framo No. 99

Camera Coordinate &

. L o | ...: N .l
Figure 4.2 Frame No. 99 (Ocean256.raw)
- I o - I

HAL (hw vp]: NVIDIA GeFarce 6200 =
Terrain Name : Ocean256.rfaw
Frame No. 1992

Camera Coordinate &

Figure 4.3 Frame No. 199 (Ocean256.raw)
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Wsync on (S00xG00), XEREGERS (D24)

HAL {hw wp]: NVIDIA GeFaice G200 .
Terrain Name : Ocean256.ran_

Frame No, 299

Camera Coordinate &

. L o | l..: N .l
Figure 4.4 Frame No. 299 (Ocean256.raw)
- I o - I

HAL (hw vp]: NVIDIA GeForce 6200 = ’
Terrain Name : Ocean256.rfaw

Frame No. 399

Camera Coordinate &

Figure 4.5 Frame No. 399 (Ocean256.raw)

22



Wsynic on (S00x600), !ﬁEﬂBS D24M3)
HAL {hw wp): NVICIA GeFaice G200
Terrain Name : Ocean :

Frame No. 199 <

Camera Coordinat

T g ‘ "
Figure 4.6 Frame No. 499 (Ocean256.raw)
- o o - I

Figure 4.7°A height map edited by Hsi.n'g image processing tool [13].
- | ! |

l. .- n

Figure 4.7 The edited height map

In Figures 4.8-4.12, we demonstrate the corresponding movement of surface.
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Usync an(E0DMBODIBRECERs M24X3)
HAL (fna g

ID1A GeForce G200 “odge ful screen

dMme : DEMZ56.ram Tocule FEF (55
Fi o No. 99 o :
amera Coordinate : -2929, 3103 , 2292 Chenge devise (F2;

Figure 4.8 Frame No. 99 (DEM256.raw)

Touee ful screen
Trrjle RFF (73]

Chongs devizc (F2°)

Figure 4.9 Frame No. 199 (DEM256.raw)
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Toug e ful screen
Trrjle BFF (73]

Chenge dovizc (F2)

Figure 4.10 Frame No. 299 (DEM256.raw)

Toueye ful scheen
Toonle KEF (=3

Chenge dovizc (F2

Figure 4.11 Frame No. 399 (DEM256.raw)
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mera Coordingte : -2923, 3103 , 2292

Figure 4.12 Frame No. 499 (DEM256.raw)

Through‘these' simulations, we can find out that the generated' tsunami surface
with real ocean topography is muchrrougher-thansthe one with edited height map.
The reason is the depth of the ocean determines the velogity of wave. So the initial
ocean wave propagating velocities on the surface-with real ocean topography are
changing. The depth varies so abruptly in theiedited height map that the initial
ocean wave propagating velocities differ a lot in that area. Then we can observe the
surface generating much higher waves at the position.

The following Figures 4.13a-f and Figures 4.14a-f are the simulation of tsunami

waves with applying ocean surface.
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Figure 4.13a Frame No. 90 I Figure 4.13b Frame No. 160

AT

Figure 4.13¢ Frafhe No. 260 Figure 4.13d Frame No. 360

n
- - el

Figure 4.13e Frame No. 500 Figure 4.13f Frame No. 560
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VEYTIC 0 (B00X500), XBREGBES (D24X8)
HAL (hw vp}: NVIDIA GeForce 6200
Terrain_Name : DEMZS6.raw

Frame No. 1

Camera Coordinate : 15, 700, 3689

Togge 1 scisen

Crarge deves (F2)

Figure 4.14a Frame No. 1

Vsync on (B00x600), XBREGEES (D24X8)
HAL (hw vp): NVIDIA GeFoice 6200
Terrain_Name : DEM256.rawm

Frame No. 90

Camera Coordinate : 15, 700, 3689

Toage il scieen

Toogis KEF (33
Chenge devies (F2)

Vayne o1 (B00X500), KSRFGBEE (D24X8) —
HAL (hw vp): NVIDIA GeFoice 6200 Toppieuf spreen
Terrain_Name : DEMZS6.raw Toogie REE G3)

Frame No. 40
Camera Coordinate : 15, 700, 3689 Chiange device (F2)
EE—

Figure 4.14b Frame No.

Togge 10 screen
Tangle REF (

Change device (F2)

Figure 4.14c Frame No.

VEYNC o1 (800X600), XBREGIES (D24X9)
HAL (hw vp): NVIDIA GeForce 65200
Tertain_Name : DEM256.raw

Frame Ko. 260
CameraCoordinate : 15, 700, 3689

Figure 4.14e Frame No. 260

VSyNC 01 (B00X600), XBREGBES (L24 X8)
HAL {hs vi): NVIDIA GoForce 6200
Tervain Name : DEMZS6.1am Toagle REF (°3)
Frame Ko. 360 e =
CameraCoordinate : 15, 700 , 3683 Change gevice (2

Toagie 1l scisen

Figure 4.14e Frame No. 360




4.2 Different initial tsunami amplitudes

This section we describe the differences by using different initial amplitudes of
tsunami waves.

Figures 4.15a-c show that the initial amplitude of tsunami wave is 15 meters,
and Figures 4.16a-c show that the initial amplitude of tsunami wave is 1 meter. We
can see that, the simulated tsunami surface is different apparently with different initial
amplitude values. We also can notice that different amplitudes result in different wave

velocities. So at the same frame, the wa;\lle_crlt_a_sts are at different positions. Higher

AHrFE
L o g
amplitude results in highef_fﬁg:.é:a_; — '_I-"E':l &

sync on (800x600), XBRBGBHE (D24X8) T i sync on (800x600), XBRBGBHE (D24X8)
HAL (hw wp): NVIDIA GeForce 6200 Pl et HAL (w vp): NVIDIA GeForce 6200
Terrain_Mame : DEM256.1aw Toagle REF (F3) Terrain_Name : DEM256.raw

Frame No. 150 o ‘Frame No. 150

Camera Coordinate : 1048 , 1000, 3660 { . Camera Coordinate : 1065, 1000 , 3660
Camera Rotation : 0.000000 , -0.30510 Camera Rotation : 0.000000 , -0.305097
Fri lime : 0.000000 _ Frame lime : 0.000000 -

Usync on (BO0X500), XBREGEHS (D24X8)
HAL (hw vp): NVIDIA GeForce 6200
rrain_Name : DEM256.raw A o DEMZ256.17 Togge REF (F3)

Toggle ful screen

mera Rotation : .0.417801, -0.305100

Figure 4.15b Frame No. 300 Figure 4.16b Frame No. 300
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Vsynic on {800xB00), XBREGEHE (D24XB) Waync on (B00X600), XBREGEHS (D24X8)
: NVIDIA GeForce 6200 2 HAL (hw vp): NVIDIA GeForce 6200
7 Terrain_Mame ; DEM256.raw
Frame No. 540
3 . Camera Coordinat L1331, 2509
156611 Rotat

0,354195

Figure 4.15c Frame No. 540 Figure 4.16¢ Frame No. 540
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Chapter 5
Conclusion and Future Works

We have presented a simulation system for tsunami wave propagation. By
combining the shallow water equations which @are.often used in ocean engineering to
simulate the movement:of tsunami waves and the rendering. techniques developed in
computer graphics ‘tosrender the 3D/'scene. We .can, obtain more physically-correct
tsunami wave propagation. The shallow water equation«is simplified by integrating
the three-dimensional Navier-Stokes equations in z direction. It can simulate the wave
movement correctly when“the ratio of .depth of water to the wave, length is rather
small, just like tsunami waves.' Then we apply a more stable and efficient numerical
method, called Semi-Lagrangian method; on SWE and it allows that we can maintain
the stability of the simulation system with larger time steps. Conjugated gradient
method is then used to solve the linear system because it can reduce convergence time
by searching the optimized solution along the conjugated direction. Perlin’s noise
function is introduced and we generated several fractal surfaces. By blending these
surfaces, the final ocean surface can be generated. With environment mapping and
physically-based lighting model, we can obtain the final simulation results of tsunami
wave propagation.

In the future, we may apply the statistical wave models and the Fast Fourier
Transforms to generate much more realistic ocean surface. This method is accepted

by most oceanographers and described in oceanographic literature. It is based on the
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ability to decompose the wave height field as a sum of sine and cosine waves, and the
decomposition uses FFT computationally. Besides, we can divide parts of the ocean
surface especially at crests into 3D grids and apply 3D Navier-Stokes equations on
these grids. So we may obtain much more detail on the crests and simulate other parts
of the surface by SWE. This hybrid simulation structure may bring us more realistic
result and it will not spend a lot of time such as simulating the whole scene by 3D

Navier-Stokes equations.
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