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Abstract

Forward error correction codes have been shown to be a feasible solution either in
application layer or in link layer to fulfill the need of Quality of Service for multimedia
streaming over the fluctuant channels. In this paper, we propose the Dynamic FEC-distortion
optimization algorithm to efficiently utilize the bandwidth for better video quality. The
optimization criterions are _based on the unequal errorsprotection by taking account of the
error drifting problems from both temperal,metion compensation,and inter-layer prediction of
H.264/MPEG-4 /AVC scalable-video- cedings Also, 'it. can adapt to the content-dependent
quality contribution of ‘each video frame in a video layer. Lightweight error-concealment is

also incorporatedwith the proposed.algorithms for better H.264 SVC decoding performance.
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I. Introduction

Personal, home, or handheld entertainment systems, such as DVB-H [1] and IPTV which
is under construction to be a standard by ITU-T, have been an emerging research and
industrial emphasis due to the great progress of the network communications and joint
multimedia/channel coding technologies. It is rather challenging to fulfill the needs for
Quality of Service and Quality of Experience requirements in the mobile environments of
such entertainment systems that might'suffer from dynamic channel fluctuation.

Besides Automatic Repeat reQuest (ARQ) which possibly suffers from the intolerable
end-to-end packet delay and exacerbated! jitter, forward-error correction codes have been
shown to be a feasible solution. In DVB-H, Multi-Protocol "Encapsulated Forward Error
Correction (MPE-FEQC) is used by interleaving.the. information packet and the protection
packets from Reed-Solomon code to deal with the burst error. The error protection strength in
MPE-FEC is not really content-dépendent. Besides Reed-Solomen code, rateless erasure
codes (also known.as fountaincode [2]); 'such as raptor code [3]; provide virtually infinite
protection symbols and the modified version of such code has been recently adopted in 3GPP
[4]. However, unlike Reed-Solomon error erasure code which shows maximum distance
separable property, fountain codes generally have less coding efficiency.

In [5], Tan et al. proposed layered FEC for sub-band coded scalable video multicast
using equation-based rate control while adaptive FEC is adopted to recover the lost packets so
that the distortion function can be minimized with the optimized subscription of video and
FEC layers, under an assumption that different frames in a video layer shall have the same
distortion.

In [6], an adaptive FEC scheme as part of the reliable layered multimedia streaming over

either unicast or multicast was proposed. The main objective of the FEC scheme is to
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maximize the streaming throughput while maintaining an upper bound of the error rate for
each scalable video layer that FEC fails to decode. However, the upper bounds are pre-set
without further explanation.

The impact of packet loss and FEC overhead on scalable bit-plane coded video in
best-effort networks is analyzed in [7] and a similar optimization algorithm was proposed to
allocate the bandwidth resource to FEC and video data.

In this paper, we propose FEC-Distortion optimization algorithms that take account of
the error drifting problems from both temporal motion compensation and inter-layer
prediction of H.264/MPEG-4. AVC scalable video coding, as well as the content-dependent
visual quality contribution-of each video frame in a video layer to achieve better quality of
service with the same resource. In-case of occasional packet error.that is not recoverable by
the FEC schemey lightweight error-concealment is also.incorporated with the proposed
algorithms for better quality of reconstructed video.

The rest of this ipaper is organized as-follows. In Chapter Il we introduce the scalable
video coding and the error concealment-toolwe-addedsinsthe reference software. In chapter 111
we describe predecessor’s work:on the same topic as well as.our two FEC optimization
algorithms, Flat FEC-Distortion_Optimization and Dynamic FEC-Distortion Optimization, to
be used with H.264 scalable videa cading, followed by Chapter IV, the simulation results and

discussions. The concluding remarks are presented in Chapter V.



I1. Scalable Video Coding

Traditional video coding techniques, such as waveform-based and content-dependent
methods [14], aim to optimize the coding efficiency at a fix bit rate, and this presents a
difficulty when multiple users try to access the same video through different communication
links. [14] For example, a video encoded at 1.5 mbps can be downloaded and played at real
time via a high-speed link, such as'’ ADSL. But for usersswith only a modem connection at 56
kbps, it is not possible to receive sufficientits for real-time play:[14] In such cases, the same
video needs to be.encoded at different-bitsrates;to fulfill a range of users’ abilities.

Usually, a scalable video codec (SVC) provides scalability on SNR, spatial, temporal, or
any combination‘of them, in a single encoded video stream. High-speed link users can choose
to download the entire stream to have the best video'experience, and for users with low-speed
or low computation power envirenment, they can download partial of the same stream.

2.1 H.264/MPEG-4 AVC Scalable Extension

H.264/MPEG-4 AVC scalable extension is a standard developed jointly by ITU-T and
ISO. These two groups created the Joint Video Team (JVT) to develop the H.264/MPEG-4
standard which has features such as hierarchical prediction structure, usage and extension of
the network abstraction layer (NAL) unit concept of H.264/MPEG-4 AVC, and fine granular

quality scalabilities, etc. [13] JVT also provides a reference software named JSVM, which not



only can encode/decode videos according to the H.264 SVC standard but also provides a
toolset to down-sample/up-sample contents and calculate PSNR.

Figure 2-1 shows the basic structure of H.264 SVC, where the base layer is AVC
compatible and the other layers provide scalabilities such as SNR, spatial, and temporal. In
the decoder side, in order to decode a picture of higher layer, all the data of lower layers of the
same picture are required. The more the video layers received, the better the video quality will

be.
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Fig 2-1: Basic coder structure for the scalable extension of H.264/MPEG-4 AVC [13]

2.2 Motion Prediction

In video coding, motion compensation is a technique used to improve coding efficiency.
Since a video is composed by a series of continuous pictures and neighborhood pictures are

usually very similar, we can use the reconstruction of the former picture as a prediction of
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later one. By encoding the difference between the prediction picture and the actual one, there
usually will be a large range of Os in the residual picture, and the number of bits can be further
reduced by run-length coding and entropy coding. A picture is called I-picture or intra-coded
if it needs no reference picture; a picture is called P-picture or inter-coded if it needs reference
picture. B-picture is a special case of P-picture. A B-picture can use up to two reconstructed
pictures as its prediction.

Currently, the prediction. method supported by the reference software JSVM is only
hierarchical-B. Figure 2-2 illustrates an.example. Fhe first pieture of a video sequence is
intra-coded as IDR (instantaneous.decoder refresh) picture. A key picture and all the others
pictures located between two key pictures (the IDR picture is also a key picture) form a group
of pictures (GOP). The key pictures are either intra-coded or inter-coded by using previous
key pictures as reference: In"general, key pictures represent the minimal temporal resolution

that can be decoded. [13]

IDR

Fig 2-2: Hierarchical-B motion prediction

2.3 Error Concealment Tool

In multimedia communications, error resilient and error concealment are both tools used
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to moderate the quality degradation when a video stream can’t be fully received. Error

resilient means this function is provided by encoder, such as including some extra headers in

stream to help the detection of lost information, or simple duplication of encoded frames. In

contrast, error concealment is implemented at the decoder side only.

When a scalable layer of a picture is lost, the decoder in the reference software JSVM

may either crashes or skips the entire picture. However, even if the decoder doesn’t crash, the

decoded video still suffers from the error propagationsand the visual quality dramatically

decreases. In our implementation of.error..concealment, wesfix this problem by frame

duplication and interpolation.-Thus, further reference'to this lost frame can be found and the

quality degradation caused by reference error.is moderated.

Figure 2-3a"and 2-3b illustratestwo examples ofihow the error concealment tool works

when picture loss accurs."When a rion-base layer is lost, decoder uses the reconstructed frame

of its lower layer as its replacement. On the other hand, if the base layer of a picture is lost,

decoder replaces the lost frame with the reconstructed base layer of nearest picture along the

time axis, and then resamples the replacement to proper resolution.

Layer ID
2 A
1 4
0 |
A B C A B C
Picture ID Picture ID

— Up-sample

Fig 2-3a: Case 1: Error concealment when a non-base layer is lost
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A B C A B C

Picture ID — Frame copy Picture ID
— Up-sample

Fig 2-3b: Case 2: Error concealment when a base layer is lost




1. FEC-Distortion Optimization Algorithms

In this chapter, we will briefly introduce forward error correction code and then describe
the algorithm proposed by Tan et al. in [5] as well as ours. When applied to a scalable video
stream, these algorithms choose a subscription — which records how many video layers or
clusters of video data to be protected and the corresponding protection strength so that the
minimal distortion for each GOP can be approached. Wesalso describe the modified version of
[5] to apply Tan’s algorithm to the scalable extension:of H.264/AVC codec, which is denoted
as Flat FEC-Distortion Optimization algarithm;described in Section.3.3.

3.1 Forward Error Correction Codes

Forward error correction (FEC).code Is a technique used to protect data through
transmission. The advantage of using FEC code over Automatic Repeat reQuest (ARQ) on the
multimedia streaming is that it ean avoid the retransmission of lost data which will increase
the total delay and is not feasible in real-time play situations such as live shows or video
conferences.

Different types of FEC codes have different properties and error-correction abilities. An
error detection/correction code recovers information by two steps. First, it detects whether if
error occurs and the location of errors. And then it tries to correct the corruption. On the other

hand, error erasure codes know the location of errors in advance, and it can recover the source



information as long as the number of received encoded information exceeds a predefined

threshold. We use error erasure codes because in the case of transmitting video streams,

receivers know which packets are lost. All the algorithms described in later sections use one

of the most famous systematic erasure codes, Reed-Solomon code [10], to protect video

streams. The term “systematic” means that the information data is part of the encoded data.

3.1.1 Reed-Solomon code

Reed-Solomon code was:.introduced by I.S. Reed and G. Solomonand. It is widely used

in data storage, data transmission, mail.encoding, andssatellite transmission. The minimal data

unit in Reed-Solomon codes-is-symbol; which may consist. of one or more bits. Before

encoding, information iwill be divided into some message blocks which consist of a

predetermined number of symbals..dn a:Reed-Solomon. erasure code ‘with parameter pair (N,

K), a message black consists ‘0fsK source symbols and is protected by generated N-K

protecting symbols. At receiver side, it can recover information as long as there are more than

or equal to K received encoded symbols.

3.1.2 How to generate a systematic Reed-Solomon erasure code

We use the FEC code provided in [10] as our systematic Reed-Solomon erasure code. It

uses Vandermonde matrix [16] to construct the generating matrix G, which is used to encode

the source information as well as to decode the protected message blocks. Building generating

matrices by Vandermonde matrix is faster than any other systematic MDS [12,15] erasure



codes due to matrix inversion and matrix-vector multiplication [16,17].

The (i,j) element of generating matrix of Vandermonde in [10] can be formed as shown
in figure 3-1, where the x;’s are elements of GF(p"), p is a prime and r is the number of bits in
a symbol. For more detail information about Reed-Solomon erasure code and Vandermonde
matrix, please refer to [12,15,16,17].

_ yi1
g ij = X
Fig 3-1: The,Vandermonde matrix used in our FEC code

3.1.3 Encoding and decoding of systematic Reed-Solomon codes

Before encoding, source-information needs to be. divided into a number of message
blocks, which €onsist of a predefined number of symbols 'that“can be recognized by
Reed-Solomon code. A message block is.encoded by multiplying it with the generating matrix,
and a protected ‘message block can be decoded by multiplying it with the inverse of the
generating matrix.
3.2 Berkeley Algorithm
3.2.1 Component

The video codec used in [5] is 3D-wavelet sub-band coding, where each sub-band of a
picture will be divided into N coefficient blocks of equal sizes and a component is formed by
grouping coefficient blocks from different sub-bands. As illustrated in figure 3-1, there are
seven sub-bands and each is divided into nine equal sizes coefficient blocks. Then, a

component is formed by grouping a coefficient block of different spatial location from each
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sub-band.

A GOP (group of pictures) can be divided into M components, and each component
consists of many video layers, where each video layer has different playing rate. Thus, spatial
and temporal scalabilities are constituted.

Components are independently decodable because they are independently variable length
coded. Besides, since a component is formed by different spatial locations of coefficient

blocks, the distortion of losing.any component can be assumed to be equal.

CLECIUHEG | .
LI S
. HL

LH - HH

Fig 3-2 [8]: A component is formed by grouping a coefficient block of different spatial
location from each sub-band.

3.2.2 Distortion

The estimation of distortion comes from a pre-measured Rate-Distortion curve, as

illustrated in figure 3-3.
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Fig 3-3 [8]: Rate-Distortion curve.
3.2.3 Algorithm

By giving available bandwidth and packet lost rate, the proposed algorithm of Tan et al.
chooses a subscription that has-the-minimal distortion to determine the number of video layers
to be protected and the protection strength for eachidayer. Equation (I) describes the main idea.
In order to find:the best subscription S*; the-function D(s,p) is used:to estimate distortion of
current GOP when. applying 'subscription s and packet lost rate p. R(s) is the bandwidth used
by applying subscription s and must be less than or equal.to the available bandwidth B. M is
the set of all possible subscriptions under B. The final version of distortion function used in (1)
is (4), which is derived from (2) and (3).

Since components of the same layer of a GOP are independently decodable and have
similar importance, the distortion of a GOP is about to be the sum of distortions of all
components of all subscribed layers. Thus, equation (2) is formed. In (2), M is the number of
components, L is the number of subscribed layers, pi> means the decodable probability of the

only first i layers of component ¢, and D;© is the corresponding distortion which is measured
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by rate-distortion curve mentioned above.

Again, since all components are similarly important, Tan et al. assumes that distortions of
all components are the same, thus equation (3) can be derived from (2). And by defining D; =
MD;®, equation (4) can be derived from (3), and is the final version of distortion function
used in (1).

In equation (6), i is the probability that a lost packet of component ¢ of layer i is
unrecoverable. The decodable. probability of the only first i layers, p;©, is illustrated as (5).
By the definition of:Reed-Solomon code;when,using parameter pair (N, K), there must be

more than or equal to K out of-N-symbaols:received to recover all'source symbols.

S* =arg min D(s,p)

seM, R(s)<B (1)
M M L
D(s,p) = Z D= ZZ pi(C) ; Di(C) (2)
c=1 c=1 i=0
Dsp) ~ MY p¥ D (3)
D(sp) =3, P -D, (4)
qOT[@-q®) if 0<i<L
pi(C) =) L «= (5)
[1G-qf) ifi=L
k=0

qi(C) = p |:VMVZ:[M +V\il(i _1](1_ p)w pM+k1W:| (6)

3.2.4 Problem when applying to H.264 SVC

When applying the proposed algorithm in [5] to the scalable extension of H.264/AVC, it
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faces a problem of packet length. In [5], each packet contains one component and the
components of the same layer are supposed to be of similar sizes. But in the case of the
scalable extension of H.264/AVC, the NAL sizes may vary in a large range, and this causes
problem.

As shown in figure 3-4, where each row is a packet, since NALs may have different sizes,

the packet lengths also differ. The problem occurs when the largest and smallest NAL sizes

dramatically differ. Because the length of prc 1g packets must be the same as the size of
the largest NAL, the utilizati ndwidth is- efficient if the packet lengths

dramatically var

Fig 3-4: The length of protecting packets must be the same as the largest data packet

Table 3-1 is an example of NAL sizes which are extracted from an actually encoded video
stream and the GOP size is 16. The red and bold numbers are the largest NAL sizes in
corresponding video layers, and the blue and bold are smallest ones. We can observe that the

largest NAL size is about 26 ~ 30 times larger than the smallest one.
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Table 3-1: An example of picture sizes of a GOP

Picture ID Size (Byte) in 0" layer Size (Byte) in 1% layer Size (Byte) in 2" layer
1 92 150 125
2 186 255 260
3 100 165 112
4 602 618 411
5 194 172
6 291

E
7 .m ; 151
8 570
9 142
10 245
11 166
12 532 608 427
13 112 177 171
14 226 312 245
15 101 151 152
16 3034 4582 2962
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3.3 Flat FEC-Distortion Optimization Algorithm

In [5], Tan et al. proposed a layered FEC algorithm for sub-band coded scalable video
multicast using equation-based rate control such that packet loss is one of the parameters to
regulate the sending rate while adaptive FEC is adopted to recover the lost packets so that the
distortion can be minimized with optimized subscription S* as described in (1) and (4), under
an assumption that different frames in a video layer shall have the same distortion measure.

Instead of the sub-bandsscalable video coding with:layered structure on both video and
FEC data in [5], ourgproposed FEC optimization.algerithms are.based on the H.264/MPEG-4
AVC scalable extension, which-is-an amendment to the H.264/MPEG-4 AVC standard and it
is scheduled to be finalized in 2007. The base layer of a Scalable Video Coding (SVC)
bit-stream is usually .coded in campliance with H.264:while new: scalable tools are added for
supporting spatial, SNR; and ‘tempaoral scalability [9].

When applying to ‘the scalable extension of H.264/AVC, the algorithm in [5] does not
take the effect of reference pictures into account. That means, when a layer of a picture is lost
and can’t be recovered by FEC, the distortion of other pictures which reference the lost one
would increase due to reference error, but in [5] this is not represented. In addition, [5] has the
problem of inefficient bandwidth using as described in Section 3.2.4.

3.3.1 Algorithm

Our flat FEC-distortion optimization algorithm (FFDO) inherits the idea of equation (1)
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and (2) from [5]: selecting a subscription that not only fits the available bandwidth but also
has the maximal PSNR to determine the number of video layers to be protected and the
protecting strength for each video layer. In contrast with [5], FFDO estimates the PSNR of a
GOP of layers instead of PSNR of individual pictures. A factor « is added to the distortion
measuring function to reflect the quality degradation caused by partially received video layer.
The PSNR of a GOP is the summation of PSNR of all subscribed layers. Equation (8)
illustrates the contribution measuring function, where pj-is the FEC decodable probability of
only the first i layers;Dj 1S the correspending.PSNR.and L.is thesnumber of subscribed layers.
The leaky factor..a In'(9) is areal value between 0 and 1,.and is used to represent the PSNR

contributed by the partially received higher fayers.

S* = arg maxPSNR(s,p) (7)
seM, R(s)<B

PSNR(s,p) = Z p; <D, (8)

D, = PSNR., + o x{PSNR. — PSNR ., ), 0<a<1 (9)

Use fig 3-5 to explain the leaky factor «, where the arrows indicate the reference
relationships. In our implementation of error concealment tool, when a layer of picture is
unavailable, decoder will take the reconstructed picture of lower layer to substitute the lost
one and the further higher layers. In fig 3-5, since the lost NAL belongs to a picture which
will not be referenced by any other pictures, the PSNR contribution of this video layer should

be multiplied by a leaky factor « to reflect the quality degradation caused by the lost
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picture.

a2 1 Received
u;1 I Error concealed
T
-0 C—J Lost
0 1 2
N A
Picture ID

Fig 3-5: Partially received layer may contribute PSNR

Though the definitions of p; in FFDO and [5] are the same, the definitions of g; in both

algorithms are different. In FFDQ, .gigissthe FEC undecodable probability of layer i, as
illustrated in (11), where the protecting parameter (N, K) of layer i is (M + kj, M).

0,11 Qmg,) f 0<i<L
k=0

P = ﬁ:(l—qk) it i L (10)
M+ K WMk —w

0= 2| oy, |LFR)RTE (i
w=0

Sequence Parameter-Set Network Abstraction Layer (NAL) units and Picture Parameter

Set NAL units [11] have essential header information in arder to decode the video properly
and they are assigned strongest error correction code (n=256).

3.3.2 How to determine the ¢ factor

The «a factor in (9) embraces the video quality degradation caused by both partially

received layer data and reference errors, and is too complex and time-consuming to estimate

the accurate value of « from all picture layer lost cases in a GOP. Hence, we select a by

experiments.
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We do experiments on two testing sequences, mobile and crew, with same environment

parameters to see the variation tendency of best « when the packet lost rate varies from 0.12

to 0.48. The encoding parameters and the PSNR are listed in table 3-2, where the PSNRs are

calculated by the source video and the up-sampled reconstructed layers. For each given packet

loss rate, « is set from O to 0.9 to generate the protected video streams. Each protected

stream passes 100 lossy channels which have the same specified packet loss rate but different

random seeds to generate lost pattern. The experiments. data are listed in table 3-3 and the

figure 3-6 shows the best « for both videos with different packer loss rate.

Table-3-2:-Encoding ‘parameters and PSNRs

LayerdD | Resolution | Bit-rate (kbit/sec) | PSNRT®!'S | PSNRe"
0 QCIF 200 21.5101 29.5959
1 QCIF 400 21.9109 30.3443
2 CIF 600 28.0416 31.5937
3 ClIE 800 29.6475 32.1536
4 4CIF 1000 30.7404 33.4996

From figure 3-6 we can observe that the . ¢ factor becomes smaller as the packet loss

rate increases. This is reasonable because the partially received layers lost more picture data

as the increasing of packet loss rate. From figure 3-7, we observe that there is a large range of

a with which the associated PSNRs don’t differ much, for two videos with any packet loss

rate. So we choose the « to be the median « values shown in figure 3-6 to be used in later

simulations.
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Table 3-3: Experiment data to find thebest: ¢ factor, where red are.the largest PSNRs, green

Packet Loss Rate 0.12

are the smallest ones, and PSNR(I, i-1) is the PSNR difference between protected layers

a  # proteted layers . PSNR(i, i-1)™2"

0 3~4 1.6059
0.1 3~4 1.6059
0.2 3~4 1.6059
0.3 3~4 1:6059
0.4 3~4 1.6059
0.5 3~4 1.6059
0.6 3~4 1.6059
0.7 3~4 1.6059
0.8 3~4 1.6059
0.9 3~4 1.6059
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PSNR(i, i-1)®" " pSNRM®!e
0.5599 27.1221
0.5599 27.1701
0.5599 27.1701
0.5599 27.1690
0.5599 27.1655
0.5599 27.1268
0.5599 27.1268
0.5599 27.0701
0.5599 26.7671
0.5599 26.0669

PSNR“®"
31.3382
31.3964
31.3964
31.4436
31.4099
31.4101
31.3894
31.3808
31.3799
31.3280



a # protected layers PSNR(I, i-1)™"¢  PSNR(, i-1)*® PSNRM™®!¢  pgNREe™

0 2~3 6.1307 1.2494 237793  30.7573
< 01 2~3 6.1307 1.2494 237793  30.7577
S 02 2~3 6.1307 1.2494 23.7793  30.7802
§ 0.3 2~3 6.1307 1.2494 23.7793  30.7802
2 04 2~3 6.1307 1.2494 237100  30.7748
g 0.5 2~3 6.1307 1.2494 237100  30.7736
S 06 2~3 6.1307 1.2494 22.9704  30.7736
& 07 2~3 6.1307 1.2494 22.9704  30.6994

0.8 2~3 6.1307 1.2494 22.8145  30.6041

0.9 2~3 6.1307 1.2494 22.6387  30.3538

a # protected layers PSNR(i, i-1)™"®  PSNR(, i-1)*® PSNRM™®!¢  pgNREe™

0 2~3 6.1307 1.2494 23.1585  30.2710
o 0.1 2~3 6.1307 1.2494 23.1615  30.3509
3 02 2~3 6.1307 1.2494 23.1615  30.3453
§ 0.3 2+3 6.1307 1.2494 23.1330  30.3445
2 04 2~3 6.1307 1.2494 23.1265  30.3479
?, 0.5 2~3 6.1307 1.2494 23.1376  30.3315
S 06 2~3 6.1307 1.2494 231139 30.3272
& 07 2~3 6.1307 1.2494 23.0831  30.3096

0.8 2~3 6.1307 1.2494 23.0235  30.3023

0.9 2~3 6.1307 1,2494 22.8426  30.2908

a  # proteéted layers « PSNR(, i-1)™2'® = PSNR(i, i-1)"®" " PSNR™®!¢  psNRee”

0 1~2 0.4008 0.7484 21.7022  29.8771
o 0.1 1~2 0.4008 0.7484 21.6898  29.8818
% 0.2 1~2 0.4008 0.7484 21.6542  29.8577
5 03 1~2 0.4008 0.7484 21.6217  29.8512
2 04 1~2 0.4008 0.7484 21.6417  29.8297
?, 0.5 1~2 0.4008 0.7484 21.5526  29.7990
S 06 1~2 0.4008 0.7484 21.5098  29.7108
& 07 1~2 0.4008 0.7484 21.4703  29.4410

0.8 1~2 0.4008 0.7484 21.4504  29.4487

0.9 1~2 0.4008 0.7484 21.3699  29.3134

3.3.3 Packetization

As mentioned in Section 3.3, when applying [5] to the extension of H.264/AVC, the

bandwidth cannot be utilized efficiently due to the dramatically differing packet sizes. In our
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design of FFDO, since we estimate distortion of a GOP from the point of view of layers

instead of individual pictures, we have no need to enforce a packet to contain exactly one

picture layer data. In our implementation, every packet has the same length and it is possible

to have many NAL units in one packet or an NAL can be split into more than one packet. The

packet length of a FEC coding session which protects a layer of a GOP is the ceiling of video

data size/K, where K is from the protecting parameter (N, K) and is also the number of video

data packets.

Table 3-4 lists an example of protections.determined by [5] and FFDO under the same

bandwidth and the.same video-bitstreamsFrom the table and Fig: 3.4, it is easy to find out that

FFDO uses bandwidth ‘'much more efficiently: than the proposed FEC selection algorithm in

[5], i.e., more bandwidth resource can be allocated to protection packets.

Table 3-4: Protection results determined by [5] and FFDO under same bandwidth (“0” denotes
only the video data is sent and “x”.denotes-neither video nor protection data are sent.)

GOP Layer: FEDO Algorithm in [5]
(Bandwith) video size | Pkt Length | # of Protecting | Pkt Length | # of Protecting
(Byte) (Byte) Packets (Byte) Packets
0 0: 12548 793 17 7948 4
1: 13419 847 14 5081 0
(75536)
2: 12570 794 14 8636 0
1 0: 12635 797 18 7932 1
1: 13599 858 10 5108 0
(49508)
2: 12650 X X 8511 0
) 0: 12026 759 17 7889 4
1: 13288 839 15 5194 0
(74748)
2: 12449 787 14 8508 0
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3 0: 12613 796 18 8182 1
1: 13042 824 10 5268 0
(48698)
2: 12419 X X 8691 0
4 0: 12806 808 17 8164 8
1: 14154 893 14
(79258) X X
2: 13306 840 14 X X

3.4 Dynamic FEC-Distortion Optimization Algorithm

FFDO is based on the assumption that different frames in the same video layer exhibit
constant distortion. However, this is usually not the case for the real H.264 SVC videos. The
distortion (or PSNR) depends on the content of each video frame as well as the quantization
parameter used in each-block. Due to the error propagation effect resulting from not only the
prediction coding-across the video-layers but also the temporal motion compensation coding
in each individual video layer, the distortion caused by different frame of a video layer can
also vary. As a result, the global-optimal bit allocation of H.264_SVC and FEC shall be
calculated over all the possible bit allocation and packet foss combinations.

The main objective of our Dynamic FEC-Distortion Optimization (DFDO) algorithm is
to increase the decodable probability of important pictures when a layer of a GOP cannot be
completely received. After FFDO determines the best parameter configuration that indicates
the number of video layers to be protected and the protecting strengths, DFDO is applied to
each subscribed layer to reallocate the protecting packets. DFDO first classifies pictures into a
number of clusters which have different importance, and then reallocates the protecting

packets to clusters according to their importance in order to minimize the distortion of whole
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layer (or maximize the PSNR of whole layer).
3.4.1 Classifying Pictures to Clusters

Figure 3-8 is an example of picture classification, where pictures are classified by their
temporal level. As mentioned in Section 2.2, when hierarchical B prediction is applied, each
video layer can be decomposed to a number of temporal levels and every picture is predicted
by the reconstructed pictures of other two pictures of lower temporal levels. Therefore we can
say that the pictures belong to. lower temporal levels aresmore important than those of higher
temporal levels.

In the implementation phase,- a-clustersmay ‘have unused spaces after all pictures of
cluster are filled inside..When this happens, we append the pictures of the next cluster to the

current one until'there are no free spaces-remained.

Pictures Clusters

o]
8]

4] 12

2] 6] 10 14
1{3}{5}{7}{o}fi—13—fi5

Fig. 3-8: An example of picture classification

o]

Iy

3.4.2 Protecting Scheme

Figure 3-9 is an example of DFDO protecting scheme, blue parts are the clusters of video

data and green parts are the FEC data used to protect source clusters enclosed within brackets.

Ki is the number of packets in cluster i, and M; denotes the number of protection packets in
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cluster (0,1,...,1). The summation of M; must be the same as the number of packets allocated

to this layer by Flat FEC-Distortion Optimization algorithm.

0 K,

1 K,

2 K,

3 K,

4 K,
01,234 |Mm,
(0,1,2,3) M,
(0,1,2) M,
(0.1) M,
Q) Mo

Fig 3-9: An example of DFDO protecting scheme

3.4.3 Algorithm

The main Tdea of ‘Dynamic FEC-Distortion Optimization algorithm is to find the best
allocating patterns of protecting symbols such that the.distortion of the whole video layer is
minimized (or the:PSNR - of ‘the whole video layer'is maximized), and can be illustrated as
equation (12). An allocating pattern is a vector where‘each element determines the number of
protecting symbols for corresponding cluster. M is the set of all possible patterns. PSNR(s,p)
is the corresponding PSNR when applying allocating pattern s to a video layer with average
packet loss rate p. The PSNR of whole video layer can be estimated as the summation of
PSNR contributed by each cluster and is illustrated as equation (13), where p’; means the
decodable probability of the only first i clusters and D"; is the corresponding PSNR

contribution.
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S"=arg max PSNR *(s,p) (12)

seM*

PSNR*(sp)=Y p; - D; (13)

Figure 3-10 is a binary tree for 3-layer video. Each path which starts from root and ends
at leaf forms a decoding path. A Y-edge denotes that the corresponding source cluster is
decodable, and an N-edge means that the corresponding source cluster is undecodable. For
example, Path OY1N2Y denotes the eventithat cluster O is decodable followed by cluster 1,
which is undecodable, and further followed by decodable cluster 2. Since cluster (0,1,...,)
protects source clusters O to i at-the same-time, all source. clusters can be decoded at the end of
the path OY1N2Y.

The decodable probability of the only first i clusters, p’i, can besderived by such binary
trees. In figure 3-10, p 3 is the sum of the probability of decoding paths 0Y1Y2Y, 0Y1N2Y,
ON1Y2Y, and ONIN2Y. And for p 5, its value is the sum of thesprobability of decoding paths

O0Y1Y2N and ON1Y2N. Andso:on.
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Fig 3-10: A binary tree for 3-layer video

We summarize pi-in ‘equation.forms, as illustrated in (14) to (17). Equation (15)

corresponds to the decodable probability of paths:which start. from™ID-Y and there are pvK

packets received from source clusters 0+ to ID-1. Equation (16) corresponds to the

undecodable prohability of paths which start from 1D-N and there-are pvK packets received

from source clusters @ to:I1D-1. Equation (17) calculates thesminimal number of packets

required to decode source clusters 0 to ID. C is the number of source clusters in layer, p is the

average lost rate, K; is the number of source symbols in cluster i and M; is the number of

protecting symbols of protecting cluster (0,1,...,i).

p; =Y(0,i,0)+ N(0,i,0)
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0,if ID>t
CiKIDCJMID pK,DJrM,D—i—j (1_ p)i+j %

Y(ID’t, pVK): i i Y(ID+l’t’K(ID))+ ’OtherWise (15)

i=0 j=K (ID)-pvK i

T IN(ID+Lt,K(1D))

0,if ID=t-1

CiK,DCjM,D pK|D+M|D—i—i (l— p)i+j %
— J Kp=1-pvK K(ID)-1-pvK—i
N(D.L pvK) = > > Y(ID+1t, pvK +i)+ otherwise (16)
) " IN(ID+1t, pvK +i)
K(ID) =Y K. (17)
i=0

The distortion measuring function.D-j; which isicorresponded to p i, can be estimated as
equation (18), where PSNR; is-the-summation of PSNR contributed by pictures in cluster j.
The S is a leaky factor to reflect the quality degradation caused by reference to an
unavailable and™error concealed .picture. The exponential form7“of S is due to the

hierarchical B prediction.

i CA .
D’ =Y PSNR, + > PSNRix A", 0< <1 (18)

I .
J

[Ley

j=i

Il
o

3.4.4 How to determine B factor

The value of S is chosen experimentally. We protect the video sequences “ice” and

“city” with « 0.15 and different /s and select the best one which shows the highest PSNR.

Each protected stream passes 100 lossy channels which have the same packet loss rate

0.285714 but different random seeds to generate lost pattern. The encoding parameters and

PSNR for each video layer are listed in table 3-5. Figures 3-1la and 3-11b show the
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simulation results of sequence “ice” and “city”, respectively. From figures 3-11a and 3-11b,
we can observe that DFDO has stable and best performance when /3 is between 0.6 to 0.95.

Thus, we choose 0.75 in further simulations.

Table 3-5: Encoding parameters and PSNRs

Layer ID | Resolution | Bit-rate (kbit/sec) | PSNR' (dB) | PSNR®Y (dB)
0 QCIF 200 30.1402 25.0721
1 QCIF 400 30.5005 25.2716
2 CIF 600 32.2488 26.7457
3 CIF 800 32.6895 27.2123
4 4CIF 1000 36.3041 30.9114
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Fig. 3-11a: Beta-PSNR curve for video sequence “ice”
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V. Simulation Results
4.1 Simulations for Flat FEC-Distortion Optimization

4.1.1 Environment

We prepare two 300-frame video sequences, mobile and crew, which are encoded with
the same parameters listed in table 4-1. For each video sequence, we simulate with four
packet loss rates which are 0.12, 0.24, 0.36 and 0.48. The packet lost patterns are generated
with independent and identical ‘distribution. The bandwidth is given as shown in figure 4-1,
where for odd-ID GOPs we give more.bandwidth.and for even ones we give less. The «
factor used in FEDO is 0.15, as-described:in Section 3.3.2. Every, simulation value is averaged
from 100 times of simulations with different loss patterns. The protection result for both
videos with four‘packet loss rates aré listed in table 4-2, and the graphs of simulation results

are illustrated in figure 4-2 and-4-3:

Table 4-1: Encoding parameters'and PSNRs

Layer ID | Resolution ‘| Bit-rate (kbit/sec) | PSNR™¢ | pSNRe"
0 QCIF 200 215101 29.5959
1 QCIF 400 21.9109 30.3443
2 CIF 600 28.0416 31.5937
3 CIF 800 29.6475 32.1536
4 4CIF 1000 30.7404 33.4996

-32-




w 107 Siven Bandwidth

o]

ul

Bandich (yte

O = N W & 0O 0 A

= 10 12
SO D

Fig 4-1: Given bandwidth
4.1.2 Simulation Results

Table 4-2: Protection results (The number is the amount of protecting symbols)

mobile crew
Packet loss rate Packet loss rate
GOP Layer 012 | 024 | 0.36 | 0.48 | 022 | 024 | 0.36 | 0.48
0 8 16 18 28 6 14 23 29
1L 7 i5 14 17 4 10 17 19
1 2 7 14 13 0 4 10 17 10
3 6 X X X 3 5 X X
4 X X X X 2 X X
0 5 17 21 46 8 13 24 38
2 1 4 e 7 X 5 14 0
2 3 X X X 5 X X
0 10 16 18 28 T4 21 23 30
3 1 7 15 14 18 9 18 19 17
2 7 15 14 0 8 17 15 11
3 5 X X X 7 X X X
0 5 17 21 45 7 18 21 47
4 1 4 11 7 X 4 13 10 X
2 3 X X X 3 X X X
0 8 16 18 29 10 19 21 32
1 7 15 14 17 8 16 16 21
> 2 7 14 13 0 7 16 14 0
3 6 X X 6 X X
0 6 16 22 46 7 17 20 45
6 1 3 11 6 X 3 12 9 X
2 3 X X X 2 X X X
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Fig. 4-2: Simulation results of sequence mobile with different packet loss rates
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Fig 4-3:.Simulation results of sequencecrew with different packet loss rates

4.2 Simulations for Dynamic FEC-Distortion Optimization
4.2.1 Environment

We first encode two sequences, “football” and “soccer”, beth have frame rate 30 fps, to
compare the protection performance between FFDO and DFDO. The encoding parameters are
listed in table 4-3. The packet loss rate is 0.285714; the « factor used in FFDO is 0.15, and

the S factor used in DFDO is 0.75. The bandwidth distributions for two videos are given in

figure 4-4.
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Fig 4-4b: Given bandwidth for soccer @ 30.fps
Table 4-3: Encoding parameters and:PSNR-for sequences football and soccer at 30fps

Layer ID | Resolution | Bit-rate' (kbit/sec) | PSNR™™" (dB) | PSNR*“*" (dB)
0 QCIF 200 27.5387 28.3235
1 QCIF 400 28.9634 28.9213
2 CIF 600 31.0809 30.0142
3 CIF 800 32.1219 30.4611
4 4CIF 1000 32.3232 32.1135

Figures 4-6a and’ 4-6b.are the simulation results of football with FFDO and DFDO,
respectively. For the convenience of comparison, we also present the graph of the PSNR
difference between DFDO and FFDO, as shown in 4-6¢, where the positive area indicates that
DFDO outperforms FFDO by 0.4 dB in average. In fig 4-6d, we compare both algorithms
with sequence soccer, and it shows that DFDO outperforms FFDO by 0.7 dB, averagely.

From figure 4-6¢, we can observe that DFDO outperforms FFDO even more when a
GOP has fewer video layers protected. This is because the percentage of the number of

protected layers is higher in GOPs which have fewer video layers protected, and can be
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observed from the protection result as shown in table 4-5.

Further, in order to examine the performance of DFDO when the video content has wide
and global motion, we down-sample the sequences football and soccer from 30fps to 15fps.
The encoding parameters are listed in table 4-4, such as packet loss rate and both leaky factors
used in simulation remain the same. The graph of given bandwidth is shown in figure 4-5. The
simulation results for both videos are shown in figure 4-7a and 4-7b, and DFDO outperforms

FFDO by 0.5~0.7 dB. In thescase of football, it is almest twice as compared with the 30fps
version.

Siven bandwidth

Bandich (e

SO D

Fig 4-5a: Given bandwidth for football @ 15 fps
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3 e = [=
SO D

- =5

Fig 4-5b: Given bandwidth for soccer @ 15 fps
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Table 4-4: Encoding parameters and PSNR for sequences football and soccer at 30fps

Layer ID | Resolution | Bit-rate (kbit/sec) | PSNR™™ (dB) | PSNR*®*" (dB)
0 QCIF 200 28.4286 28.6826
1 QCIF 400 29.9313 29.1768
2 CIF 600 32.7111 30.3753
3 CIF 800 34.2528 30.8541
4 ACIF 1000 34.4149 32.9559

We also compare both algorithms under the case of misestimate of packet loss rate.
Figure 4-8 shows the simulation results on the 30fps and 15fps football sequences, where the
X axis means the actual packet loss rate in channel and the y axis means how much DFDO
outperforms FFDO. Thée misestimated packet loss rate is 0.285714. And we can observe that,
although the packet loss rate “is not_estimated accurately, our DFDO algorithm still

outperforms FFDO about 0.25 to 0.75 dB.
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4.2.2 Simulation Results

Table 4-5: Protection results (The number is the amount of protecting symbols)

DFDO

My

18
16
15
13

15
11
10

14

14

14

15

16
12
11

18
15
14
11

M3

Mo

M

Mo

FFDO

18
16
15
13

15
11
10

14

14

14

ib

16
12
11

18
15
14
11

Layer

GOP

=40 -



15
12
10

14

14

14
0

13

15
11
11

15
12
10

14

14

10

11

12

13

14

15

16

17

-41 -



FFDO {Avg. 28.4085 dB)
I e I

34

32F

afl

20

26

PSNR (dE)

24

22

20

o
257

N R I P DU D DU P
1 a3 B5 a7 129 161 193 225

Frame ID

Fig 4-6a:Simulation result of FFDO with-football, average PSNR is 28.4065 dB
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Fig 4-6b: Simulation result of DFDO with football, average PSNR is 28.8179 dB
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Fig 4-6¢: The difference of simulation results between DFDO and FFDO, football @ 30 fps
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04 T T | I
t | —— FOOTBALLE30fMs
i | | —©— FOOTBALL@15fs

0.g

PSNR (dE)

024 0.26 026 0285714 03 0.32
Facket Loss Rate (Channel)
] : -P l; = ] I.n
Fig 4-%& ation result with }Fmence football
L] - i - F
E ’- i
t:-' B ..l » L{

456789100
N1213 14151617

Fig 4-9d: football Fig 4-9e: ice Fig 4-9f: soccer

- 45 -



V. Conclusion

In multimedia transmission, forward error correction code is a useful technique to avoid
the retransmission of lost packet, which may lead to a large delay and is not feasible to
real-time play. The erasure code protects data by adding some redundancies to the source
information. And for a video stream transmitted over a lossy channel which has limited
bandwidth, it is important to distribute bandwidth among video data and protection data
efficiently in order to have good visual experience.

In this paper, we_first: modify [5] to be flat FEC-distortion optimization (FFDO)
algorithm, which not' only can adapt’to the.ssScalable video streams encoded with
H.264/MPEG-4 AVC scalable extension standard but also can take account inter-layer
prediction. Then“we propose the dynamic FEC-distortion optimization (DFDO) algorithm,
which further improves FFDO so that the pictures within the same video layer of a GOP are
protected according to their.importance. Thus, when a video layer of GOP can not be
completely received; DEDO has mere chance to recover importantpictures than FFDO does.

The simulation results show that the average PSNR.of DFDO outperforms FFDO about
0.4 dB. If we make the video content moves wider by down-sampling from 30fps to 15 fps,
DFDO outperforms FFDO about 0.8 dB. We also navigate the performance of DFDO under
the case of misestimate of packet loss rate, and the simulation results show that DFDO still
outperforms FFDO. Thus we can conclude that protecting pictures within the same video

layer according to their importance can improve the visual quality.
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