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A Highly Efficient Polling Scheme for Media

Streaming on Wireless LANS

Student: Chao-Tsung Sung Advisor: Yaw-Chung Chen
Degree Program of Electrical Engineering and Computer Science

National Chiao Tung University

Abstract

IEEE 802.11e specification was established for improving the quality of service (QoS)
issues in voice and multimedia over wireless LANs (WLANs). In the HCF Controlled
Channel Access (HCCA) mode, it offered a reference scheduler that maintains a polling list.
However, under a high load of multimedia transmissions, this reference scheduler may
encounter decreasing of throughput and increasing of latency. This is because the polling
scheme it used usually causes some-overhead in doing unnecessary polling. In order to reduce
access delays and polling overhead, as well as to improve the throughput of the channel, in
this thesis, we proposed a highly efficient polling scheme to provide better QoS in the HCCA
mode. Our polling scheme is based on the intervals in estimated polling time of each traffic
stream, for the reason, our strategy is to poll the station with earliest-due-date-first discipline,
instead as in the round-robin polling of reference scheduler. Our scheme minimizes the waste
of bandwidth when the polled stations have no data frame to send. In the mean time, due to
the limited number of client stations under the coverage of an access point, we use the linear
search to find the next target to be polled, so that the implementation complexity is greatly
reduced. Besides, for precisely detecting the dataflow interval for traffic steams, we use the
QoS control field of data frame sent from stations, Hybrid Coordinator (HC) could use this
collected information to adjust the estimated polling time. Further, our scheme could
dynamically adjust the service interval of voice transmission according the characteristics of

voice flow. The simulation results show that our proposed scheme can reduce transmission



latency and jitter as well as total throughput in comparing with the reference polling scheme

in the IEEE 802.11e standard.

Keywords: IEEE802.11¢, QoS, HCF, HCCA, Linear Search



N AL

=+
®h

e

TETA R d A HE W
X

=

hE s & LR Fow g o R A K F
BN
ﬁjgg‘ga’ﬁa’}a’&j‘? A

%

A S e
IR 0 g AhANE ..
B 3:&,\?@}'\1&"9,‘./5. Lo
RS BENA_I endy Wy M Z R Lipd & T
-

A
p =+
£\ ENET I s
AR R BN F AR A oo d

3 B
R
J}'Fj}?{(l}t"f;’pl, .
BIELES TP 3 B N E
AN EHF g ff o

o
A 22
NN
Wi o

el

4%
84

O ek e 4 3R g R > | .
SRR SRR )

=

B o ¥t



Table of Contents

B R o ettt ettt et i
N 0151 1 - (0! E RO PSPRRPR il
B B ettt ettt nanaeee iv
LIST OF FIQUIES... .ottt ettt et ettt e b e e be e e s teesre e s e easenas vi
LISt OF TaBIES.....c. ettt vii
Chapter 1 INTrOQUCTION.........ooviiiiiieiecieeeeete ettt ettt e e e e saeesaeenae e e e 1
Chapter 2 Background and Related WOrK............ccoooovioieiieiiiieeeeceeeeeeeeee e 5
2.1 Review Of IEEE 802.11 MAQC........ooo ittt 5
2.1.1 Distributed Coordination FUNCLION............ccoooviiieiiieiiieeceeeeee 6

2.1.2 Point Coordination FUNCHION...........c.cccviivieiiieiecieeieeeeeeee e 7

2.2 Introduction t0 TEEE 802.116.......c.cccioiiiieeieeieceeeteeee ettt 9
2.2.1 Enhanced Distributed Channel Access (EDCA)......ccccoeeeeieveevieeiennenns 9

2.2.2 The procedure of Q0S fIOWISETUD.......cceevvieiiriieiieieeeeee e 12

2.2.3 HCF Controlled Channel Access (HCCA).......ccooeoieiieieeeeeceeeene 13

2.3 Comparison between WLAN MAQCS....cciu.. oo 16

2.4 Multimedia traffic attributes......c.o. e, 1T

2.5 Related WOTKS.......c.ooueeiiee st i i ettt ettt ettt eae e nse e 18
Chapter 3 Proposed SCheme....... ettt eeeeeees 20
3.1 Main AFCRITECTUTE. ... et 21

3.2 Structure Of PolNG LiSt......cccoooiiiiieieeceeee e 23
3.2.1 The format of Polling LiSt..........ccccooiieiiiiiiieeeeeeeeeeee e 23

3.2.2 The maintenance of Polling LiSt...........cccccoiiiiiiieiieeceeeeeeeece e 25

3.3 PolliNG MECIHANISIM.......ooiiiiiiieiiceeee ettt 26
3.3.1 Highly Efficient Polling SCheme...........cccoovieiiiieiieeeeeeceeee e 28

3.3.2 Dynamic adjustment of estimated polling time..........c.cccccveievieieennnne. 30

3.4 Silence Detection HanNdliNg..............ooiiiiiiiieiceeeeeee e 31
Chapter 4 Simulations and Numerical ReSUILS...........cccceeieiiieiiiiiiieeceeeeeee 36
4.1 SIMUulation MOEL........cccuiiiiiiie e 36

4.2 SIMUIALION TESUITS.....ooiiiiiiiiiee e 37
4.2.1 TRFOUGNPUL......ooiiiiiiieeeeee ettt et nas 37

4.2.2 ACCESS DEIAY.......ooevieeiiieeeeeeeee e 40

A.2.3 Delay JITEEI .. ... it 40

Chapter 5 Conclusion and FUtUFre WOTK.............ccooviriiiiioieiieieceeee e 42
=T 1T =] Vo] T PPN 44
[V PSPPSR 47



List of Figures

Figure 2.1:
Figure 2.2:
Figure 2.3:
Figure 2.4:
Figure 2.5:
Figure 2.6:
Figure 2.7:
Figure 2.8:
Figure 2.9:

IEEE 802.11 MAC architeCture...............ooeeeiiiiiiiiiiiiiiie e 5
DCF transmission SChemME. .............ooiiiniee e 6
DCF tiMING SEQUEIICE. ...ttt 7
PCF tiMING SEQUEINCE........ it 8
IEEE 802.11e MAC architeCture..........ccocoooeiiiiiieieieieiieieee e 9
Reference implementation model of EDCA.........c.cccoooiiiiiiieiie, 10
IFS relationship and related terms...............ccoooooiiiiiiiiiiiiiii 11
TSPEC element format................ooooeiiiiiiiiiiiii e 12
The sequence of message occurring at a traffic stream setup................. 13

Figure 2.10: An example of 802.11e beacon interval used in HCCA...............cccceee..... 14

Figure 3.1:
Figure 3.2:
Figure 3.3:
Figure 3.4:
Figure 3.5:
Figure 3.6:
Figure 3.7:
Figure 3.8:
Figure 4.1:
Figure 4.2:
Figure 4.3:
Figure 4.4:
Figure 4.5:
Figure 4.6:

Architecture of the proposed scheme.................ccocoiviiviniecceeen. 22

IEEE 802.11e reference RR polling scheme..............ccoooiiviviicnininiiin 28
The HEP polling SCheme. .......... .o 30
An issue of start time of estimated polling..............cocoivoiiiiieiinieieees 30
The frame generating procedure: of QSTA...........c o 31

Proposed talk-spurt and silence_detection. method..............cccoocovviiiieivicrnn. 33

The effect in using proposed silence handler.................ccooooviiincininn. 33
The effect in using proposed silence handler with fast-recover method............ 34
The simulation tOPOlOZY....... B EIIIII ottt 36
The relationship of total throughput and network load...........cccoooovvinivnininrns 38

Throughput against network size of RR, and two types of HEP schedulers.. 39

Average access delay of time sensitive traffics against number of QSTA..... 40
Delay jitter between packets in RR polling scheme..........ccccoocovvnrviinrininnin. 41
Delay jitter between packets in proposed scheme...........ccccoovrinrinrinrrernnien. 41

vi



List of Tables

Table 1.1: The IEEE 802.11 family......ccocooooiioiiiiiiiieieieeee s 2
Table 2.1: The mapping between user priority and AC..........ccoocomrionrrieieieeeeeeen. 10
Table 2.2: QOS fTAIMECS........cocoviiiiieeece e 16
Table 2.3: Speech Codec Standards.............cocooooiiiiieieieiieiieiee s 17

Table 3.1: The comparison of polling schemes...............ccccoovviiiiiiiiin i 22
Table 3.2: The format of proposed polling list................ovivvviciiiiiiiiiin e 23
Table 4.1: Simulation PArAMELETS. .........ccoouiviiirieiiiie et 37

Table 4.2: Average throughput between two polling schemes............................. 39

List of Equations

EQUALION (1) 1ottt ettt sttt e et e st e e abe e e bt e sabeesseeenseesaaeenseesnneenneas 6
EQUALION (2) 1eietiieiiieeiie ettt ettt ettt et et e et e e s at e e b e e s ta e et e e ab e e b e e etaeenteennaeenseennne 11
EQUation (3) ..oeoeeeiieieeieeeieeiiesie e o8B i ettt ettt ettt et eaae e e e e 15
EQUALION (4) 1etitiieiieiie ettt et et omasssnn e e e S 68 a8 e et eeesteesseeneseenseessseenseessseenseensseenseennns 26
Equation (5) ...occceevevevvenveneveenvereeee ol o SRRl Ml B 40

vii



Chapter 1
Introduction

Recently, several wireless communication protocols, such as WLAN, WiMAX, UWB,
and Bluetooth were proposed for various applications. Among these protocols, the IEEE
802.11 WLAN is the most popular that provides wireless communication services. Wireless
LAN (WLAN) supports high bandwidth with characteristics of easy installation and low cost,
so it spreads quickly.

The IEEE 802.11 standard [1] is a large family, shown in Table 1.1. The original version
was established by IEEE in 1997. In that time, it just supported 1 and 2Mbps transmission
rates through three types of PHY medium, infrared (IR), frequency hopping spread spectrum
radio (FHSS), and direct sequence spread spectrum radio (DSSS). The IEEE 802.11 provides
two access functions in MAC sub-layer + Point Coordination Function (PCF) and Distributed
Coordination Function (DCF). The "PCE is a- centralized mechanism, where a point
coordinator (PC) sends CF-Poll frames to stations and allows it contention freely to transmit
frames. The DCF is based on the carrier sense multiple access with collision avoidance
(CSMA/CA) mechanism and allows the stations contend for the medium. In 1999, two
extended standards were approved by IEEE working group. One is 802.11b that is based on
DSSS, operating in 2.4 GHz with data rate up to 11Mbps; the other is 802.11a which is based
on orthogonal frequency-division multiplexing (OFDM) and working in 5.4G with data rate
up to 54Mbps. In 2003, 802.11g standard extends the data rate of 802.11b to 54Mbps. In
recent years, the 802.11n standard even could support more than 100Mbps data rate through

the Multiple Input Multiple Output (MIMO) technology.



Table 1.1: The IEEE 802.11 family [28]

Standards

Description

IEEE 802.11

THE WLAN STANDARD was original 1 Mbit/s and 2 Mbit/s, 2.4
GHz RF and IR standard (1997), all the others listed below are
Amendments to this standard, except for Recommended Practices
802.11F and 802.11T.

IEEE 802.11a

54 Mbit/s, 5 GHz standard (1999, shipping products in 2001)

IEEE 802.11b

Enhancements to 802.11 to support 5.5 and 11 Mbit/s (1999)

IEEE 802.11¢

Bridge operation procedures; included in the IEEE 802.1D standard
(2001)

IEEE 802.11d

International (country-to-country) roaming extensions (2001)

IEEE 802.11e

Enhancements: QoS, including packet bursting (2005)

IEEE 802.11F

Inter-Access Point Protocol (2003) Withdrawn February 2006

IEEE 802.11g

54 Mbit/s, 2.4 GHz standard (backwards compatible with b) (2003)

IEEE 802.11h

Spectrum Managed 802.11a (5 GHz) for European compatibility
(2004)

IEEE 802.111

Enhanced security (2004)

IEEE 802.11j

Extensions for Japan (2004)

IEEE 802.11k

Radio resource measurement enhancements (proposed - 2007?)

IEEE 802.11m

Maintenance of the standard; odds and ends. (ongoing)

IEEE 802.11n

Higher throughput improvements using MIMO (multiple input,
multiple output antennas) (September 2008)

IEEE 802.110

(reserved and will not be used)

IEEE 802.11p

WAVE - Wireless Access for the Vehicular Environment (such as

ambulances and passenger cars) (working - 20097?)

IEEE 802.11q

(reserved and will not be used, can be confused with 802.1Q VLAN
trunking)

IEEE 802.11r

Fast roaming Working "Task Group r" - 2007?

IEEE 802.11s

ESS Extended Service Set Mesh Networking (working - 2008?)

IEEE 802.11T

Wireless Performance Prediction (WPP) - test methods and metrics

Recommendation (working - 2008?)

IEEE 802.11u

Interworking with non-802 networks (for example, cellular) (proposal

evaluation - ?)

IEEE 802.11v

Wireless network management (early proposal stages - ?)

IEEE 802.11w

Protected Management Frames (early proposal stages - 2008?)

IEEE 802.11x

(reserved and will not be used, can be confused with 802.1x Network

Access Control)

IEEE 802.11y

3650- 3700 Operation in the U.S. (March 2008?)
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The Voice over IP (VoIP) becomes a popular internet application in recent years. Some
products, such as MSN or Skype, are able to support better voice quality over the wired
networks. The popularity of VoIP is due to its convenience and low cost. User could use their
laptop to make calls instead of using the expensive cell phones. For these reasons, some
statistics shows that the number of residential VoIP users may rise from three million at 2005
to 27 million by the end of 2009 [14].

To support the mobility, VoIP and WLAN techniques are now combined as VOWLAN,
which may become an alternative to the traditional public switched telephone network
(PSTN). However, the VOWLAN needs to face a lot of challenges to support a good voice
quality as wired LAN, such as large interference, low bandwidth, high loss rates, bursts of
frame loss, long latency, and jitter. However, the original IEEE 802.11 WLAN standard has
been mainly designed for data applications and dees not provide any QoS support for
multimedia applications.

In order to improve the current IEEE 802.11 MAC protocol for supporting multimedia
applications with QoS requirements, IEEE.802.1 le standard [ 1] has been proposed to improve
these real-time issues. IEEE 802.11e standard offered a new access function, Hybrid
Coordination Function (HCF), which contains Enhanced Distribution Channel Access (EDCA)
and HCF Control Channel Access (HCCA). EDCA is combined with DCF, and HCCA is the
enhancement of PCF. Besides, IEEE 802.11e also offered some optional functions to achieve
the goal of provisioning high quality services for real-time traffic, such as Direct Link
Protocol (DLP) and Block Acknowledgement. However, 802.11¢ is still unable to provide
satisfactory QoS for various real-time applications. In EDCA, when a lot of STAs try to
contend for the medium in the same time, the frame collisions rate may be high, and the
real-time traffic may not be sent before the delay bound. In our study, we think that HCCA is
more suitable for real-time transmissions than these access functions mentioned above.

The 802.11e standard did not specify the HCCA polling scheme, but it offers a reference

3



polling scheme called round-robin polling. In the research [5], it shows the HCCA polling
overhead and its negative effect on the QoS provisioning of real-time applications. In [3] [4]
[7], they show that an effective polling scheme can enhance the performance, and assure the
QoS of real-time applications.

In this thesis, we focus on the reference scheduler of HCCA. We proposed a new polling
scheduler called Highly Efficient Polling (HEP) scheme. HEP is designed for improving the
channel utilization and transmission latency of the reference scheduler. HEP is based on the
interval in estimated polling time of traffic streams, so our strategy is to poll the QSTAs with
earliest-due-date-first, instead of round-robin polling scheduler offered by 802.11e. In the
meantime, due to the limited number of client stations under the coverage of an access point,
we use the linear search to find the next target to be polled, so that the complexity of
implementation is greatly reduced. Next, for precisely detecting the dataflow interval of
traffic streams, HEP enhances the QoS control ficld of data frame sent from QSTAs. Then,
HC could use these collected information te estimate the next polling time much precisely. By
these two methods, we can reduce certain overhead caused by unsuccessful polling. Further,
HEP uses a simple mechanism to detect the silence-spurt and talk-spurt of voice conversation,
then HC adjusts the estimated polling time according to the status of polled stations.

The rest of this paper is organized as follows. In Chapter 2, we describe the background
and related works for media traffic on WLAN with 802.11 MAC protocol and 802.11e EDCA
and HCCA protocol. At the last section of Chapter 2, we address the issue of origin HCCA
polling scheme and multimedia application requirements. In Chapter 3, we discuss our
proposed adaptive polling scheme in detail. In Chapter 4, we analyze the result of simulation

based on our proposed scheme. Finally, we conclude the thesis in chapter 5.



Chapter 2
Background and Related Work

First of all, we introduce the IEEE 802.11 MAC, including Distributed Coordination
Function (DCF) and Point Coordination Function (PCF). Next, we will review the MAC
mechanism in IEEE 802.11e standard, including Enhanced Distributed Channel Access
(EDCA) and HCF Controlled Channel Access (HCCA). Furthermore, multimedia traffic
attributes and WLAN channel capacity issues will be addressed. In the remaining sections, we

will discuss the related research issues for improving QoS.

2.1 Review of IEEE 802.11 MAC

IEEE 802.11 standard specifies two different: medium access control (MAC)
mechanisms for WLAN: the basic aecess..mechanism, called Distributed Coordination
Function (DCF) based on CSMA/CA, and the centrally-controlled access mechanism, called
Point Coordination Function (PCF) based on polling scheme. We will introduce these two
access mechanisms in the following sections. Figure 2.1 shows the IEEE 802.11 MAC

architecture.

Required for Contention
Free Services |-

Paint Used for Contention

Coordination 7| Services and basis for PCF
Function L
MAC {PCF)
Extent
Distributed
Coordination Function
(DCF)
r

Figure 2.1: IEEE 802.11 MAC architecture. [2]



2.1.1 Distributed Coordination Function

The Distributed Coordination Function (DCF) is the fundamental mechanism to access
the medium in the IEEE 802.11 MAC. The main technology of DCF is Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) scheme with binary slotted exponential

back-off, as shown in Figure 2.2.

Immediate access when medium is free == DIFS
DIFS DIFS

‘ ’ Contention Window
_PIFS | |” "
—— s | | T -
/ Busy Medium  |4—» Backoff-Window / / Next Frame
| |, Slottimg
Defer Access Select Slot and Decrement Backoff as long
+ bt as medium is idle

Figure 2.2: DCF transmission scheme [2].

The CSMA/CA mechanism is working as follows: Before transmitting a frame, a station
shall use the carrier sense function to determine the medium state. If the medium is idle for a
DCF Inter-Frame Space (DIFS) interval, the station could send out the frame immediately.
Meanwhile, if an other station is sending the frames, the station needs to wait until the
channel is free. In Figure 2.2, we can find that if the station detected the medium busy, it
needs to defer its transmission and starts back-off procedure to avoid collision. The length of

the back-off period is determined by the following equation:

Back-off time = random [0; contention window (CW)] x slot time (1)

At the first transmission attempt, CW is set to a minimum value, CWmin (minimal

contention window). CW is doubled after a unsuccessful transmission until it reaches CWmax
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(maximum contention window). The back-off time is decremented when the medium is
sensed idle. Once the back-off time reaches zero, the station gets the right to access the
medium. If two or more stations finish the back-off countdown procedure simultaneously,
they may start to send frames in the same time. Unfortunately, a collision will occur. In this
situation, the sender will not receive an ACK from the receiver. After a time period
ACKtimeout, the sender assumes that a collision or some failure happened. For this reason,

the stations need to do back-off process again to schedule a retransmission.

Source RTS Data

+—p - o

SIFS SIES SIFS
Destination CTS ACK

4
DIFS ]
Other NAV (RTS) Contention Window
NAV (CTS)
"
Defer Access Backoff After Defer

Figure 2.3: DCF timing sequence.

2.1.2 Point Coordination Function (PCF)

Beside the DCF, IEEE 802.11 also offered an optional access mechanism method, PCF
for supporting “contention-free” services. This scheme is often used to transmit the real-time
frames. The PCF scheme shall work on an infrastructure wireless networks, it is because that
the point coordinator (PC) should be implemented on an access point (AP). The AP manages

the access to the medium in the contention free period (CFP) by polling stations sequentially.



When the PCF mode is used, medium access time will be divided into periodical beacon
intervals. The beacon intervals are consisting of two parts, the contention free period (CFP)
and the contention period (CP). In a CP, STAs need to contend for the medium for
transmitting their frames. While in a CFP, a PC maintains a poll list which recoded the
information of registered stations and polls each of them according to the order in the list.
When a station is being polled, it starts to transmit frames after a SIFS (see Figure 2.4). For
the sake of channel utilization, during the CFP the AP shall use appropriate data subtypes

based on the following rules:

@ Data + CF-Poll, Data + CF-ACK + CF-Poll, CF-Poll, and CF-ACK + CF-Poll shall
only be sent by an AP.
€ Data, Data + CF-ACK, Null,:and CF-ACK may be sent by an AP or by the

CF-Polled STAs.

= Contention-Free Repetition Interval 4
Contention-Free Period
SIFS SIFS SIFS PIFS SIFS
-+ =i 4 ' o Poriod
= ontention |
Beacon| | D1+poll q?;;;al':h D?ﬁk l::!l + >
U1 +ack et Ud+ack t__
LBk | Dx = Frames
i | B js ’ i et sent by Point
PIFS SIFS SIFS Mo SIFS Lr';'“"’d'__'“‘““r
raspan x = Fmames
o CF-Poll Resot NAY sent by polled
L slations
NAV [ ]

t

CF_Max_Duration

Figure 2.4: PCF timing sequence.

The time period for an AP to generate beacon frames is called target beacon transmission
time (TBTT). Usually, PCF uses a round-robin polling based scheduler to poll each station
sequentially according to the order of the polling list, but priority-based polling mechanisms

can also be used if different QoS levels are requested by different stations.



2.2 Introduction of IEEE 802.11e

There are two MAC access mechanisms provided by the IEEE802.11. However, both of

these two mechanisms do not distinguish different services for different traffic streams. In

other words, IEEE 802.11 does not support Quality of Service (QoS) requirement. For solving

this problem, the IEEE 802.11 Working Group E has proposed a new MAC function, called

HCF (Hybrid Coordination Function). The IEEE 802.11e MAC architecture is shown in

Figure 2.5.
QoS Services S
Required for Contention-Free --k'\-._.
Services for non-QoS STA, |- T .
! I\-\_I__\I.. "*.,\_- A
A I_ —— — | g
Point HCF HCF
| Coordination | Contention Controlled
| Function | Access Access
| (PCF) | (EDCA) (HCCA)
MAC = s o

Required for Parameterized
~"| QoS Services

Used for Contention Services,
{ basis for PCF and HCF

Distributed Coordination Function (DCF)

Figure 2.5: IEEE 802.11e MAC architecture [1].

HCF mainly offers two new access methods, one is contention-based mechanism called

Enhanced Distributed Channel Access (EDCA) and the other is a contention-free mechanism

called HCF Controlled Channel Access (HCCA). These two mechanisms will be introduced in

the following sections.

2.2.1 EDCA (Enhanced Distributed Channel Access)

IEEE 802.11e EDCA is an extension of legacy 802.11 DCF. The difference between



them is whether they can support QoS or not. EDCA provides differentiated, distributed
channel access for packets with eight different user priorities ranged from zero to seven. In
EDCA mode, packet traffics are classified into four different FIFO queues (see Figure 2.6),
named Access Categories (ACs). By the way, one or more user priorities are mapped to one

Access Category (AC). The mapping between eight user priorities and ACs is shown in Table

2.1.
* (MSDU, UP)
Mapping AC
ik Video Background
Viokee Best Effort Transmission
queues
EDCA function
with internal
collision resoultion
Figure 2.6: Reference implementation model of EDCA.
Table 2.1: The mapping between user priority and AC.
User Priority AC Designative Priority
(Informative)
1 AC_BK Background lowest
2 AC_BK Background
0 AC_BE Best Effort
3 AC VI Best Effort
4 AC_VI Video
5 AC_VI Video
6 AC VO Voice
7 AC_VO Voice highest

IEEE 802.11¢ proposed the use of different Inter-Frame Spaces (IFSs) according to

different ACs. Every AC behaves as a virtual station with its own parameter set, including

10



arbitration inter-frame space (AIFS), minimum contention window size (CWmin), maximum
contention window size (CWmax) and TXOP duration, to differentiate the traffic. These
parameters are announced by the QAP periodically via beacon frames. Instead of using DIFS,

EDCA uses Arbitration IFS (AIFS). The value of AIFS is determined by Equation (2).

AIFS = ATFSN x aSlotTime + SIFS )

Where the value of AIFS Number (AIFSN) is an integer greater than zero and is depending on
each AC. Besides, the values of aSlotTime and SIFS are defined in the physical layer.

The IFS relationship and related terms is shown in Figure 2.7. It shows that the AC with
the smallest AIFS will have the highest priority. Because each AC can be viewed as a virtual
station, an AC with higher priority has larger chance to access the medium than those with
lower priority ACs. However, the back=off timers of different ACs in a station may reach zero
at the same time, this leads to virtual collision. If a' virtual collision occurred, it can be
resolved by sending the packet with higher priority. But the packet with lower priority is
considered as encountering a collision, thus the corresponding AC needs to double its
contention window. That is, after a success transmission, the contention widow of
corresponding AC is reset to CWmin. However, the contention window is doubled after each

unsuccessful transmission.

=—[]]]]
Immediate access when AIFSJi]
Medium is free >= DIFS/AIFS[i '_—_._.-:_.[ /////

DIFS
T — Contention Window

DIFS/AIFS PIFS [

SIFS T
Busy Medium -=:1—|=1 Backoff Slots / Next Frame
J I !

—

I I Slot time

Defer Access Select Slot and Decrement Backoff as long
~ as medium is idle

Figure 2.7: IFS relationship and related terms.
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IEEE 802.11e EDCA is proposed for supporting QoS and it provides differentiated,
distributed channel access for packets with different priorities. However, the resetting
mechanism of contention window may cause large variations of contention window size, and

increase the probability of collisions, especially in the situation of heavy traffic.

2.2.2 The procedure of QoS flow setup

The Traffic Specification (TSPEC) is used to describe the traffic characteristics and the
QoS requirements of a traffic stream. The main purpose of the TSPEC is to reserve resources
within the HC and modify the HC’s scheduling behavior. It also allows other parameters
associated with the traffic stream to be specified, these include a traffic classifier and
acknowledgment policy [1]. TSPEC contains, the information such as nominal MSDU size,
maximum MSDU size, minimum service interval, maximum service interval, data rate, delay
bound and so on. A maximum required service iﬁterval (RSI) refers to the maximum duration
between the start of successive TXOPs tﬁat can be tolerated by the requesting applications.
This information is useful to set up a QoS connection. The format of TSPEC is shown in

Figure 2.8.

Element ID
(13)

Length
(55)

TS Info

Nominal
MSDU Size

Maximum
MSDU Size

Minimum
Service
Interval

Maximum
Service
Interval

Inactivity
Interval

Suspension
Interval

Octets4—1 —p-t—1—p-t— —ps— —prat———pat— | — ot pa—— a1 —p

Service Minimum | Mean Data | Peak Data Burst Size Delay Minimum B:’::!p\.:r?dslh Medium
Start Time | Data Rate Rate Rate Bound | PHY Rate ARCWARS Time

Octets 4¢—4 —p»t—34 —pet—I1 —pt— —pt—1——pt— —rts— — >t — >at—I—p

Figure 2.8: TSPEC element format [1].

When a new QoS flow is created, QSTA uses ADDTS request with TSPEC to request an

admission of the QoS flow. The QAP replies with an ADDTS response to the QSTA regarding
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whether the request is admitted or not into this QIBSS. Figure 2.9 shows the sequence of
messages occurring at a traffic stream setup. The QAP will put this traffic stream into its
polling list and poll it periodically in HCCA mode. After the transmission of traffic stream is
ending up, QSTA uses the DELTS request to inform the HC to remove this traffic stream from
its polling list.

non-CAP STA non-QAP |
SME MAC HC MAC HC SME

loop n)

MLME-
ADDTS request

| ADDTS QoS Action
DDTS timer Request

» MLME-
ADDTS indication N
MLME-
ADDTS QoS Action | ADDTS response
Response

i
- il

E"I LME ADDTS.confirm

Figure 2.9: The sequence of messages occurring at a traffic stream setup [1].

2.2.3 HCCA (HCF Controlled Channel Access)

The HCCA is a centralized access mechanism controlled by the Hybrid Coordinator
(HC), it resides in the QoS Access Point (QAP), and it can be viewed as an extension of PCF
in which polling is only allowed during contention free period (CFP); but in HCCA mode,
QAP can poll stations during either CFP and contention period (CP). Each QoS station (QSTA)
may have up to eight established Traffic Streams; a traffic stream is characterized by a Traffic
Specification (TSPEC) which is negotiated between a QSTA and a QAP. Mandatory fields of
the TSPEC include: Mean Data Rate, Delay Bound, and Nominal PDU Size. For all
established streams the QAP is required to provide a service that is compliant with the

negotiated TSPEC under controlled operating conditions. 802.11e compliant stations must be
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able to process the additional frames which are reported in Table 2.2.

Table 2.2: QoS frames.

QoS frames

QoS piggybacked frames

QoS Data

QoS CF-ACK

QoS Null

QoS CF-Poll

QoS Data + CF-Ack

QoS Data + CF-Poll

QoS Null + CF-Ack

QoS Data + Cf-Poll + CF-Ack

Figure 2.10 shows an example of IEEE 802.11e beacon interval used in HCCA. During a

beacon interval, a QAP is allowed to start several contention-free bursts called Controlled

Access Phases (CAPs). A CAP is a time interval during which the QAP may either transmit

MSDUs of established downlink traffic streams or poll one or more QSTAs by specifying the

maximum duration of the transmission opportunity (TXOP). A QSTA is never allowed to

exceed the TXOP Ilimit imposed’ by the QAP, including inter-frame spaces and

acknowledgments. If a polled QSTA has no data to send, then the QSTA responds with a

QoS-Null frame.

51
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TXOPI | TXOP2 | TXOPY | = | TXOPs | TXOPL | TXOP2 | TXOPZ | *** | TXOPs TXOP| | TXOP2 | TXOP3 | *** | TXOPs
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| Fp | P |
i ( Fl L (l |
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1 |
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TXOP1 QSTA 1 [XOP1 by QSTAs

Figure 2.10: An example of 802.11e beacon interval used in HCCA.
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Upon receiving a TSPEC, the HC invokes it scheduler in order to perform admission
control and scheduling. The admission control function is used to determine whether
resources are available to serve the requested TSPEC; and the scheduling function is used to
determine the manner the HC will poll traffic streams so as to satisfy their QoS requirements.
As a result of this operation, the HC may decide to accept, reject or propose an alternative
TSPEC to the requesting QSTA.

In IEEE 802.11e sample HCCA scheduler [1], the schedule for an admitted stream is
calculated in two steps. The first step is to calculate the scheduled SI. In the second step, the
HC would calculate the TXOP duration with scheduled SI for the streams.

The calculation of the scheduled service interval is done in two steps. First, the scheduler
calculates the minimum, Sly;,, of all maximum SIs (MSI) for all admitted traffic streams.
Second, the scheduler chooses a value that is a sub-multiple of beacon interval and is smaller
than Sl,,;,. This value is the scheduled SI for all admitted TSs.

The next procedure is the calculation of the TXOP duration for an admitted traffic stream.

First, the HC calculates the number of MSDUs that artived with the mean data rate during the
SI xp,

SIby N, :{ —‘, where pj is the mean data arrival rate for streams I and L;is the nominal

MSDU size of stream i. Then the HC calculates the TXOP duration as the maximum of time

to transmit N; frame with rate Rj and time to transmit one maximum size MSDU with

N; x L +O’%+Oj , where O is the overhead of

transmission rate R; by TXOP, :max[

transmission.

When a new traffic stream requests registration, the admission control process can be
done in three steps. The HC needs to use above two formulas to calculate the values of N; and
TXOP; after first two steps. Finally, the HC determines whether the stream can be admitted
when the following inequality is satisfied,
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TXOP,, TXOP T-T,
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new
+

SI = Sl Bl

: 3)
Where TXOPey is the calculated TXOP duration of the new stream and the second term, is
the sum of TXOP durations of existed streams, BI indicates the beacon interval and T, is the
time used for EDCA traffic. Moreover, the HC needs to ensure that it doesn’t allocate TXOP
durations that exceed dotlCAPlimit. This algorithm ensures that a new incoming traffic

stream doesn’t occupy all the remaining time period.

2.3 Comparison between WLAN MACs

In the previous sections, we know that there are two types of MAC access functions in
WLAN. One is contention-based, such .as DCF and EDCA; the other is poll-based which
includes PCF and HCCA.

The advantage of contention-based aceess functions is that they are adaptive to the
migration in the network condition and are suitable for high load of traffic. Another advantage
is the simplicity in implementation. The complexity of contention-based access function is
lower than the poll-based access functions due to its distributed access characteristics.
However, this kind of access function has some disadvantages. For example, when multiple
transmissions contend for the same channel, the problems of collision and hidden-node may
be encountered. The random back-off mechanism is another problem for provisioning QoS, it
can’t guarantee QoS for real-time traffic.

On the other hand, there are several advantages in using poll-based mechanism; one is
eliminating the hidden-node problem; another one is QoS guarantee, this is due to the
characteristics of contention-free and centralized-based mechanism. Here the channel
utilization is much better than that of contention-based functions because of the reduction of

back-off time overhead and collision problem. However, the implementation complexity of
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poll-based functions is higher than contention-based functions. And the poll-based functions
need to be implemented in the infrastructure wireless networks. The overhead of polling is

also an issue in using poll-based access functions.

2.4 Multimedia traffic attributes

In this section, we will introduce the QoS traffic attributes such as number of frames per
second (fps), frame duration and required bandwidth.

In implementation, VoIP traffic generally can be classified into two types. One is the
variable bit rate (VBR), with which the codec generates VoIP packets while in talking; the
other is constant bit rate (CBR), with which the codec generates VoIP packets whether the
user is talking or not. CBR codec generates VolP packets in the fixed interval. In the Table 2.3,
we can see that VoIP packets feature some characteristics: high transmission interval and
small payload size. Also an interesting:point is that the different VoIP codec may use the

different transmission frequencies.

Table 2.3: Speech Codec standards

Codec Data rate Payload Frame duration | Frame per
(Kbps) (bytes) (ms) second (fps)
ITU-TG.711 64 80 10 100
160 20 50
240 30 333
ITU-T G.723.1 53 20 30 333
30 45 22.2
6.4 24 30 33.3
30 38.5 25.96
ITU-T G.726 32 120 30 33.3
ITU-T G.728 16 60 30 33.3
ITU-T G.729.1 8-32 20-80 20 50
GSM 13.2 33 20 50

17



In a common video data flow, the frame generation of codec is 30 fps (frame per second)
with NTSC format. It means that the receivers need to handle more than 30 packets from
video source per second. Generally speaking, the sensitivity of delay for a video is lower than
that for a voice, therefore the priority of transmission for the video is lower than the voice.
Some of video applications are Constant Bit Rate (CBR), but for the sake of video quality,

some video applications use Variable Bit Rate (VBR).

2.5 Related Works

According our survey, most of existing EDCA enhanced schemes, such as CWmin,
TXOP duration, persistence factor, and*AIFSN were trying to adjust the parameters of EDCA.
In [22] and [23], authors are trying to tune the CWmin. In [22], it offered an Adaptive EDCF
scheme. The QAP tunes the CW. sizes for different classes after receiving the average
collision rate measures from different QSTAs. The study in [23] recommends using different
values of CWmin and CWmax for different priorities, in which higher priority has lower
CWmin and CWmax values than those in lower priorities. Some adaptive schemes were
proposed to change the persistence factor (PF), the study in [24] proposes a method based on
the back-off increase function. In the original DCF, the CW is multiplied by a PF of 2 after
each collision. The method in this work is that the higher priority traffic has a lower PF. In
[25], it suggests a way that adapts CW according to channel conditions and adjusts its value
depending on the network utilization rather than generating a new random CW.

About HCCA, the reference scheduler of 802.11 task group assumes that all types of
traffic are constant bit rate (CBR), so the queue length increases linearly according to the
constant application data rate. However, many real-time applications, such as video, are

variable  bit rate (VBR) traffic. Hence, the basic HCCA scheduler is not suitable for VBR
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traffic. Some improvements are offered in works [8] and [15]. Fair Hybrid Coordination
Function (FHCF) [8] scheme tries to address VBR traffic by adjusting the TXOP of each flow
using queue length estimations. In [15], it offers a bound-based earliest due date (SETT-EDD)
scheduling algorithm and uses the additional information from applications. The SET-EDD
scheduler also takes into account the impact of link adaptation. Regarding the survey of
polling scheme, we found some polling methods are trying to find a mechanism in HCCA to
avoid unnecessary polling in order to reduce the polling overhead [7]. Some works [3] [5]
were trying to change the polling order for the VoIP traffic according to the state of traffic

streams.
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Chapter 3
Proposed Scheme

In the previous chapter, we know that the DCF and EDCA are neither effective nor
efficient to support delay-sensitive voice traffic. It is because their contention-based nature
and binary exponential back-off mechanism can’t guarantee the delay bound of multimedia
packet transmissions. For this reason, in order to guarantee the delay requirement of
time-sensitive services, the HCCA function is preferred for real-time applications in WLAN,
in which the AP polls each voice source periodically. The IEEE802.11¢e standard proposes a
reference HCCA scheduler that is efficient for the traffic flows with strict CBR characteristics.
However, lots of applications such as VoIP, and video-which have VBR characteristics and the
reference scheduler could not adapt-to this kind of traffic.

In this chapter, we propose a highly efficient polling (HEP) scheme based on HCCA to
provide better QoS in wireless LAN. This proposed scheme is used to eliminate the problem
of polling overhead, access latency, jitter and utilization of channel. The HEP scheme operates
on the MAC layer in the AP to manage the polling schedule. Table 3.1 shows the comparison

of our proposed polling scheme with round-robin polling scheme.

Table 3.1: The comparisons of polling schemes.

Scheme Round-robin polling Proposed polling scheme
Polling order Sequential (fixed) Dynamic
Complexity of poll scheduling 0(1) o(n)™
Searching time Lessthan 1 us*z Lessthan 1 us*z
Complexity of implementation Low Low
Capability for handling VBR weak Stronger

traffic

Total throughput Lower Higher

Average access delay Lower Lower
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*1: n is the number of traffic stream

*2: based on n < 100

The HEP scheme is fully compatible with current 802.11e MAC, that is, it works on both
HCCA and EDCA modes. Further, the HEP scheme takes not only the real-time but also the
non-real-time traffic streams into consideration. HEP will put the time-sensitive streams into
HCCA mode and put other non-real-time streams into EDCA mode. Hence, the guarantee of
QoS for real-time streams can be realized.

Besides the EDCA mode, HEP can also support bi-directional communications in HCCA
mode. When the polled stream is determined, the HC would check the queue of download
stream. If download queue of real-time stream is available, HC will send QoS data with
CF-Poll to the corresponding QSTA; othérwise, the HC will only send a QoS CF-Poll to
QSTA. Moreover, the HC could also send data to the QSTAs after the polling procedure as

long as the CAP is not over.

3.1 Main Architecture

The proposed HEP scheme maintains a polling list for keeping the information of traffic
streams. The elements of polling list will be introduced in Section 3.2.1. HEP consists of three
parts, Polling Order Selector (POS) module, Estimated Time Management (ETM) module,
and Silence Handler (SH) module.

The POS module is responsible for choosing the suitable entry from the polling list, and
to determine TXOP duration for traffic stream. When CFP or CAP starts, the POS module
needs to query the next polling station information from the polling list, and send its decision
to the frame sending module to poll the selected QSTA.

When HC’s MAC receives frames from stations, it will decode the header of frames. If
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the MAC identifies the frame type as data, it needs to decode the extended QoS control field,
and send an event message to ETM module. The ETM module will adjust the estimated
polling time of traffic stream according to the value specified in the extended QoS control
field of the data frame.

Moreover, if the HC’s MAC receives a QoS-Null frame from stations, it shall send an
event message to inform the SH module. The SH module is responsible for identifying the
status of stations. If SH module continues to receive the QoS-Null events and no data frame is
received after a specified number of CAPs, it will consider the station as in silence state. Then,
SH module will update the estimated polling time in the polling list to a larger interval.

Figure 3.1 shows the architecture of our proposed scheme on HC. Frames arriving at
MAC are classified first in order to be served by EDCA or HCCA, if a frame was classified to

be served by HCCA, it should be en-queued into the appropriate transmission queue.

Classifier
classified to he
handled by HOCA
T T T T T o T e W R i e T R R T R |
| |
 HEE L Update | _Rechiving QoS -Null _ |
| [
: I | Recﬁvﬁg data = en-quene frame
: v Update : :
| <=5 EM  a-! |
| |
: Polling : Qi Qxk On
I List [
| S |
: = | : | de-quene frame |
[ | Query :
|
| ' |
b et 1] |
CAPfime| O | ¥
: event 1 Sending CF-poll : »|  Frame sending part
| |
L ¢
- ——
Data flow Event flow

Figure 3.1: Architecture of the proposed scheme.
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3.2 Structure of Polling List

In order to implement our highly efficient polling scheme, we defined a new data
structure for the Polling-List. For efficiency consideration, we establish the Polling List with
an array, instead of link-list data structure. Moreover, due to the limited number of client
stations, we use the linear search to find the next target to be polled, so that the
implementation complexity is greatly reduced. In the following sections, we will explain the

necessary elements and the maintenance of the proposed polling list.

3.2.1 The format of Polling List

The IEEE 802.11¢ sample scheduler uses the round-robin strategy as polling scheme, it
is only recorded the information of TSPEC for each traffic streams. However, the number of
elements it used is not suitable for implementing our scheme. For the reason, we need to
define a new structure of polling list (see-Table 3.2). After proposed polling list is built, the

new polling scheme can use this polling list to determine the polling sequence.

Table 3.2: The format of proposed polling list.

MAC Estimated polling QoS-Null

TSID ) Polled Flag Ptr of TSPEC
Address time counter - =
MAC Estimated  polling

TSID1 i True 0 Ptr of TSPEC 1
Address 1 time 1 - -
MAC Estimated  polling

TSID2 i False 2 Ptr of TSPEC 2
Address 2 time 2 - =
MAC Estimated  polling

TSIDn ) True 1 Ptr of TSPEn
Address n time n - -
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The elements of proposed polling list are explained in the following section:

*

TSID (Integer (0..7)): The traffic stream identifier field is used to identify the traffic
stream with a particular number. The TSID is assigned by the layer above the MAC. By
the way, different QSTAs may use the same TSID. Hence, the TSID and MAC address
fields will be combined to specify an unique entry in polling list. (Note: The value of
TSID greater than 7 in our design is used for downstream transmissions.)

MAC Address (Octet string (6)): The MAC address of the QSTA.

Estimated polling time (Float): The estimated polling time is calculated by HC for each
traffic stream. When a CAP starts, the HC will choose the earliest one to be polled as the
candidate traffic stream.

Polled Flag (Boolean): This flagis used to decide whether the traffic stream has been
polled or not. We assume that a traffic stream-could be polled at most once during a CAP.
QoS-Null counter (Integer (0..2)): This counter is used to record the number of QoS-Null
frame received from each traffic stream. The new scheme could use this field to
determine the status of traffic stream.

Ptr of TSPEC (pointer): The field records the pointer linked to TSPEC table of

registered traffic streams.

Morecover, the default value of QoS-Null counter element is set to zero, it will be

incremented by one every time HC founds that the polled traffic stream replies with a

QoS-Null frame. After a successful data frame transmission, the element will be reset to zero.

When the value of this element is greater than or equal to two, the HC will consider the traffic

stream as in silence state and extend the polling interval for the traffic stream.
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3.2.2 The maintenance of Polling List

There are four actions for the polling list:
€ Add anew entry:
If a traffic stream is authenticated after the procedure of admission control, the scheduler

will create a new entry for authenticated traffic stream.

€ Declete an existed entry:

An active traffic stream becomes inactive following a traffic stream deletion process
triggered by QSTA or HC. It also becomes inactive following a traffic stream timeout detected
by the HC. When an active traffic stream becomes inactive, its information recorded in

polling list will be removed.

€ Query the next polling traffic stream:
When CFP or CAP starts, the HC needs to query the port list for finding the entry with
earliest-due-date first policy. Then, the HC will send the QoS-Poll to the station according to

the selected information.

€ Update the entry:

»  Upon receiving a QoS-Null frame from the specified traffic stream, the HC should
check QoS-Null counter in the poll list. If the counter is larger than the specified
value, it will be reset to zero; otherwise, it will be increased by one.

»  When receiving a QoS Data frame from the specified traffic stream, the HC shall

reset the QoS-Null counter in the polling list.
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3.3 Polling Mechanism

The polling based scheduler starts to poll a new traffic stream at its service start time
which is registered in the accepted TSPEC. The service start time is defined in TSPEC means
the first time this traffic stream needs the QoS-Poll from HC for transferring the data frame.
To ease the implementation, the original HCCA or PCF function tend to poll all accepted
traffic streams in a contention-free period (CFP). So, these two functions may start to poll the
stations before their service start time. It will increase the overhead of polling because these
traffic streams may not be ready to send data frames. In order to avoid this problem, the HC
should start to poll those traffic streams exactly at its specified service start time when new
traffic streams are accepted.

In our proposed scheme, when a:traffic stream-has been polled, the HC estimated the
next time to poll this stream by adding the maximum- service interval defined in TSPEC
specified for this frame. Unlike the reference scheduler,- we use adaptive polling interval for
each traffic stream. The proposed scheme uses the maximum service interval as estimated
service interval instead of minimum service interval in order to avoid the overhead of

unnecessary polling. The estimated polling time is calculated as following formulas:

1*" estimated-polling-time; = service-start-time; (defined in TSPEC),

2" estimated-polling-time; = 1% estimated-polling-time + MSI;_

N™ estimated-polling-time; = (N —1)" estimated-polling-time; + MSI;, (4)

,Where estimated-polling-time; means the estimated time at which the traffic stream i will be
polled; MSI; is the maximum service interval specified in TSPEC for the traffic stream i.

In our proposed scheme, the QoS negotiation procedure is same as the original 802.11e
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scheduler. Before the HC sends the QoS-Poll frames to the registered traffic streams, it needs
to detect the state of channel first. If the channel is busy, the HC should wait for the channel to
become free; if the channel is detected free, the HC still needs to wait for PCF Inter-frame
Space (PIFS); then, if the channel idle has been lasting a PIFS, the HC will get the right to
send CF-Poll frame by assigning the TXOPs to the polled traffic stream. All of the HCs and
the polled stations will exchange frames with ACK, data, CF-end and so on after an interval
of SIFS.

If the polled station finishes its transmission before the assigned TXOP duration expires,
it will send a QoS-Null frame to the HC. When the HC got the QoS-Null frame from polled
station, it goes to poll the next station immediately. If all the stations had been polled before
the end of CAP duration, the HC may transmit downstream packets if any or send the CF-End
frame to all stations and back to EDCA mode. The HC may alos poll the QSTAs with
piggyback method in the HCCA, such as QoS Data + CF-ACK + CF-Poll, QoS Data +
CF-Poll and so on.

Generally speaking, there is a clock residing in intelligent network equipments. In the
application of scheduler, this clock is an important component. When the HC assigns a TXOP
for the traffic stream, it need to wait for a period same as TXOP duration; and the polled
station can transmit its data frame by using assigned TXOP. In the time-stamp based polling,
the time synchronization between the HC and the station seems more important. We take the
service start time defined in TSPEC as an example, if the clock in the QAP is not
synchronized with the station and the clock in station is earlier than the one in the HC, then
the HC will be delayed in polling the station. This is because that the actual service start time
has been shifted, according to the formula 3.1, all the succeeding estimated service polling
time would be shifted, too. For this reason, we suggest that the timer need to be synchronized
through some mechanism, such as SNTP or other time protocols. Throughout this thesis, we
assume that the time is synchronized between the HC and the stations.
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3.3.1 Highly Efficient Polling Scheme

In IEEE 802.11¢ reference scheduler of HCCA mechanism, the HC chooses the smallest
service interval among all maximum service intervals of registered traffic streams as the
working service interval. For example, there are three registered traffic streams, traffic stream
1, traffic stream 2, and traffic stream 3 whose maximum service intervals are 20 ms, 30 ms
and 50 ms, respectively. Then, the HC will choose the 20 ms as its working service interval.
By the way, the HC will start a controlled access phase (CAP) duration after each working

service interval.

_ 20 ms L 20 ms Ll 20 ms L 20 ms p
| ST 30 ms | wal 30 ms =1 | 30ms
"~ 50 ms | i i 50 ms
I
s Service Interval | Service Interval | Service Interval | Service Interval
TXOP | TXOP | TXOP TXOP | TXOP | TXOP TXOP | TXOP | TXOP TXOP [ TX0P | TXOP
B B
1 2 3 1 2 3 1 2 3 1 2 3
EDCA EDCA EDCA EDCA
CAP e CAP o CAP
_ CFP L CP ol
_ Beacon interval o
TXOP | oy i R ;o ;
H Beacon | 7 | TXOP assigned for Tsi  |TX0P| Wasted TXOP

Figure 3.2: IEEE 802.11e reference RR polling scheme.

Figure 3.2 shows an example using the IEEE 802.11e reference round-robin polling
scheme. In this case, there are three traffic streams which need to be polled for transmission
based on HCCA function. The traffic stream 1 requests a maximum polling interval of 20 ms
that equals to the duration its codec generates the frames. Traffic stream 2 requests a

maximum polling interval of 30 ms and traffic stream 3 requests a maximum polling interval
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of 50 ms. The beacon interval in this example is 80ms. The HC will choose 20 ms as the
working service interval to start contention-free periods (CFPs) or CAPs. After the beacon
duration, HC will start the CFP and poll the QSTAs one by one. After all the QSTAs have
been polled, it will enter EDCA period till its end. It might be an issue of this mechanism: In
2" and 3" service period, the polls QSTA 3 do not make sense; also in 2™ service period, the
poll for QSTA2 will be useless. These unnecessary polls will cause extra polling overheads
and decrease the utilization of channel. Moreover, the polling order of reference scheduler is
fixed, so it may cause a high delay jitter.

These two problems are resolved in our proposed Highly Efficient Polling (HEP) scheme.
Figure 3.3 shows the HEP polling scheme. In this figure, we assume the schedule SI is same
as the reference scheduler. When CAP starts, the HC needs to query the polling list for
selecting next polling target with earliest-due-time-first strategy. We take round 1 as an
example, the estimated polling time of stream-1 and stream-2 matched the polling condition,
but the estimated polling interval of stream-3_1s not in the round 1. According to our proposed
polling scheme, the HC would not ‘poll_the stream-3 because it considers this poll as
unnecessary polling. Next, the HC would poll the stream-2 because the estimated polling time
of stream-2 is earlier than stream-1. In this example, we can notice the problems of polling

overhead and delay-jitter could be improved by our scheme.

29



Interval of T5-1 |

——————————————————————————————————————————————

-._[_- -._|_-
=i .—l-.. .—[-.. .—l-..

Interval of TS-2 |

Iriterval of T5-3

Service Interval | Service Interval | Service Interval | Service Interval
TXOP | TXOP | TXOP TXOP | TXOP TXOP TXOP | TXOP [ TXOP
B 1 2 3 z 1 2 1 2 3 B
EDCA EDCA EDCA EDCA
_ CAP _ CAP| _ CAP _
_ CFP _ Cp "
3 Beacon interval

H Beacon | O"| TXOP assigned for Tsi  |[txor| Wasted TXOP

Figure 3.3: The HEP polling scheme.

3.3.2 Dynamic adjustment of estimated bolling time

For reducing the latency of polling, we need to pre:cisely estimate the time that media
codec generates a frame. If we use the traffic stream registered time as the start time of the
traffic stream, it may cause a large difference between the estimated polling time and actual
queueing time (see Figure 3.4). For solving this problem, we propose an optional mechanism,

which could be implemented on both QAP and QSTAs.

Estimated gueueing time -

Actual gqueueing time |*ll - =g e - FLI =
‘ . . ' = timne

offset

Figure 3.4: An issue of start time of estimated polling.

In IEEE 802.11e standard, it adds a so-called “QoS control field” for the transmission of

QoS related information. In our scheme, we would make use of the reserved parts in QoS
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control field for transmitting information HEP needs.

On the one hand, the QSTA needs to do an expansion in FIFO queue. When codec sends
a data to FIFO queue for transmission, it needs to record the time of data arrival, which can be
considered as equivalent to the data generation time. After the QSTA got the CF-Poll frame
from HC, the MAC layer handler of QSTA encapsulates the value of queueing time into the
QoS control field of the sending frame. The queueing time is equal to dequeue time minus

enqueue time. The modified procedure of a QSTA is shown in Figure 3.5.

FIFO queue
Data generated [en-queue de-queue| Encapsulate the
e e ot e, P —=  Send to QAP
by Application data as a frame
1. record the time of 2. encapsulate the queueing time to the
queneing (oS control field in the frame

Figure 3.5: The-frame generating procedure of QSTA.

On the other hand, QAP should have capability to handle the expanded QoS control field
of frames from QSTAs. When the QAP receives the data frame from the QSTAs, it fetches the
time information from frame and updates the estimated polling time to its Polling List.

Through this mechanism, HC could more precisely estimates the appropriate polling
time of traffic stream. Moreover, HC can dynamically adjust the estimated polling time after
receiving a frame from QSTAs. For this reason, the difference between actual en-queue time

and estimated en-queue time can be shortened, and the delay latency can be reduced.

3.4 Silence Detection Handling

In the previous chapter, we know that more and more VoIP applications support silence
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suppression technique to reduce bandwidth consumption. We consider the alternation of
talk-spurt and silence of voice traffic streams, and the HC only tries to poll those QSTAs in
the talk-spurt state. There are two key points to be considered in using silence suppression
technique. The first one is how to determine the state of QSTA; the other one is to detect the
time that a silent traffic stream comes back to talk state.

Generally speaking, it is not easy for HC to know the exact starting time and end of
talking time. For this reason, the reference scheduler ignores the characteristics of voice, it
still polls those voice traffic streams even in the silence state. This kind of scheduler might be
simple to implement but it causes the waste of bandwidth. Polling those silent traffic streams
might cause two problems: low channel utilization and large access delay. The former
problem occurs due to the polling overhead when HC sends an unnecessary poll and the silent
station replies with a QoS-Null frame; the latter problem is that talk-spurt traffic streams
might be delayed for the unnecessary polls of silent traffic streams.

For reducing the waste of bandwidth, we propose a simple mechanism to determine
whether traffic stream is in talk-spurt state or silence state. Then, the estimated polling
interval will be different due to the difference of traffic stream states. Our method is based on
the replies of CF-Poll frames. During CAP period, the HC sends CF-Poll frames to traffic
streams. If the polled traffic stream replied with QoS data frames, the HC will consider this
traffic stream as in talk-spurt state. On the other hand, if the polled traffic stream replies with
QoS-Null frames for a consecutive number of times, the HC will consider the traffic stream as
in silence state. The detection scheme is shown in Figure 3.6. Further, we think that it will be
another issue in choosing a specific number for probing. If we set the probe number to a small
value, the traffic streams have more chances be detected as in silence state, then the channel
utilization may be greatly improved. However, the HC also have higher probability to do a
wrong decision in this case. As a result of wrong decision, the talking traffic streams can’t get

the QoS-Poll frames from HC, so they can’t send the data buffed in queues, and the access
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delay will be increased. On the other hand, if we set it to a large value, HC may have more
chance to do a correct decision, but the bandwidth utilization of this scheme may also be
degraded as round-robin polling scheme. Hence, we think that it is a trade-off in choosing this
number, so we reserve this number as a configured setting for administration. The default

value of this number is two.

Reev. Recvy. Recy. Reev.
N B i=Null CoS-Null

Recy,
05-Null

Recv’
Data frame

Eecy,
[Data frame

Notice: The value of n is configurable.

Figure 3.6: Proposed talk-spurt and silence detection method.

With the method of talk-spurt.and silence detection, the HC can determine the status of
traffic streams. Then, the HC sets differe_nt polling intervals for the traffic streams in different
states. If a traffic stream is in the talk-spurt state (no matter the Null-count is zero, one, two
and so on), the polling interval is set the same as its original requested polling interval. When
a traffic stream is detected as in silence state, the polling interval will be increased but no
more than 300 ms, this is because if the delay time is higher than 300 ms, it is intolerable in
the voice communication quality to users. The value is configurable in our proposed scheme,
and the default setting is 100ms. Figure 3.7 shows the effect in using proposed silence

handler.

l Silence detected

Original Crriginal

poll interval Configurable delay polling time interval poll interval

HC
Save unnecessary polls

|-

time

TS Null Null Null Data Data Data Data

Figure 3.7: The effect in using proposed silence handler.
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Through assigning a large polling interval for silent traffic streams, we can reduce the
polling overhead when the silent traffic streams has been lasting a long period. However, the
setting of delay time might become an important subject in our scheme. If the delay time is set
to a small value, it can do little even no improvement in channel utilization. If it is set to a
larger value, such as 300ms, we may encounter a problem of large access delay. This problem
is occurred when the HC determines that the traffic stream changes to silence state and sets
the delay time to a large value. Unfortunately, this “silent” traffic stream generates new data
frames after a short time. In the worse case, the traffic stream needs to wait for a much larger
period to get the QoS-Poll from HC. The access delay will become very large in this case.

For solving the above issue, we proposed a “fast-recover” method in our scheme. This
method is based on that the silence traffic stream can transmit frames in the EDCA mode.
Similar to section 3.3.2, the HC can discover that the “silent” traffic stream is back to
talk-spurt state through the QoS control'information in the frame. HC can use the TSID and
source MAC address in the MAC header of a_frame to identify a traffic stream. Even the
traffic streams may spend an unexpected time to conteﬁd for the medium because of EDCA
function, but this wasted time is still smaller than the delay time setting. Through this
“fast-recover” method, the traffic streams in silence state have another way for coming back
to talk-spurt state. Figure 3.7 shows the effect in using proposed silence handler with

fast-recover method.

N Silence detected l'alk detected Sl Original
Original poll interval poll interval

e poll interval -I—h}-l—h-{-l—h-i
- 1 RN e SR
(fast recover) = |.4. >
Original Original
poll interval " Configurable delay polling time interval |‘PU" interval
HC > - e
1 Save unnecessary polls | Access delay >
"~ time
TS Null ‘ Null Null Data Data Data Data

Figure 3.8: The effect in using proposed silence handler with fast-recover method.
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Moreover, we propose an other silence/talk detection method in our scheme. This
method is based on behavior of speech — in most conversations, uplink and downlink are
unlikely both talking. According to this method, HC needs to check the download queue
before sending a frame. If the download queue for the polled stream is not empty, HC will
send a QoS Data + CF-Poll frame to the QSTA and wait replies from the polled QSTA. If
polled QSTA replies with a Data + ACK frame, HC will view the traffic stream as in talking
state; otherwise, if HC just received an ACK frame from polled QSTA, it will consider the
traffic stream as in silent state. When download streams of this silent traffic stream is paused,
HC will consider this traffic stream as back to talk state.

Finally, we do a modification in admission control unit for voice streams. Usually, the
voice streams are bi-directional, so the calculation of number of MSDUs that arrived during
the SI in sample scheduler may be not suitable. For.this reason, we double the number of

MSDU s for voice streams in original formula.
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Chapter 4
Simulation and Numerical Results

4.1 Simulation Model

In the simulation, we use the NS-2 simulator (version 2.29) [26] with 802.11e supported
[27] as platform. The simulation environment is composed of a QAP and variable number of

QSTAs (see Figure 4.1).

v S

5T A L T A
,-j QA

& 1 L~
OsA * OsTA
ONTA

Figure 4.1: The simulation topology.

N

The physical and MAC layer parameters are shown in the Table 4.1. The length of a
beacon interval is set to 1 second. We use three kind of codec for VoIP: 72 bytes payload with
20ms packet interval, 72 bytes payload with 30ms packet interval, and 72 bytes payload with
50ms packet interval. We use three types of frequency to simulate Video traffic: 10 frame per
second (fps), 15 fps, and 30fps. The payload length of each video stream is set to 1000 bytes.
Each station generates variable-bit-rate (VBR) traffic according to the two-state talk-silence
speech model [18], so we set the talk-spurts period to 7.24 sec and set the silence period with
5.69 second. All video are set as VBR. For best effort test, we use FTP transmissions with

1000 bytes payload length.
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Table 4.1: Simulation parameters.

Parameters Value
Video transmission frequency 10fps/15fps/30fps
Voice coding rate in bps 28.8 K/19.2 K/11.52 K
Transmission rate in bits/sec 54 M
Basic rate in bits/sec 6 M
SIFS 16us
PIFS 25us
DIFS 34 s
CWmin 31
CWmax 1023

In our simulation, we compared our scheme with round robin polling scheme in the

802.11e reference scheduler.

4.2 Numerical Results

We compared our proposed scheme with round-robin polling based scheduler in access
delay, total throughput, and delay jitter for various numbers of stations. The simulation results

are presented in the following sections.

4.2.1 Throughput

From Figure 4.2, we can see the decrement of average total throughput as the number of
QSTAs increases. The figure shows that the Highly Efficient Polling scheme performs much
better than the round-robin polling scheme in total throughput. HEP scheme starts at 19610
K-Bytes and RRP scheme from 18559 K-Bytes when the numbers of CBR and VBR streams
are both three, and there are 16 FTP streams. When the number of QoS stations increases, the

gap is getting larger between these two polling schemes.
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Figure 4.2: The relationship of total throughput and network load.

Table 4.2 shows the average throughput of FTP, VBR and CBR traffic streams in using
round robin polling scheme and our proposed péiling scheme. In this table, we can find that
the throughput in VBR and CBR traffic streams are the same. Hence, we can say that both our
proposed polling scheme and RR -pollir}g scheme guararlltee the transmissions for real-time
streams. In Table 4.2, we can also notice that under thé same number of traffic streams, our
proposed polling scheme has better performance than RR polling scheme in total throughput.
From Figure 4.1 with Table 4.2, as the number of traffic streams increases, our proposed
polling scheme has more chance to accomplish FTP (best effort) data transmission than RR

polling scheme.
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Table 4.2: Average throughput between two polling schemes

Number of Average Throughput (K-Bytes/sec)

TSs

HEP FTP | RR FTP | HEP VBR | RR VBR | HEP CBR | RR CBR

6 1039.36 980.95 2.00 2.00 48.56 48.56

12 921.38 806.92 5.58 5.58 96.78 96.83

18 807.16 639.25 8.14 8.14 145.22 145.28

24 685.36 462.57 12.82 12.81 192.67 192.67

30 576.68 307.44 15.56 15.56 240.22 240.22

36 469.04 165.53 18.40 18.40 288.56 288.67

Figure 4.3 shows the throughput of best effort traffic against network sizes. It shows a

significantly increased gap between HEP with and without silence detection function in one

side and RR polling scheme on the other side. The higher throughput in both two HEP

schemes is primarily due to the reduction-of poiling overheads. With silence detection

function, the more silence QSTA been detected, the more polling overhead will be reduced.

total throughput (M bytes)

Throughput (Best effort)
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0
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Figure 4.3: Throughput against network size of RR, and two types of HEP schedulers.
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4.2.2 Access Delay

Figure 4.3 shows the average access delay against different network size for CBR /VBR
traffic streams and HE/RR polling schemes. By this figure, the HEP scheme features lower
access delay comparing with RR polling scheme due to the reduction of polling overhead. In
RR polling scheme, the access delay would be increased with the increase of network size;
however, in HEP scheme, and with the increase of network size, the access delay would be
decreased. This is because that the more QSTAs need to poll, the CAP duration will be larger,

and QSTAs will have more chance to be polled in current CAP.
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Figure 4.4: Average access delay of time sensitive traffic against number of QSTA

4.2.3 Delay jitter
In our analysis, the jitter is calculated by using the following equation [29]:
(receive _time(j)—send _time( j))—(receive _time(i)—send _time(i))

i
, where j > i (5)

jitter =
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Figure 4.5 and Figure 4.6 show the delay jitter of one real-time traffic stream in RR
polling scheme and our proposed scheme, respectively. They are measured in the network
condition with 18 CBR, 18 VBR, and 46 FTP traffic streams. In these two figures, we can see
the delay jitter in RR polling scheme (standard deviation S is 10.30) is larger than that in our
proposed scheme (standard deviation S is 6.92). In some condition, RRP scheme is even

higher than 30 ms (see Figure 4.5).
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Figure 4.5: Delay jitter between packets in RR polling scheme.
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Figure 4.6: Delay jitter between packets in our proposed scheme.
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Chapter 5
Conclusion and Future Work

5.1 Conclusion

In the thesis, we proposed a new polling scheme, called Highly Efficient Polling (HEP)
for improving the performance of real-time multimedia traffic over WLAN.

There are several features in our proposed scheme: First, this polling scheme is based on
the interval in the estimated polling time of each traffic stream, for the reason, our strategy is
to poll the station with earliest-due-time-first instead of round-robin polling of reference
scheduler. It can reduce the waste of bandwidth when.the polled stations have no data frame
to send. Second, in order to precisely detect the actual en-queue time for traffic streams, our
scheme uses the QoS control field defined in IEEE 802.11e standard to carry the data arrival
information. In this mechanism, QSTAs should encapsulate the actual queueing time to the
QoS control field of data frame, HC could use these collected information to adjust the
estimated polling time in its Polling List. Third, the proposed scheme could dynamically
adjust the service interval of voice transmission according to the characteristics of voice flow.
This silence detection function detects the silence streams by counting the QoS-Null frames.
When it determines that a traffic stream is in silence state, it will switch to a longer polling
interval as estimated polling time for reducing the overhead of polls.

One of the main features in our scheme is the low complexity of implementation. Due to
limited number of client stations, we use the liner search to find the next target to be polled,
so that the implementation complexity is greatly reduced.

We use NS-2 (ns-allinone-2.29) with ns2 IEEE 802.11 support which contains 802.11e
EDCA and HCCA modules to evaluate our highly efficiently polling scheme and round-robin
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polling scheme. HEP has shown much better performance than the results using round-robin

polling scheme, in term of throughput, access delay and jitter variation.

5.2 Future Work

In the future, we will try to do more comparisons with other polling schemes, as well as
do some tests for verifying the decisions of our silence detection mechanism to reduce the

polling overhead due to null responses.
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