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Abstract (in English)

A procedure is People who travelto a place may not know well about the information of the
sites. Fortunately, people may have a petsonal.device such as a mobile phone which has a
digital camera and broadband wireless; aceesses, and the device can serve as a convenient
equipment to access the information of geographic locations when people visit the place. This
paper presents a system, called the GLOBE (GLobe On moBIlE), consisting of a mobile, a
client and a server. The GLOBE mobile is a mobile phone equipped with GPS, height,
direction, angle sensors which are used to estimate the three-dimensional (3D) geographic
location on the earth of the objects in the photo. The GLOBE client and server can manage
these photos with 3D location information, annotate the objects on the photo, associate the
information and travel notes with the photos, and share their photos with people on the

Internet. Therefore, people just use the GLOBE mobile to take a picture on the object that

- 1ii -



they feel interested during a trip, and can immediately obtain the information of the object by

searching on the GLOBE server. The proposed system helps people to learn information

behind sites and objects they visited, and helps users to manage and share the information

during a trip.
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Chapter 1. Introduction

“Traveling thousands of miles is better than reading thousands of books,”” Chinese Proverb

When people travel to a place, they may not know very well about the facts, information,
historical background, or knowledge of natural, geographic and historical sites they visited.
They have to either carry heavy travel guides with them during a trip, or spend lots of efforts
in studying books and surfing on the Internet in order to learn the information and knowledge
of the sites before or after the visit. Fortunately, people have a personal device such as a
mobile phone or a PDA (Personal  Digital ‘Assistant) which has a digital camera and
broadband wireless accesses [9],-and these devices can serve as very convenient equipment to
access the information and knowledge of geographic locations on the earth at anytime when

people visit the place [1][6].

In order to facilitate people to use mobile phones to gather information and knowledge of
geographic locations they visited conveniently, some projects have utilized mobiles phones
with camera functions and image recognition technologies to detect the object while people
take a picture on it. For example, when people visit the Eiffel Tower in Paris and want to
learn more about it, people can just use mobile phones to take a picture on the Eiffel Tower.
The image recognition program on the mobile detects the object, retrieves the information

from the database on the Internet, and then displays the information of the Eiffel Tower to the



users. However, to 100% detect all objects correctly and to be able to detect all objects on the

earth are very challenging. Instead of using image recognition technologies [1][8][12], some

other projects propose to use the geographic location of a mobile which is equipped with a

GPS (Global Positioning System) sensor as a key to query the information and knowledge of

the sites where people locate or neighbor [1]. Unfortunately, the location of the mobile might

not be able to accurately represent the location of the object in a photo which people take and

feel interested. People may not be able to receive the information about the object they really

need. For example, people who visit a park may see lots of mountains around them and want

to know more about a specific mountain. When people use mobile phones to take a picture on

the mountain, the GPS location 6f the mobile phone might not be able to locate the mountain

that people feel interested.

In this paper, we propose a system, called the GLOBE (GLobe On moBIilE) system,

consisting of an embedded mobile device, called the GLOBE mobile, and a server on the

Internet, called the GLOBE server. The GLOBE mobile is basically a mobile phone or a PDA

with the extensions which are newly proposed and developed in this paper. People can use the

GLOBE mobile to take a picture on any object on the earth, and the GLOBE mobile equipped

with a number of low-cost sensors will report the GPS, height, direction, angle of the mobile

and rough distance between the mobile and the object in the photo [2]. These parameters can

be used to estimate the three-dimensional (3D) geographic location on the earth of the object



in the photo. Besides the GLOBE mobile, we further develop the GLOBE server which helps

users to manage their photos with 3D geographic locations, annotate the object on the photo,

associate the information, travel notes, knowledge or web sites such as WiKi with the photos,

and share their photos with friends or people on the Internet [3][4][5][7][10]. Therefore, we

can construct a virtual terrestrial globe on the Internet which has tens of thousands of photos

with the annotated information and knowledge contributed by huge number of Internet users.

Then, people just use the GLOBE mobile to take a picture on the object they see and feel

interested during a trip, and can immediately obtain the information and knowledge of the

object by searching on the GLOBE!server using the 3D geographic location of the object in

the photo [11][13]. The proposéd'system helps pcople to learn information and knowledge

behind the natural, geographic and historical sites-or objects whenever and wherever they

visited. Also, the proposed system helps users to manage and share the information and

knowledge of the sites they have visited and learned during a trip.

The rest of the paper is organized as follows. In Section 2, we introduce the system

architecture and components of the GLOBE system. Section 3 presents the design details of

the proposed GLOBE system. Section 4 discusses the preliminary experimental

implementation and demonstrations. Finally, conclusions are made in Section 5.



Chapter 2. System Architecture and Components

2.1. Use case scenarios

People who use the proposed GLOBE system may have two possible usage scenarios. When
people travel to a place, see any natural objects such as a mountain, river, star etc or
geographic and historical sites such as a building, architecture etc. People can use the GLOBE
mobile to take a picture on the object they feel interested. The GLOBE mobile which is
equipped with GPS, height, direction and angle sensors can estimate the 3D geographic
location of the object in the photo. The GLOBE mobile then uses the 3D geographic location
of the object to search the terrestrial globe database on the GLOBE server through broadband
wireless networks. The GLOBE serverireplies the quiery with a number of photos which are
sorted by geographic locations between the query object and photos or accessing ranks of
these photos. Users can see a number of similar photos immediately and can click any photo
with the object they feel interested. Users can thus learn more information and knowledge
related to the objects in the photos which are annotated by the original photo owners through

the GLOBE mobile.

The other usage scenario of the GLOBE system is that people can share their photos,
information, knowledge, comments etc. with their friends or other Internet users. Moreover,

users who login the GLOBE server can annotate the photos they took, write travel notes and



comments about the trip or sites they visited. Most importantly, the GLOBE server can
automatically notify the user with more related photos in the terrestrial globe database when
they browse their own photos. For example, users can search other photos with the same
object they are interested but are taken by other users in different locations, from a different
angle, at different years, times, dates or seasons. The more photos and information people
shared or higher frequencies of the photos that other Internet users accesses will be rewarded
by access speeds, access rights etc. Figure 1 illustrates the two usage scenarios of the

proposed GLOBE system.

2.2. Architecture and components

We first describe the overall system. architecture of 'the system. Figure 2 shows the overall
system architecture of the GLOBE system and components. A GLOBE mobile is modified
from a commercial PDA. Sensors can be connected to the GLOBE mobile via 12C, UART, or
Bluetooth. Currently, we use commercial GPS, 3-Axis accelerometer, and compass modules
which offer Bluetooth connectivity to the PDA. The GLOBE client is based on eBox-2300
with a LCD. The GLOBE client is for users to manage, share their photos, annotates objects
in the photos, searches and retrieves the photos and objects in 3D virtual terrestrial globe. The
GLOBE server is a PC with a database and web services functions running Microsoft IIS 6.0

and SQL Server 2005. For outdoor usages, GLOBE mobiles access the GLOBE server via



wireless networks. We currently use the 3G cellular network to access the GLOBE server. For

indoor usages, the GLOBE mobile connects to the GLOBE client and then accesses the

GLOBE server via broadband wired-line network.

Connect GLOBE

rmobile to GLOBE
%# ------ -R* ----- I client and upload
photos
o Take a picture on the object

Annotate and
share the hoTos

TET/AUOLGY

GlOIlE

mol:_:‘ile /&

Query related
Photo preview objects inthe

Info space
::: 9 Estimare the 30
<Y 1, J‘

search resulls EigTZDOCe 2 GLOBE server Related photos  More info
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Description ...
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Figure 1. Usage scenarios of the-proposed GLOBE system
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Figure 2. Overall system architecture of the GLOBE system and components



Chapter 3. System Design

3.1. GLOBE mobhile

The design and implementation of the GLOBE mobile is first presented. Figure 3 shows the
hardware and software architecture of the GLOBE mobile. While a user takes a picture,
sensor data are collected. They are the location of the GLOBE mobile based on GPS sensor,
the height above sea level of the GLOBE mobile based on GPS sensor, the direction and angle
of the GLOBE mobile based on the 3-Axis accelerometer, and compass sensor. Besides the
angle, height and location of the GLOBE-mobile are estimated, and the parameters for the
camera lens are also needed. The information for camera lens can be pre-configured based on
the parameters of the camera lens or dynamically ‘obtained by querying the camera module.
The information are used to estimate the view angle of the photo, the rough 3D field space
that a user took in a photo. Since the most of the camera cannot provide accurate focus
distance, we do not use the distance between objects and camera in the current
implementation. Only the view angle of the photo is used for estimating the field space of a
photo. After the information of a photo is collected, these information are sent to the GLOBE
server to compute the 3D field space of the photo, query the objects in the photos and other
related photos. Figure 4 shows the message sequence chart between the GLOBE mobile and

the GLOBE server. These procedures are to query possible objects in the photos, other related



photos, and information about the objects. After the GLOBE mobile receives the responses, it

draws the rectangles of the objects directly on the photo. Users can select the object they feel

interested and retrieve the information about the object or other related photos. Users can

learn more about the objects or sites they see and visit. The GLOBE mobile also combine

with Microsoft Virtual Earth Mobile so that the user can also see the direction and estimated

view field for this photo. If the GLOBE mobile does not have wireless connectivity, it also

records the parameters of the sensors and camera lens for all photos. The users can search and

retrieve the information and knowledge of the sites they visited while they come back home.

We are now implementing pre-fetch doewnload flinctions. The function supports users to plan

their trip on GLOBE client, can“pre-fetch all felated information and objects before the trip.

Then, even users do not have wirgless accesses during a trip, they can also perform query on

the local cache to learn the information about the objects they see.

GLOBE Mobile Software
RlisliE Socket APT || Serial port API || DirectShow API
Mobile
.NET CF 2.0
Microsoft Mobile 5.0
SW
. Mobile HW ¢l ey Sl Camera module
Interface Compass Sensors

Figure 3. Hardware and software architecture of the GLOBE mobile
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Figure 4. Message sequence charts between GLOBE mobile ~ client and server

The GLOBE system calculates the 3D éeograﬁhic location of the object through the numeric

values of longitude, latitude, angle, height, 'di_re'c‘tion‘ and distance, whose attributes will affect

the accuracy of calculation (See Figure 5).

GLOBE mobile Estimate its 3D
ST T T TTA geographic location
r- ' L)
| i
I e - Lz
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Figure 5. The function of calculation



The calculation of numeric value on angle: the accelerator obtains the angle by

transforming the numeric value of the amplitude of vibration caused by three leaf springs

on the axis of X,Y, and Z into angle-transformation formula. In real situation, when the

three leaf springs on the axis of X,Y, and Z vibrate to a limited level, lower sensitivity ,

wider range of angle vibration, and increased errors will come to existence. For example,

when the range of angle vibration is between 80 and 90 or 0 and 10, the errors will

increase. Some adjustments need to be made to improve the accuracy. For software

design, besides, in order to provide a more reliable and accurate system, the system

software can do evaluation and modificationisby following the specification of the Figure

6, use resolution and sensitivity as the standard of data transmission and access, employ

the switch-able g- range as the standard of detérmining the modified data, and provide

wake-up timing to receive valid data.

Features
Switchable g-Range +-2g, +/-10g
Resolution 4mg @ 50Hz bandwidth
(digital 10bit)
Accuracy (inclination) 0.3°

Sensitivity (high-g,low-g)

51LSB/g, 256LSB/g

Cross Axis Sensitivity

0.2%

Power consumption

500 PA/GDOUA @ 2.5Vynp

SuA stand-by
Wake-up time 55ms
Operating Temperature -A0°C ... +85°C

Package

MLF (5x6x1.45mme)

Programmable Interrupt

Zero-g detection
(free-fall detection)

Interface

SPI

Mechanical shock

10,0009 @ 50us

--"'lT:p sida

Figure 6. The specification of accelerator

-10 -




The calculation of numeric value on height: the numeric value of height is the numeric

value of height that the GPS receiver gets. Due to the quantity of detected satellite, the

numeric value of height that the GPS receiver gets is often erroneous. In other words,

when the number of detected satellite increases, the numeric value of height is much

more accurate; as the number of detected satellite decreases, the numeric value of height

i1s much less accurate. Therefore, the system employs the barometer as an auxiliary tool.

When the detected satellite is numerous, we can transfer the measured height into

barometric pressure and then obtain more accurate height by using the figure of altitude

v.s. barometric pressure. This accurate height can also verify the number of detected

satellite and the status of barometric pressure and altitude. The following Figure 7 offers

the transformation between barometric pressure.and altitude.

L e — Altitude in standard |-
GO0 A==mremmrermr et e smms vmmmna atmsphere

Altitude above sea level [m]
KN
=
2
=
l

£ £ £ £ £ £

Barometric pressure [hPa]

Figure 7. Altitude above Sea Level vs. Barometric Pressure
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The calculation of numeric values on latitude and longitude value: the GPS receiver’s
errors are caused by timing errors of the satellite and receiver, accuracy of the satellite’s
location, geometric distribution of the satellite, delayed errors of satellite signal passing
aerosphere, and multi-layer effect of reflective wave. Therefore, in order to improve the
accuracy of latitude and longitude, choosing a good receiver and better design technique
on GPS such as AGPS is the first step (see Table 1). Furthermore, by using the number of
the detected satellite as a standard of determining the latitude and longitude, the accuracy

of data will increase.

Table 1. GPS ei‘roré b’ondition

Usage Environment Outdoors outskirts In-vehicle Outdoors urban area Indoors
Sensitivity ( dbm ) -130 -135 -140~-145 -145~-155

GPS A-GPS GPS A-GPS GPS A-GPS GPS A-GPS
FFTT ( sec ) 45 4 45 5 X 10 X 20
Error ( m ) <10 <10 <20 <15 X <25 X <30

-12 -



The calculation of numeric values on compass: declination is the difference between

magnetic North and true North. Inclination or dip angle is downward angle from

horizontal of the local field 90° at the magnetic poles and 0° at the magnetic equator.

Horizontal intensity defines the horizontal component of the total field intensity

(combined X-Y fields). Vertical intensity defines the vertical component of the total field

intensity (Z field). Magnitude and direction is the same everywhere. They free from

interference Hard and Soft [ron effects. Turn the two orthogonal sensors in a circle while

held in a single plane (Usually horizontal). Plot the X and Y sensor outputs on a plane.

The result is a circle for X and ¥-'describing Cos and Sin of the Azimuth or heading angle

(see Figure 8 (a) for Calibration Plot in Undistorted Field), respectively. The heading is

ArcTan(X/Y). A magnetic dipole source on the.compass platform adds a constant vector

to the Earth’s field relative to X and Y sensors. Calibration circle is pulled off center (see

Figure 8 (b) for Hard Iron Distortion). It is caused by permanent magnets, DC currents

and batteries. We need to compensate by subtracting the X and Y offsets from the sensor

readings. Besides, permeable objects on the compass platform attract and distort the local

field effect changes and orientation (see Figure 8 (c¢) for Soft Iron Distortion). They will

change calibration circle to an ellipse. It is caused by Nickel, Iron, other magnetic

materials, SMT component plating, lead frames and RF shielding materials. We also

need to compensate with X and Y scaling as well as rotation angle.

-13-



(@) (b)

Figure 8. (a) Calibration Plot in Undistorted Field (b) Hard Iron Distortion (c) Soft Iron

Distortion

Both hard and soft iron corrections usually are needed, especially true in watches and

mobile phones due to battery and shielding proximity etc.

- 14 -



3.2. GLOBE client

The hardware and software architecture of the GLOBE client is shown in Figure 9. The

GLOBE client implements below functions.

B GLOBE mobile detection and upload: while the GLOBE mobile attaches to the GLOBE

client via a USB interface, the GLOBE client automatically enters the GLOBE system

and synchronizes and uploads the trips and photos in the GLOBE mobile.

B Photos and objects annotation: the GLOBE client provides a tool for users to annotate

the objects in the photos, add URL links to a photo or an object. The tools helps users to

create objects in the photos-and describes related-information of the photos or objects or

create reference links such as web sites or Microsoft Encarta link to the photos or

objects.

B Photo and object search: the GLOBE client can communicate with the GLOBE server

and search the related object and photos which users might feel interested or related to

the photo the user took. The search at the GLOBE server is in 3D. The search results are

based on hit ratios of an object and a photo and geographical relationship between the

objects and photos.

-15-



GLOBE server communications: It is the module for a GLOBE client to communicate

with the GLOBE server using web services and SQL queries.

Trip management: The function allows users to browse the path they traveled during a

trip. Also it shows the locations, view fields of all photos that the users took during a trip.

Photos management: The function allows users to move, upload, share and delete the

photos.

Extended search: The function is currently under development. It provides users to

search a location from different view point, different view angle, and different time,

season and ages.

Interactive mode: The function is currently under development. It provides users to

interactive with other GLOBE mobile and client users to exchange ideas and comments.

GLOBE Client Software
Trip Photos I drde vade Extended search
management management (by angle, date)
Photo and object Photos and GLOBE mobile GLOBE server
Search objects annotation || detect and upload || communications
.NET CF 2.0
Embedded Windows CE 6.0
SwW
HW Touch screen GLOBE mobile Network
eBox HW l panel | socket Interface

Figure 9. Hardware and software architecture of the GLOBE client
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3.3. GLOBE server

The GLOBE server mainly maintains the photos, objects, information, and tags, and it also
provides database search functions. While the GLOBE server receives the object query
requests, it first calculates the 3D view space of a photo based on the camera and sensors
parameters reported by the GLOBE client or mobile. Figure 10 shows the 3D field space of a
photo. The GPS location of the GLOBE mobile can be used to determine its X, Y, Z positions
which refer to world coordinates. The 3-Axis accelerometer and compass sensor can be used
to decide the direction and angle that the camera directs. Then, the parameters of the camera
lens can be used to identify the yiew angle. We use below equations to determine the view
angle of a camera. The geometric representation of the angle-of-view formula is shown in
Figure 11. For a lens projecting a rectilinearimage, the view angle (o) can be calculated from

the dimension (d), and effective focal length (f). The view angle is:
d
o =2arctan—-
2f

The effective focal length can simply to set equal to the stated focal length of the lens (F), the

magnification factor (m) must be taken into account:

f=Fx0+m)

-17-



If the chosen dimension is to be the diagonal, then it can be calculated from the horizontal and

vertical dimensions of the format through the use of the Pythagorean Theorem:

3D field space of a photo
Objects in a photo

'/’ L
=
N‘f

View Angle

i
GLOBE mobile

h 4

Figure 10. 3D field space:of a photo
d

A~

7
] j‘l’ L
.
/ ST
! ,/ -
7 ,/}
B

Camera
Figure 11. Geometric representation of the angle-of-view formula
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In order to perform search, the GLOBE server has to convert the coordinates of the photos to

the generic world coordinates. Therefore the 3D search can be done in a common coordinates.

We apply vector space operations to convert the coordinates. In order to speed up the search,

the photos are associated with a number of indexes which have hierarchies. We divided the

earth into different view spaces and in different level of hierarchies. A search request will first

check the view spaces that a photo covers and then the search is only applies to these objects

in the same view spaces. That index and hierarchies search design can speed up the search.

This is especially important if the server store tons of photos and objects. To determine if the

object is in the 3D field space of a photo, the below. equation is used.

cosf =

Where  is the view angle of the camera, A and B are the vectors of the photo and object.

After the objects are detected, the GLOBE server translates the 3D space to 2D space since

the GLOBE server only returns only rectangles of the objects to the GLOBE client/mobile.

Therefore, the GLOBE server performs 3D to 2D translations and obtains all rectangles of the

objects in the view space. Figure 12 shows the objects search and 3D to 2D translations. To

avoid showing too many objects in a photo, a threshold is defined in filter small objects in a

photo. Also, frequent access objects are returned to users first. Users may annotate the objects

they found by using the tool on the GLOBE client. If more than two people identify the same
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object, the GLOBE server uses the intersection of the two vector spaces of the object that
users identify as the new object locations. Figure 13 shows the concept. To reduce the design

complexity, the 3D space of an object and a photo is described by a vector and a cubic box.

_______

o Calculate the
objects in the
view space

N 9 Calculate the
v ¥ objectsin the

BT\ 4/

d sy 8

Screen out the objects which
O < af2: objects size is too small in the photos

need to be processed @) Return the most Nfrequent
access objects in this photo

-----

View angle o
LS

e >af2: objects\‘*-x
are out of scope ’

Y

Figure 12. Qbjects search and 3D to 2D translations

User B's photo

User A's photo

3D space of object in database

==

User A specifies the object’

User B specifies the object

Figure 13. Identifying an object by two users and two photos

=20 -



Suppose the embedded camera in the camera coordinate and the value is (0,0,0). We need to
find the vector V for center of the camera lens. Set the horizontal angle & and vertical
angle gc. Figure 14 shows the view vector of the camera space. On the x-y domain, the
V vector is: <tcosé,tsinék,ttandc>. Based on the methods of orbit determination we can
translate the camera coordinate to world coordinate C = (Xc,Yc¢,Zc) according to the value of

the longitude, latitude and height. The parameters of the world coordinate are:

X=(N+h)cospcosk, Y=(N+h)cospsink, and Z=[N(1-¢*)+h]sing. In the above equations,

a

ez=2f-f2, N B ve e
il—e sin” ¢

Where ¢,A, h, f and a are logitude, latitude, height, flattening of the earth (f=0.006694) and

earth equator radius (a=6378.1414 km).respecitively.

Figure 14. View vector of the camera space
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First, we rotate y axle to Z_,; degree so that y axle aligns with the x-y domain. The
2

equation is:

Xy cos(% —@l)cos 6 — sin(% —pl)tan ¢

v, Yy )=t{ sinéc
Zy

sin(% —@l)cos & + cos(% —@l)tan ¢

Then, we rotate z axle to g1 degree so that the x-y-z domains are aligned. We have the

equation as below:

Xz Xy.cos 81 + Yy sin 01
V" =¥z ) =t{ — Xysin 01+ Yycos 61
Zz Zy

Finally, we rotate and move the camera ¢oordinate to.the origin of the coordinates. Figure 15
shows the procedure for translating coordinates. We thus can find the view vector of

estimating object as:

V =t(Xz - Xc'Yz-Yc'Zz - Zc) =t Xv'YV' Zv)
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Figure 15. Procedure of translating coordinate
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Chapter 4. Implementation and Demonstrations

4.1. Implementation

We have prototyped the GLOBE server, GLOBE client and GLOBE mobile. Demonstrations
for using a GLOBE mobile and a GLOBE client to accessing the GLOBE server database are
shown below. The GLOBE mobile also combine with Virtual Earth Mobile so that the user
can also see the direction and estimated view field for this photo. Figure 11 shows snapshots
of the current implementation. Figure 12(a) shows a user use a GLOBE mobile to take a
photo on objects they feel interested. ThexGLLOBE mobile queries the GLOBE server via a 3G
network and obtains the possible objects m the photes. By clicking the object, the user can
learn information related to objects. Figure 12(b)shows the same scenario but the user takes a
photo at the same place but in different direction. That is to verity our 3D search engine is
designed and implemented correctly and can search objects in the 3D virtual terrestrial globe.
Figure 13 shows that the user comes back home attach his GLOBE mobile to the GLOBE
client and starts to annotate his photos or learns more information about the sites the user

visited.

Also, we compare the actual location and estimated location based on sensors’ measurement
results. We estimate the target based on measured parameters for four test cases, i.e. T1, T2,

T3 and T4 through translating view vector of the GLOBE system. Figure 16 shows the
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relationship between the testing sites and the target sites and Table 2 shows the parameters of

the sensors from four testing sites. The estimated results introduce certain errors because

inaccuracy of the sensors. Table 3 shows the errors between actual location and estimated

location. To reduce the error, we can add a pressure sensor to assist the measurement of

heights of the GLOBE mobile which currently only relies on GPS. The estimated location can

become more accurate if more than one sensors are used.

T3E

Figure 16. Relatiohship of the testing sites and the target

Table 2. Parameters of the sensors

Target |T1 T2 T3 T4

Distance |0 100 150 200 250
Longitude | 120.9983E | 120.9991E | 120.8982E | 120.9953E | 120.9979E
Latitude | 24.7866N | 24.7856N | 24.7881N | 24.7866N | 24.7841N

Height | 152.48 1521497 | 147.2691 | 150.4664 | 163.3501
Direction 275 172 100 19
Angle (0,0) (17.9030,0)| (12.6200,0)| (-4.5110,0)

Table 3. Status and errors of the target and estimated location

Target | T1 T T TV
(T)

Longitude (E) | 120.9953E | 120.9950E | 120.9982E | 120.9981E | 120.9990E

Latitude (N) | 24.78600 27857 | 24.7880N | 24.7869N | 24.7856N

Height (M) 1524800 -145.0450 111.9 79.5532 -152.0804

AE U] -0.0003E -0000IE | -0.0002E +0.0007E
(0.00025%) | (0.00008%) | (0L00017 %) | (0.00058%)

AN { -0.0009M +0.0014N | +0.0003N | -0.0010M

(0.0036%) | (0.0056%) | (0.0012%) | (0.0040%)
+207 5250 | +40.5200 | +72.0268 | +304.5664

=

A Height
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Chapter 5. Conclusions

The GLOBE (GLobe On moBIlE) system which consists of GLOBE mobiles, GLOBE clients,
and a GLOBE server was proposed in this paper. People can use the GLOBE mobile to take a
picture on any object on the earth, and the GLOBE mobile equipped with a GPS sensor, a
compass sensor, and a 3-axis accelerometer can estimate the 3D view field of a photo. The
information can be sent to the GLOBE server so that objects with the three-dimensional (3D)
geographic locations in the photo can be identified. Therefore, people just use the GLOBE
mobile to take a picture on the objects they see and feel interested during a trip, and can
immediately obtain the information; and knowledge of the objects by searching on the
GLOBE server using the 3D geographic-locations of the objects in the photo. On the other
hand, when users come back home, they can use GLOBE clients to annotate photos and
objects in 3D virtual terrestrial globe, manage and share trips, photos, and objects with
Internet users, and also learn more about the sites they saw during a trip. With contributions
and shares from all Internet users, we can build a photo-based virtual terrestrial globe with
objects and photos in 3D geographic locations. The proposed system helps people to learn
information and knowledge behind the natural, geographic and historical sites or objects
whenever and wherever they visited immediately and conveniently. Also, the proposed system
helps users to manage and share the information and knowledge of the sites they have visited

and learned during a trip. The GLOBE system realized the old Chinese proverb “Traveling
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thousands of miles is better than reading thousands of books,” by using new technologies.
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