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In this study of single-particle fluorescence intermittency, we investigate some interesting blinking phenomena
of chromophores by Yeow et al. (J. Phys. Chem. A 2006, 110, 1726), showing behavior very different from
the usual quantum dots. Using Monte Carlo simulations we demonstrate that the short-time blinking statistics
are generally nonexponential but could be characterized by an inverse power law with an effective exponent
m far exceeding 2, as observed in some single-chromophores experiments. We show that m for the on-events
decreases with the effective diffusion correlation time which increases with light intensity. This work offers
an explanation to why m could change from 2.8 to 2.0 in their experiments as the light intensity is quadrupled.

1. Introduction

The size-dependent photophysics of quantum dots (QDs) has
generated broad research interest in recent years with many
potential applications.1-3 Furthermore, the development of
single-molecule techniques also speeds up the investigation of
unusual properties of nanoparticles, single organic chro-
mophores, and biomolecules. One of the most intriguing features
in single-molecule or single-particle spectroscopy is fluorescence
intermittency or commonly called blinking. Each single nano-
particle or molecule under continual light illumination displays
a histogram with randomly distributed light and dark periods.
The waiting time distribution for either “on” or “off” events is
often characterized by an inverse power law. Such a phenom-
enon has been under intensive investigation experientially3-9

and theoretically.3,4,10-15 There were numerous physical models
proposed to rationalize such behavior; for example, Bawendi
and his co-workers presented a dynamic model of tunneling
between core and charged states,4 and Kuno et al. suggested
several a few kinetic models of fluorescence intermittency.5

Verberk et al.6 related the exponent to the barrier width.
Recently, one of the authors (J.T.) proposed with Marcus a
diffusion-controlled electron transfer (DCET) mechanism to
account for the power-law blinking phenomenon.14 This model
involves a diffusion-controlled charge transfer process in energy
or configuration space. For normal diffusion, that model leads
to an exponent m at 3/2 for the inverse power law. For
anomalous cases, the exponent could lie between 1 and 2. The
exponent is also predicted to be less than 2 according to the
other model of Verberk et al.6 Although it is true that most of
the observed exponents in single-particle experiments for various
systems are smaller than 2, a few violations do occur. For
example, according to Cichos et al.,7 m ) 2.2 ( 0.1 in Si
nanocrystals, and in the single-chromophore study by Yeow et
al.16 m can vary from 2.8 to 2.0, depending on light intensity.
Although one could argue that, given the uncertainty in m, the
Si case might not be a serious violation of the existing models,
the experimental observation of m ) 2.8 would certainly raise
concern about our general understanding of the underlying
mechanism for blinking phenomena.

According to our more recent DCR (diffusion-controlled
reaction) model15 involving a 2-D potential with both fast and
slow reaction coordinates (q and Q), we have shown that after
the reduction of the fast coordinate one obtains an equivalent
1-D DCR model with the reaction rate at the sink characterized
by a Gaussian dependence on the slow coordinate Q and its
second moment depends on the free energies and the force
constants of the 2-D paraboloidal potentials. The major differ-
ence of this reduced 1-D DCR model from the usual DCET
model is in that the sink at the energy level crossing between
the light and the dark states is no longer a Dirac δ-function but
a Gaussian with a finite spread. In this study, we will elaborate
on this more general DCR model, using Monte-Carlo simula-
tions to demonstrate some interesting features and to compare
model predictions with available experimental data. We shall
show that the exponent of the inverse power law depends on
the details of the diffusion-controlled reaction mechanism, such
as the root-mean-square of the fluctuations of the transition rate
and the diffusion correlation time which could be influenced
by changes in light intensity. This treatment is an extension of
the model of Sumi and Marcus17 which was intended for electron
transfers of an ensemble system, but here we consider single-
particle blinking. As explained earlier,12 in dealing with single-
particle blinking, one should use a decoupled rate equation as
we do here.

2. Reduced 1-D DCR model. According to the 2-D DCR
model15 as illustrated in Figure 1, one consider charge transfer
between the light and dark states involving two paraboloidal
potentials U1(X, Y) ) κxX2/2 + κyY2/2 and U2(X, Y) ) κx(X -
X0)2/2 + κy(Y - Y0)2/2 + ∆G0, with a force constant κx and κy,
respectively. By reduction of the fast reaction coordinate, one
obtains a reduced 1-D diffusion-controlled reaction rate equation
that involves 1-D diffusion and a Gaussian sink term describing
the escape from a light state to a dark state and vice versa. For
the “on”-events one has15
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where the activation energy ∆G1(Q) ) κeff(Q - Qa)2/2 ,
κeff ≡ κyλy/λx and Qa ) (λx + λy + ∆G0)/√2λyκy. The ini-
tialconditionforan“on”-event isF1(Q, 0))exp(- � κeff(Q - Qa)2/
2)/√2π⁄�κeff. For the “off”-events one has
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where the reverse escape rate
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The activation energy for the reverse ET is defined as ∆G2(Q)
) κeff(Q - Qb)2/2 , where Qb ) (- λx + λy + ∆G0)/√2λxky .
Equations 1and 2 indicate that the escape rate fluctuates in time
via a stochastic variable Q because the activation energy fluctuates
in time with a quadratic dependence on Q. The fluctuations in Q
can be characterized by a Gaussian process which can be described
mathematically as a 1-D diffusion equation. Equations 1and 2
essentially describe the population evolution of a single-particle
system with a fluctuating escape rate, where the fluctuations of
the stochastic variable Q could be characterized by a Gaussian
process.

In the presence of continual light illumination and fast
fluorescence decay from the photoexcited “light” state |1> to
the ground state |0>, a fast population quasi-equilibrium is
established between the light state and the ground state. Under
continual light illumination at a pumping rate P and a
fluorescence decay rate γ from |1> to |0>, eq 1 needs to be
modified as
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Because the blinking usually involves a slow time scale on
the order of sub-microseconds or longer, the photoexcitation
of the ground state |0> to |1> and the rapid fluorescence decay
from |1> to |0> causes a very fast population recycling between
|1> and |0>. After the initial induction period, one can simplify
the above coupled rate equations to become a reduced rate
equation for the population in |1> as
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τ ≡ τc(P+ γ) ⁄ P (4)

Equation 4 is similar to eq 1a, and it represents a diffusion-
controlled transition with a Q-dependent escape rate, except that
one now needs to use an effective diffusion correlation time τ.
This effective correlation time constant becomes longer at a
smaller light intensity (linearly related to the pumping rate P)
because the effective time spent in the ground-state is longer
which does not contribute to diffusion.

According to this model, we have assumed 2-D potentials as
shown in Figure 1 describe electron transfer between the
photoexcited light state and the charged dark state. Because of
a large time-scale separation between the fast and the slow
reaction coordinates, the reduction of the fast reaction coordinate
in this 2-D reaction coordinate greatly simplifies the diffusion-
controlled reaction model to become 1-D model but with a sink
which might have a finite width instead of the usual Dirac’s
δ-function at the energy-level crossing. In addition, the reduction
from eq 3 to eq 4 indicates that the diffusion for the photoexcited
light state is light-intensity dependent because the effective
diffusion correlation time τ depends on the pumping rate P.
Temperature effects on diffusion can enter this dynamics via
its influence on τc. In contrast, the dark state is insensitive to
changes in light intensity.14

3. Simulation Results and Discussion. Because eq 4 cannot
be solved analytically, we use Monte Carlo approach to simulate
1-D random walk with a Gaussian-shaped population sink. Here
we first describe how the simulations were done. To simulate
1-D diffusion we consider random hopping along a 1-D discrete
lattice point array with a unit time per hopping trial 1 ms. We
set a threshold parameter � as a criterion to decide whether a
particle should hop either to the right, to the left or to remain
at the same lattice point. For each hopping event, a random
number x between 0 and 1 is generated. If x < � the particle is
allowed to hop to the right, and if x < 1 - � the particle hops
to the left; otherwise its position remains unchanged. The
calculated probability for a particle to remain at the origin in a

Figure 1. (a) Surface plot of two paraboloidal potentials for the
photoexcited neutral light state and the charge-separated dark state in
a 2-D reaction coordinate with a fast coordinate X and a slow reaction
coordinate Y. (b) Contour plot of the 2-D potentials.
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pure 1-D discrete random walk process without a sink is shown
in Figure 2a. In the curve fitting of Figure 2a we use the
following normalized surviving probability

I0(t))
1

√1+ 4π∆2t/τ
(5)

At time zero, I0(0) ) 1 and becomes the well-known I0(t) ≈
1/√4π Dt at longer times, where the diffusion constant D is
defined as D ) ∆2/τ. Figure 2b shows a linear relationship
between � and 1/τ and from which we can extract the diffusion
correlation time τ for a given �.

To simulate blinking phenomena and to determine blinking
statistics which is defined as the waiting time distribution of
either “on” or “off” period, we extend the above simulation
procedure for discrete hopping along a 1-D chain and include
a Gaussian-shaped population sink. We define an escape rate
W12 from the sink and a root-mean-square σ for the Gaussian
sink. To obtain blinking statistics with a reliable statistics, a
very long histogram for the single-particle blinking was gener-
ated, typically with 106 to 107 events. We usually simulate such
histograms with about one million on-off events. The log-log
plot of Pon(t) in the case of a Dirac δ-function sink with high
escape rates (W12 ) 0.62, 0.60, and 0.58 ms-1) were given in
Figure 3a, indicating an exponent of 3/2 as expected from the
previous DCET model. With an increase of the sink width, as
illustrated in Figure 3b, the short-time exponent can become
much larger than 3/2 although the long-time behavior is similar

to the result of the DCET model. Now we illustrate the influence
of a Gaussian-shaped sink for power-law decay by Figure 4a-c.
It is shown that bending of the slope takes place at short times
if escape rate is smaller. The curves exhibit unusually large slope
at very short times. The slope decreases and approaches 3/2 at
longer times. Thus, our model simulations at longer times shown
here reproduce the feature of normal diffusion described
previously.12 In addition, our model also allows the existence
of a usually large exponent if the population sink has a broad
width and the escape rate is faster than the 1-D diffusion rate.

To demonstrate the model applications, here we compare the
experimental data of single-chromophores measurements at three
light intensities16 with our model prediction. In Figure 5 we
show the calculated exponent for the inverse power-law blinking
as a function of the inverse diffusion correlation time 1/τ at
several parameter settings for � and W12. According to Yeow
et al.,16 when the light intensity is increased by two and four
times, the exponent m changes from 2.8 to 2.4 and then to 2.0.
We can reproduce such dependence not only qualitatively but
also quantitatively. Because the diffusion in the energy space
is photoinduced, the diffusion becomes faster, or the diffusion
correlation time τ becomes shorter, at a higher light intensity
(or pumping rate P) as also indicated by τ ≡ τc(P + γ)/P
from eq 4. As illustrated in Figure 4 we obtained best fit to
their data for σ ) 10 and W12 ) 0.095 ms-1.

Figure 2. (a) The calculated probability I0 at time t for a particle to
remain at the origin in a 1-D discrete random walk process. The fitted
curve and value for 1/τ are based on eq 5. In the simulation, we used
threshold parameter � ) 0.1-0.4, a time step of 1 ms for each discrete
hopping along a 1-D lattice point array with a total of 9.5 × 105 events.
(b) The linear relationship between 1/τ and the threshold parameter �.
From such dependence one can determine the effective diffusion
correlation time constant τ for a given �.

Figure 3. (a) Log-log plot of the normalized on-time blinking statistics
Pon(t) at W12 ) 0.62, 0.60, and 0.58 ms-1, respectively. A very narrow
sink with σ ) 0.001 (close to a Dirac δ-function) was assumed. The
curves indicate an inverse power law with an exponent very close to
1.5. In the simulations we used 106 events, time unit ) 1 ms, bin size
) 4 ms, and � ) 0.4. (b) Log-log plot of the normalized on-time
blinking statistics Pon(t) at σ ) 9, 10, and 11, respectively. In all cases
with 9.5 × 107 events, W12 ) 0.095 ms-1, � ) 0.3, time step ) 1 ms,
bin size ) 4 ms were used. The increase of the sink width causes the
short-time exponent to increase beyond 2 in these examples, although
the long-time exponent remains at 3/2 as usual.
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4. Conclusions

In conclusion, in this study of single-chromophore fluores-
cence intermittency we present a mechanism to explain why
the exponent of the inverse power law far exceeds 2 and
decreases at a higher light intensity as observed experimentally
by Yeow et al.16 This unusual behavior has never been observed
in semiconductor quantum dots. Our more generalized model
presented here serves as a platform for physical description of
general single-particle blinking phenomena commonly observed
in semiconductor nanocrystals, single organic chromophores,
and even large biomolecules. The main cause for a larger
exponent in the inverse power-law decay is due to a broad
population sink that greatly facilitates the speedy loss of the

light state population. In the limit of a very narrow sink such
as a Dirac δ-function in the previous model, the exponent could
never exceed 2.

In the single-chromophore experimental data of Yeow et al.,16

the power-law decay with an exponent greater than 2 only covers
about one decade. As illustrated in Figures 3 and 4 from our
simulations, the short-time decay is nonexponential, and one
cannot characterize the decay by a simple power law with one
exponent for the entire time range covering both very short time
and very long time regimes. Here we used an effective exponent
to characterize such a fast, short-time decay for the reported
experimental observation time range. As the bin time gets even
shorter, we would expect an even greater exponent at a much
shorter time, although the dynamics is more dominated by the
1-D diffusion-controlled reaction regime and the long-time
blinking statistics should follow the usual inverse power-law
decay with an exponent of 1.5 for normal diffusion or an
exponent between 2 and 1 for anomalous diffusion. This work
shows that the short-time dynamics involving diffusion with a
finite sink width, the blinking statistics in neither a single
exponential decay nor simple inverse power-law decay. We
chose to characterize the short-time decay by an effective power-
law exponent because it would be easier to compare with the
usual long-time power-law decays commonly observed in these
single-particle systems as well as to directly compare with the
curves reported by Yeow et al.16 who also used an inverse power
law to fit their data. We think such a characterization might be
better than using a multiexponential fit to describe the short-
time behavior but suddenly switching to an inverse power law
for the longer time behavior. Using a multiexponential fit, it
requires more fitting parameters such as a decay time constant
and a pre-exponential factor for each component, whereas using
power-law description it requires the exponent and the propor-
tional constant.

According to Empedocles and Bawendi,18 the light state
involves spectral diffusion, exhibiting stochastic changes of the
emission peak, and such diffusion can be influenced by light.
As shown in eq 4, the effective diffusion correlation time is
light-intensity dependent, and diffusion becomes faster at a
higher light intensity. At a higher intensity with faster diffusion,
because a shorter time is spent within the Gaussian-shaped sink
area, the population diffuses more effectively away from the
sink. Therefore, the population decay becomes slower and the
exponent for the inverse power law becomes smaller. Such a
light-intensity effect on the exponent is consistent with the

Figure 4. Log-log plot of Pon(t) for (a) � ) 0.39, (b) � ) 0.21, and
(c) � ) 0.13. In all cases, W12 ) 0.095 ms-1, 9.5 × 107 events, σ )
10, time unit ) 1 ms, bin size ) 4 ms were used. The main figures
illustrate the inverse power law behavior in short time with a
corresponding exponent m changing from 2.0, 2.4, and then to 2.8 when
� decreases 2 and 4 times. All curves have a long-time exponent of
1.5 as shown in the insets. We have systematically varied the parameter
settings for τ, �, and W12 to obtain the desired exponent value according
to Yeow et al.,16 where m was observed to change from 2.8 to 2.4 and
then to 2.0 when the light intensity is doubled and quadrupled.

Figure 5. The simulation data (denoted as the discrete points: m )
2.8, 2.4, and 2.0 with 1/τ at 0.10, 0.16, and 0.29 ms-1, respectively)
for the experimental results of Yeow et al.16 at three light intensities.
Consistent with the photoinduced diffusion mechanism, these data points
lie in an ideal line when the light intensity and the diffusion correlation
time were increased simultaneously by a factor of 2 and 4.
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experimental observation by Yeow et al.16 According to this
model, even though the initial slope for the inverse power law
for the chromophores can be much greater than 2, we expect it
to decrease to 1.5 at a longer time and finally becomes an
exponential decay at a much longer time where the DCET
model14 becomes valid. For anomalous diffusion with a Dirac
δ-function sink, the exponent is different from 1.5 but could
not exceed 2. The case of a broad sink involving anomalous
diffusion is much more difficult to simulate and will be
investigated in the future. It will be of great interest to test our
model predictions more systematically using the same chro-
mophores or other systems.
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