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Abstract—In wireless communications, cochannel interference
(CCI) and intersymbol interference (ISI) are two main factors that
limit system performance. Conventionally, a beamformer is used
to reduce CCI, whereas an equalizer is used to compensate for
ISI. These two devices can be combined into one as space–time
equalizer (STE). A training sequence is usually required to train
the STE prior to its use. In some applications, however, spatial
information corresponding to a desired user is available, but the
training sequence is not. In this paper, we propose an adaptive
decision feedback STE to cope with this problem. Our scheme
consists of an adaptive decision feedback generalized sidelobe can-
celler (DFGSC), a blind decision feedback equalizer (DFE), and a
channel estimator. Due to the feedback operation, the proposed
DFGSC is not only superior to the conventional generalized side-
lobe canceller but also robust to multipath channel propagation
and spatial signature error. Theoretical results are derived for op-
timum solutions, convergence behavior, and robustness properties.
With the special channel-aided architecture, the proposed blind
DFE can reduce the error propagation effect and be more stable
than the conventional blind DFE. Simulation results show that the
proposed STE is effective in mitigating both CCI and ISI, even in
severe channel environments.

Index Terms—Blind equalization, channel estimation, decision
feedback equalizer (DFE), generalized sidelobe canceller (GSC),
space–time equalizer (STE).

I. INTRODUCTION

IN WIRELESS communications, the cochannel interference
(CCI) due to multiple access and the intersymbol interfer-

ence (ISI) due to multipath channels often cause severe signal
distortion and limit system performance [1], [2]. In recent
years, there has been a growing interest in applying adaptive
antenna arrays and space–time signal processing techniques
to solve these problems [3]–[5]. The common approach is to
use a beamformer for CCI reduction and an equalizer for ISI
compensation. These two devices can further be combined into
one as space–time equalizer (STE) [6], [7]. The application of
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the STE is beneficial to communication quality, subsequently
improving the detection performance, even in severe channel
environments.

The optimum STE is known to be a maximum likeli-
hood sequence estimator (MLSE) operated in the space–time
domain [7]. However, the MLSE is notorious for high com-
putational complexity. A suboptimum approach with a hybrid
of a linear filter and a Viterbi equalizer was proposed in [8].
Even so, the implementation complexity is still high, and
it limits the MLSE-like structure in real-world applications.
The STE performing both beamforming and equalization, as
aforementioned, is what researchers consider most. The general
form of the STE consists of an antenna array and a temporal
filter bank [9], [10]. Either a linear equalizer or a decision
feedback equalizer (DFE) can be applied to the structure.
Although the performance of this structure is satisfactory, its
computational complexity is quite high. The other problem is
that when an adaptive algorithm is applied, the convergence is
slow, particularly operating under a large number of antenna
elements and a severe fading channel. To ease these problems,
another form that is a hybrid (or cascade) of a spatial filter
and a temporal filter was proposed for the STE [11], [12]. It
requires lower computational complexity, and the convergence
is faster. However, the space–time information of the received
signal will not be fully exploited, and there will be some perfor-
mance loss.

All the aforementioned STEs are training based. In other
words, we have to transmit training sequences before actually
using them. It is well known that the transmission of training
sequences will reduce the bandwidth utilization efficiency and
may not always be possible. In some applications, however,
spatial information corresponding to a desired user is available.
For instance, a receiver may perform direction of arrival (DOA)
estimation before signal detection. Moreover, a space division
multiple access (SDMA) system employed to increase system
capacity [13]–[16] transmits or receives a signal only from a
certain direction. A practical example is the broadband wireless
access system, particularly for fixed wireless applications. In
these cases, it is possible to utilize the a priori spatial infor-
mation and avoid the requirement of training sequences. A
straightforward idea is to use a generalized sidelobe canceller
(GSC) [17] for CCI suppression and a blind equalizer for ISI
compensation. Unfortunately, the result of this direct cascade
is often far from satisfactory. The reasons are stated in the
subsequent sections.
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For computational complexity consideration, the GSC is
often implemented with an adaptive structure. The least-mean-
square (LMS) algorithm is a well-known and widely used
adaptive algorithm [18]. However, the LMS-based adaptive
GSC usually converges slowly. The error signal for the LMS
adaptation in this case consists of the desired signal component,
and so, it is large, even in a noiseless environment. This large
error signal significantly magnifies the mean-squared error
(MSE). To reduce the MSE, the step size (a parameter con-
trolling the LMS convergence) must be small. This essentially
makes the LMS algorithm converge slowly. In addition, the
adaptive GSC is sensitive to constraint mismatch, which is
caused by incorrect spatial information. In this case, the signal
cancellation phenomenon will occur, and the performance of
the adaptive GSC can seriously be degraded. In typical appli-
cations, constraint mismatch can easily arise due to multipath
channels and spatial signature errors.

It is well known that the DFE can have much better perfor-
mance than the linear equalizer in severe fading channels. This
statement is also true for blind equalization. However, the blind
DFE is difficult to derive and rarely reported in the literature.
The major contribution in this field is from Labat et al., who
proposed an interesting blind DFE in [19]. They used an infinite
impulse response (IIR) whitening filter cascaded with a blind
finite impulse response (FIR) linear equalizer in the startup
period. After convergence, it switches the cascading order of
the IIR and FIR filters, yielding a decision feedback structure.
At the same time, a decision-directed minimum MSE (MMSE)
training is initiated. For easy reference, we call this blind DFE
the LBDFE hereafter. One inherent problem associated with
the DFE is its error propagation effect, and this will have
even more impact in its adaptive implementation. Since the
LBDFE uses decision-directed training, it is sensitive to error
propagation.

In this paper, we propose an adaptive STE for systems with
a priori spatial information. The proposed structure comprises
a decision feedback GSC (DFGSC), a blind DFE, and a channel
estimator. The DFGSC structure can eliminate the desired sig-
nal component from the error signal in the LMS adaptation. As
a consequence, it not only improves CCI suppression but also
allows the simple point distortionless constraint to be robust
to multipath channel environments and spatial signature errors.
The proposed blind DFE adapts a channel-aided structure,
yielding better ISI compensation and higher resistance to error
propagation. We will demonstrate that the proposed blind DFE
performs better than the LBDFE. This paper is an extension
of [20], in which only additive white Gaussian noise (AWGN)
channel was considered.

This paper is organized as follows. In Section II, the
space–time signal model for the STE is developed. The effect
of both CCI and ISI on the desired signal is also explained. In
Section III, we describe a straightforward approach of the con-
ventional GSC and LBDFE in a hybrid manner. In Section IV,
we propose the new adaptive STE and describe the corre-
sponding operation mechanisms in detail. Section V shows that
the proposed STE is robust to general space–time multipath
channels and spatial signature errors. Finally, simulation results
and conclusions are given in Sections VI and VII, respectively.

II. SPACE–TIME SIGNAL MODEL

Consider a uniform linear array (ULA) of N antenna el-
ements at the receiver. Let the N × 1 received equivalent
complex baseband signal vector in continuous time be den-
oted by

x(t) = [x0(t) x1(t) · · · xN−1(t)]
T (1)

where xn(t) (0 ≤ n ≤ N − 1, for all n hereafter) is the signal
received from the nth antenna element at time t, and the super-
script (·)T denotes the transpose operation. Define an N × 1
vector a(θ) as the spatial signature for the signal from the DOA
θ. It is written as a(θ) = [1 eiζθ ei2ζθ · · · ei(N−1)ζθ ]T , where
i =

√
−1, and ζθ = (2πd/Lλ) sin θ, in which d is the element

spacing, and Lλ is the signal wavelength. Assume that there
are M sources (including both desired and interfering sources)
coming from M different and distinguishable directions. The
transmitted signal waveform of the mth source sm(t) (0 ≤
m ≤ M − 1, for all m hereafter) can be written as

sm(t) =
+∞∑

k=−∞
p(t − kT )bm(k) (2)

where bm(k) is the kth complex information symbol of the mth
source, p(t) is the pulse shape of the transmitted symbol, and T
is the symbol duration. Let Lm be the number of propagation
paths for the mth source, θm be the DOA for the mth source,
τml be the delay time for the lth path (0 ≤ l ≤ Lm − 1, for all
l hereafter) of the mth source, and h̄ml be the complex channel
coefficient for the lth path of the mth source, respectively.
Assume that the channel parameters for different sources are
independent and remain constant over the observation period.
The received signal vector in (1) can then be expressed as

x(t) =
M−1∑
m=0

Lm−1∑
l=0

h̄mlsm(t − τml)a(θm) + n(t) (3)

where n(t) is an N × 1 complex AWGN vector. Each compo-
nent in the AWGN vector is spatially white with a variance of
σ2

n. Substituting (2) into (3), we have

x(t) =
M−1∑
m=0

+∞∑
k=−∞

hm(t − kT )bm(k) + n(t) (4)

where hm(t) is an N × 1 vector summarizing the total trans-
mission effect of the mth source on the information, and it is
given by

hm(t) =
Lm−1∑
l=0

h̄mlp(t − τml)a(θm). (5)

Without loss of generality, we assume that the first M0 sources
(M0 ≤ M) are related to the desired user, i.e., b0(k) = b1(k) =
· · · = bM0−1(k). The DOA θ0 is the DOA of the desired signal
with the strongest signal strength, and θ1 to θM0−1 correspond
to the DOAs of the desired signal’s spatial ISI. The received
equivalent complex baseband signal is sampled at the symbol
rate, i.e., t = kT . The sampling clock is synchronized with the
transmission clock. After sampling, the channel effect for all
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Fig. 1. Hybrid of GSC and LBDFE (with LBDFE in startup period).

sources is of a finite duration within [0, (Dm − 1)T ], where
Dm is the channel order of the mth source. Here, we define
d(k) as an N × 1 vector representing the components from
the main source of the desired signal (m = 0), and i(k) as
an N × 1 vector summing up the components from the spatial
ISI sources (m = 1, 2, . . . ,M0 − 1), and they are, respectively,
given by

d(k) =
D0−1∑
d=0

h0(d)b0(k − d) (6)

i(k) =
M0−1∑
m=1

Dm−1∑
d=0

hm(d)b0(k − d). (7)

In addition, define an N × 1 vector z(k) representing the
uncorrelated CCI-plus-noise components as

z(k) =
M−1∑

m=M0

Dm−1∑
d=0

hm(d)bm(k − d) + n(k). (8)

Then, the expression in (4) can be rewritten as

x(k) = d(k) + i(k) + z(k). (9)

We use this signal model to describe various kinds of CCI
and ISI in the wireless communication environment. The main
task of the STE is to suppress interference and recover the
transmitted information. To simplify the notations, we write
b(k) instead of b0(k) for the desired user’s information symbols
in the following derivation.

III. HYBRID OF GSC AND LBDFE

In some wireless communication systems, such as SDMA
applications, the main DOA (and hence the spatial signature)
of the desired signal is known a priori or can be estimated.
A straightforward approach, as mentioned before for CCI and
ISI mitigation, is the hybrid of a conventional GSC and an
LBDFE. The purpose of the conventional GSC is to suppress
CCI, whereas that of the LBDFE is to compensate for ISI. With
the spatial signature, no extra training sequence is required for
either processing. The operation and weakness of this approach
will subsequently be elaborated upon.

A. GSC

The conventional GSC for CCI suppression is optimized
with the linearly constrained minimum variance (LCMV)

criterion [21]. The LCMV beamformer determines the N -tap
weight vector w through

min
w

wHRxw subject to CHw = f (10)

where Rx = E{x(k)xH(k)} is the input correlation matrix,
C is an N × U constraint matrix, and f is a U × 1 response
vector, with U being the number of constraints. The superscript
(·)H denotes Hermitian transposition. With the structure of
GSC, as shown in the left part of Fig. 1, the constrained
optimization problem can be transformed into an unconstrained
optimization problem [17]. This structure can effectively reduce
the computational cost, particularly when implemented with
adaptive algorithms. As illustrated in the figure, the upper path
includes an N -tap quiescent signal matched filter wq. The
lower path includes an N × (N − U) blocking matrix B and
an (N − U)-tap interference canceling filter wa. Then, we have
an equivalent spatial filter as w = wq − Bwa. Ideally, the span
of B is in the null space of CH . Using the constraint in (10),
wq can readily be found to be wq = C(CHC)−1f , and wa is
optimized according to the output power of the GSC as

J = E
{
|ys(k)|2

}
= E

{∣∣(wq − Bwa)Hx(k)
∣∣2} . (11)

The constrained optimization problem in (10) can then be
rewritten as the following unconstrained optimization problem:

min
wa

J = min
wa

(wq − Bwa)HRx(wq − Bwa). (12)

The optimum wa is classically solved to be [17]

wa,opt = (BHRxB)−1BHRxwq. (13)

With the optimum weight vector, the minimum value of J in
(11), which is denoted as Jmin (which equals the minimum
output power, which is denoted as Po,min for the conventional
GSC), can be calculated as

Jmin = Po,min (14)

=wH
optRxwopt (15)

=wH
q Rxwopt (16)

where we let wopt = wq − Bwa,opt. Since C and f are design
parameters, wq and B can be calculated offline. The calculation
of wa,opt shown in (13), however, is much more involved. An
alternative to find it is to use the adaptive training method. The
LMS algorithm, being one of the stochastic gradient methods,
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is chosen here for its simple yet effective nature. Taking the sto-
chastic gradient of J with respect to w∗

a, where (·)∗ denotes the
conjugate operation, we can obtain the LMS update equation
for wa as

wa(k + 1) = wa(k) + μav(k)e∗s(k) (17)

where wa(k) is the estimate of wa,opt at the kth iteration,
v(k) = BHx(k) is the filter input vector (the output vector
from the blocking matrix), μa is the step size controlling the
convergence rate, and es(k) is an error signal between the de-
sired and actual output. For GSC applications, we have es(k) =
ys(k). When wa is optimized, the error signal es(k) will chiefly
include the component from the desired signal, i.e., the desired
user’s transmitted information symbols b(k). This indicates that
the stochastic gradient in (17), i.e., v(k)y∗

s(k), will be large,
even for optimum weights. When the LMS algorithm is applied
to estimate wa,opt, the performance will be affected due to the
large error signal used. The other problem with the conventional
GSC is its sensitivity to constraint mismatch. Whenever the
setting of the constraint matrix C in (10) [or the blocking matrix
B in (12)] is not fit for the actual spatial signature of the desired
signal, constraint mismatch occurs. Constraint mismatch can
easily arise due to multipath channels and spatial signature
errors. This seriously degrades the performance of the adaptive
GSC. All these problems will be analyzed in depth later.

B. LBDFE

The output of the GSC is fed into the LBDFE for equal-
ization. The equalizer adaptation process is divided into two
periods. In the startup period, the received signal is prewhitened
by an IIR filter and then equalized by a blind FIR linear
equalizer. The structure of the LBDFE in the startup period
is shown in the right part of Fig. 1. In [19], the constant
modulus algorithm (CMA) was used as the blind algorithm for
equalization. Recently, a sophisticated blind equalization algo-
rithm called the multimodulus algorithm (MMA) was proposed
[22]. Analysis shows that the MMA can provide much more
stable performance, particularly with high-order constellation
modulation [23]. The cost function can yield an equalized
constellation rotated with a multiple of 90◦, eliminating the
need for additional constellation phase recovery as needed in
the CMA. The remaining phase ambiguity problem is classi-
cally solved by differential encoding. For these reasons, we
use the MMA as our blind equalization algorithm (instead of
the CMA) throughout this paper. For the LBDFE, we denote
the length of wf and wb as α and β, respectively. In the
startup period, let ys(k) be the output of the GSC, i.e., ys(k)=
(wq−Bwa)Hx(k), as given in (11), and let y′

s(k) be the
difference between ys(k) and the prewhitening filter output.
In addition, let y′(k) be the input vector of wb as y′(k)=
[y′

s(k−1) y′
s(k−2) · · · y′

s(k−β)]T . So, we have y′
s(k)=

ys(k) − wH
b y′(k). The filter wb is optimized accord-

ing to the criterion minwb
E{|y′

s(k)|2}. As shown in
Fig. 1, y′

s(k) serves as the input of the blind FIR fil-
ter wf as well. We define another vector as y′′(k)=
[y′

s(k) y′
s(k−1) · · · y′

s(k−α+1)]T , and, as a conse-
quence, the output of the LBDFE in the startup period

is yt(k)=wH
f y′′(k). For the MMA, the error signal is

defined as

et(k) =
(
y2

t,r(k) − R2
)2 +

(
y2

t,i(k) − R2
)2

(18)

with

R2 =
E

{
b4
r(k)

}
E {b2

r(k)} =
E

{
b4
i (k)

}
E {b2

i (k)} (19)

in which the subscripts r and i in yt(k) and b(k) denote the real
and imaginary parts of yt(k) and b(k), respectively. The cost
function for the optimization of wf is then written as

JMMA = E {et(k)}

= E
{(

y2
t,r(k)−R2

)2+
(
y2

t,i(k)−R2
)2

}
. (20)

Let μf be the step size controlling the convergence of wf . From
[22], the stochastic gradient algorithm for the MMA of wf can
be obtained as

wf (k + 1) = wf (k) + μfφ (yt(k))y′′(k) (21)

with

φ (yt(k)) = y3
t,r(k) + iy3

t,i(k) − R2yt(k). (22)

The startup period is expected to sufficiently open the eye
pattern such that the error rate is low enough to initiate the
second (tracking) period. In the tracking period, the cascading
order of the IIR prewhitening filter and the FIR linear equalizer
is swapped, and this turns the whole system into a conventional
DFE structure. A decision-directed MMSE tracking operation,
similar to that of the conventional DFE, is then activated. This
approach may initially avoid the possible error propagation
phenomenon and give a smooth transition strategy between
blind and decision-directed equalization. Nevertheless, the sta-
bility of the adaptive IIR filter makes the performance sensitive
to the parameters chosen. In addition, error propagation may
occur during the decision-directed mode. The behavior of the
LBDFE becomes not easy to control. We will empirically
show in Section VI that the performance of the hybrid of the
conventional GSC and LBDFE is often far from satisfactory in
severe channel environments.

IV. PROPOSED HYBRID STE

In this section, we propose a new adaptive STE that is a
hybrid of DFGSC and a channel-aided blind DFE (CBDFE).
Fig. 2 shows the block diagram of the proposed STE. Note that
in Fig. 2, a channel estimator is included. Let the coefficients
of the channel estimator be denoted as wh. It is used to
model the equivalent temporal channel for the desired signal,
and its operation will be explained soon. In [11], a channel
estimator was also used in a training-based STE such that the
corresponding beamformer can achieve better performance. In
the STE scheme proposed here, the role of the channel estimator
is much more involved. For spatial processing, with the help of
the channel estimator, we can formulate the adaptive DFGSC,
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Fig. 2. Proposed hybrid STE.

achieving better CCI suppression performance. In addition, the
DFGSC can have extra robustness against constraint mismatch.
For temporal processing, with the help of the channel estimator,
we can formulate the CBDFE such that it is more effective in
ISI compensation. This CBDFE is different from those channel-
estimation-based DFEs proposed in [24] and [25], where the
feedforward and feedback filters are calculated based on the
estimated channel response. In the CBDFE, however, the adap-
tive structure is preserved. The operation of the DFGSC and
CBDFE is separately presented as follows.

A. Proposed DFGSC

Let the channel estimator wh have a dimension of γ × 1.
Here, the value of γ is chosen to be equal to or larger than the
maximum value of the channel order Dm (0 ≤ m ≤ M0 − 1).
We first define b̂(k) as the input vector of wh, i.e., b̂(k) =
[b̂(k) b̂(k − 1) · · · b̂(k − γ + 1)]T . To optimize the inter-
ference canceling filter wa and the channel estimator wh, we
propose a new cost function as

J = E
{
|es(k)|2

}
= E

{∣∣∣ys(k) − wH
h b̂(k)

∣∣∣2}

= E

{∣∣∣∣wH
q x(k) −

[
wH

a wH
h

] [
BHx(k)

b̂(k)

]∣∣∣∣
2
}

. (23)

To understand the operation mechanisms, we first study a
simplified scenario in which only the temporal ISI is present.
In other words, the desired signal and its ISI only come from
the main DOA, i.e., M0 = 1 (and so i(k) in (7) is a zero
vector). Consider that the spatial signature for the desired signal
is exactly known, and a distortionless constraint is set toward
it. Thus, U = 1 is used in the derivation. In this case, the
desired signal will be completely blocked in the lower path
of the DFGSC. The general case where spatial ISI exists and
the distortionless constraint may be set improperly will be
discussed in the next section. Assuming that the decision is
correct, i.e., b̂(k) = b(k), we can rewrite the minimization of
the cost function in (23) as

min
wa,wh

J = min
wc

wH
q Rxwq − wH

q [RxB Rp ]wc

−wH
c

[
BHRx

RH
p

]
wq + wH

c Rcwc (24)

where we let

wc =
[
wa

wh

]
(25)

Rc = E
{[

BHx(k)
b̂(k)

]
[xH(k)B b̂H(k) ]

}

=
[
BHRxB 0

0H σ2
b Iγ

]
(26)

Rp = E
{
x(k)b̂H(k)

}
= σ2

b [h0(0) h0(1) · · · h0(γ − 1)] (27)

in which 0 denotes a zero matrix with dimension (N − 1) × γ,
Iγ denotes an identity matrix with dimension γ × γ, and σ2

b

denotes the power of transmitted symbols. Since there is no
correlation between BHx(k) and b̂(k) in this case, the off-
diagonal block of Rc in (26) is zero. Again, wq is for signal
matching, and it can be set the same as for the conventional
GSC. Taking the derivative of this cost function with respect
to w∗

c and setting the result to zero, we can obtain the opti-
mum wc as

∂J

∂w∗
c

= −2
[
BHRx

RH
p

]
wq + 2Rcwc = 0. (28)

Thus

wc,opt = R−1
c

[
BHRx

RH
p

]
wq. (29)

With the special structure of Rc, we can decompose wc,opt

back into the two weights

wa,opt = (BHRxB)−1BHRxwq (30)

wh,opt =
RH

p

σ2
b

wq

= [h0(0) h0(1) · · ·h0(γ − 1)]H wq. (31)

From (30), we observe that the expression of wa,opt is the same
as that of the conventional GSC given in (13). Since wq and
wa,opt remain the same, the minimum output power Po,min for
the DFGSC is also the same. From (31), we observe that wh,opt

corresponds to the equivalent channel effect from the source to
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the DFGSC output. With wa,opt and wh,opt given earlier, the
minimum J in (23) for the DFGSC becomes

Jmin = E
{∣∣∣wH

optx(k)−wH
h,optb̂(k)

∣∣∣2}

=wH
q Rxwopt−σ2

b

∣∣wH
q [h0(0) h0(1) · · · h0(γ−1)]

∣∣2
=Po,min−σ2

b

∣∣wH
q [h0(0) h0(1) · · · h0(γ−1)]

∣∣2 .

(32)

Note here that Jmin is no longer equal to Po,min. We let Rd =
E{d(k)dH(k)} be the input correlation matrix of the desired
signal excluding spatial ISI and Rz = E{z(k)zH(k)} be the
input correlation matrix of CCI-plus-noise. The first term in
(32) is equal to the total power in the DFGSC output, and the
second term in (32) is the power of the desired signal in the
DFGSC output, which can be defined as

Pd
Δ=wH

optRdwopt

=σ2
b

∣∣wH
q [h0(0) h0(1) · · · h0(γ − 1)]

∣∣2 . (33)

So, Jmin in (32) can be calculated as

Jmin =Po,min − Pd (34)

=wH
q Rzwopt. (35)

Comparing (14) and (34), we can see that the desired signal is
totally excluded with the help of wh,opt. Thus, we conclude that
the decision feedback only reduces the minimum J in (14), and
the optimum performance is not enhanced. When an adaptive
algorithm such as LMS is used to estimate wa,opt, however,
the performance of the GSC can greatly be improved by the
feedback operation. The LMS update equations for the DFGSC
can be written as

wa(k + 1) =wa(k) + μav(k)e∗s(k) (36)

wh(k + 1) =wh(k) + μhb̂(k)e∗s(k) (37)

where μa is the step size for wa, μh is the step size for
wh, v(k) is the output from the blocking matrix, and es(k) =
ys(k) − wH

h (k)b̂(k). Unlike the conventional GSC, the steady-
state es(k) will exclude the desired signal, and hence, it can
be quite small. This is where the improvement of the adaptive
DFGSC stems from.

To analyze the steady-state performance for both the con-
ventional adaptive GSC and the proposed adaptive DFGSC, we
denote the value of J [both (11) and (23)] in the steady state as
J(∞). Suppose that the decision is correct, and wh is fixed at
optimum. Then

J(∞) = Jmin + Jex(∞) (38)

where Jex(∞) is the excess MSE. Note that the excess MSE is
yielded by the use of the LMS algorithm. In addition, define the
weight error vector as

ε(k) = wa(k) − wa,opt. (39)

Using the direct averaging method [18], we can have

ε(k + 1)= (I − μaBHRxB)ε(k)+ μaBHx(k)e∗opt(k) (40)

where eopt(k) denotes the error signal produced with the opti-
mum weights. Define the correlation matrix of the weight error
vector as

K(k) = E
{
ε(k)εH(k)

}
. (41)

Invoking the independence assumption [18], we can obtain the
recursive relation of K(k) as

K(k + 1) = (I − μaBHRxB)K(k)(I − μaBHRxB)

+ μ2
aJminBHRxB. (42)

Under this premise, the excess MSE, which is denoted as
Jex(k), is written as

Jex(k) = tr
[
BHRxBK(k)

]
(43)

where tr[·] gives the trace of the matrix inside the brackets. As
k → ∞, Jex(k) is given by

Jex(∞) = Jmin

N−1∑
l=1

μaλl(BHRxB)
2 − μaλl(BHRxB)

(44)

where λl(BHRxB) represents the lth eigenvalue of BHRxB.
If μa is small, (44) can be approximated as

Jex(∞) ≈ μaJmin

2

N−1∑
l=1

λl(BHRxB). (45)

Thus, Jex(∞) is proportional to Jmin and the step size μa. The
transient output signal-to-interference-plus-noise ratio (SINR)
for the conventional GSC and DFGSC can be written as

SINR(k) =
E

{∣∣wH(k)d(k)
∣∣2}

E
{
|wH(k)x(k) − wH(k)d(k)|2

} . (46)

The optimum and steady-state output SINR (with the LMS
algorithm) can then be calculated as

SINRopt =
E

{∣∣wH
optd(k)

∣∣2}
E

{∣∣wH
optx(k) − wH

optd(k)
∣∣2}

=
Pd

Po,min − Pd
(47)

SINRLMS =
E

{∣∣wH(∞)d(∞)
∣∣2}

E
{
|wH(∞)x(∞) − wH(∞)d(∞)|2

}
=

Pd

wH
q Rxwopt + tr [BHRxBK(∞)] − Pd

=
Pd

Po,min + Jex(∞) − Pd
. (48)

Note that the notations w(∞), d(∞), and x(∞) are used to
denote their final values and are based on the assumption of
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reaching convergence under statistical expectation, just like
that for Jex(n) → Jex(∞) as n → ∞. From (47), once again,
we see that the optimum performance is not enhanced by the
decision feedback operation since Pd and Po,min are the same
for the conventional GSC and the DFGSC. From (45), we can
see that Jex(∞) is proportional to Jmin. The corresponding
Jmin values for both schemes are shown in (14) and (34),
respectively. The resultant Jmin for the adaptive DFGSC will
be smaller than that for the conventional adaptive GSC. As a
consequence, Jex(∞) for the adaptive DFGSC will be smaller
than that for the conventional adaptive GSC. Moreover, from
(48), we see that the smaller Jex(∞) is, the larger the steady-
state output SINR we will have. We thus conclude that with
the same step size, the steady-state output SINR of the adaptive
DFGSC will be higher than that of the conventional adaptive
GSC. In addition, note that the step size bound for the LMS
algorithm is determined by the eigenvalue spread of the input
correlation matrix. The input vectors for the conventional GSC
and the DFGSC are the same, and so, the step size bounds for
both schemes are the same.

B. Proposed CBDFE

The MMA is conventionally applied to the blind FIR linear
equalizer only. Since the DFE is a nonlinear and IIR equalizer,
direct application of the MMA may result in severe error propa-
gation in the startup period. It may make the performance of the
blind DFE even worse than that of its FIR linear companion.
Here, we make use of the previously derived channel estimator
wh and propose a new structure, i.e., the CBDFE, to overcome
this problem. In FIR linear equalization, the performance
of the MMA can be demonstrated to approach that of the
training-based MMSE method [19], [23]. Hence, we suppose
that the weights solved by the MMA are close to those solved
by the MMSE criterion. Our approach uses a basic principle of
the DFE, i.e., the postcursor response of the channel convolved
with the feedforward filter is cancelled by the feedback
filter.1 Let wf and wb be the feedforward and feedback filter
weight vectors of a conventional DFE, with length α and β,
respectively. Similar to the previous section, ys(k) denotes the
output of the DFGSC. For notation simplicity, the input of wf

and wb is again written as y(k) = [ys(k) ys(k − 1) · · ·
ys(k − α + 1)]T and b̂(k) = [b̂(k − κ − 1) b̂(k − κ−2) · · ·
b̂(k − κ − β)]T , where κ is the decision delay. Note that
the convolution of the equivalent channel response and the
feedforward filter results in a response of length α + γ − 1.
Thus, for perfect postcursor cancellation, we must have
β ≥ α + γ − 2 − κ. Without loss of generality, we let
β = α + γ − 2 − κ. We now prove the postcursor cancellation
property mentioned earlier. Again, with correct decisions, the
error signal is written as

et(k) = b(k − κ) − yt(k)

= b(k − κ) −
(
wH

f y(k) − wH
b b(k)

)
(49)

1For DFE, precursor and postcursor responses are defined as the ISI from
future and past symbols, respectively.

where yt(k) is the equalizer output. Straightforward
manipulations give the equalizer output MSE as

E
{
|et(k)|2

}
=wH

f Ryywf − wH
f Rybwb − wH

f pyb

− wH
b RH

ybwf + wH
b Rbbwb + wH

b pbb

− pH
ybwf + pH

bbwb + σ2
b (50)

with Ryy = E{y(k)yH(k)}, Rbb = E{b(k)bH(k)}, Ryb =
E{y(k)bH(k)}, pyb = E{y(k)b∗(k − κ)}, and pbb =
E{b(k)b∗(k − κ)}. To obtain the optimum weights with the
MMSE criterion, we set the gradient of E{|et(k)|2} with
respect to the vectors w∗

f and w∗
b to zero. This results in

wf,opt =
(
Ryy − 1

σ2
b

RybRH
yb

)−1

pyb (51)

wb,opt =
1
σ2

b

RH
ybwf,opt. (52)

Let wh,opt =[ω0 ω1 · · · ωγ−1]T represent the convolution
of wh,opt and wf,opt as Hwf,opt, where H is an
(α + γ − 1) × α matrix as

H=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ω0 0 · · · · · · · · · · · · · · · 0
ω1 ω0 0 · · · · · · · · · · · · 0
...

. . .
...

ωγ−1 ωγ−2 · · · ω0 0 · · · · · · 0
0 ωγ−1 ωγ−2 · · · ω0 0 · · · 0
...

. . .
. . .

...
0 · · · 0 ωγ−1 ωγ−2 · · · ω0 0
0 · · · · · · 0 ωγ−1 ωγ−2 · · · ω0

...
. . .

...
0 · · · · · · · · · · · · 0 ωγ−1 ωγ−2

0 · · · · · · · · · · · · · · · 0 ωγ−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(53)

We can further partition H as H = [HT
r HT

p ]T , where Hr is
of dimension (κ + 1) × α, and Hp is of dimension (α + γ −
2 − κ) × α. It is not difficult to see that Hrwf,opt corresponds
to the precursor response of Hwf,opt, whereas Hpwf,opt is
the postcursor response. With enough degrees of freedom, CCI
is mostly suppressed. The DFGSC output can be modeled as

ys(k) = wH
q d(k) + ν(k) (54)

where ν(k) is a white noise independent of d(k). With (54)
and some manipulations, we can derive

1
σ2

b

RH
yb = Hp. (55)

From (52), we then obtain wb,opt = Hpwf,opt. This result can
be restated as

wb,opt = post{wh,opt ⊗ wf,opt} (56)

where ⊗ denotes the convolution operation, and post{·}
denotes the postcursor-taking operation. This result suggests
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an adaptation approach for the training-based MMSE-DFE.
Let wf (k) and wb(k) be the feedforward and feedback weight
vectors at time instant k. With reference to (56), we can let

wb(k) = post {wh(k) ⊗ wf (k)} (57)

in which wh(k) is the channel estimate at time instant k. If
wh(k) converges to wh,opt, wb(k) will converge to wb,opt

too. The difference between this approach and the conventional
method lies in that only wf (k) is adapted [not both wf (k)
and wb(k)]. While this approach may make no difference for a
training-based DFE (since the training sequence is available), it
will provide significant improvement for the blind DFE. On one
hand, consider a blind DFE scenario in which both wf (k) and
wb(k) are adapted. With yt(k) = wH

f (k)y(k) − wH
b (k)b̂(k),

the update equations for the MMA can be written as

wf (k + 1) =wf (k) + μfφ (yt(k))y(k) (58)

wb(k + 1) =wb(k) − μbφ (yt(k)) b̂(k) (59)

where φ(yt(k)) is the same as that given in (22). From (58)
and (59), we see that if there is a decision error, the error will
immediately reflect to b̂(k) and then φ(yt(k)). Note that the
adaptation of wf (k) only involves erroneous φ(yt(k)), whereas
that of wb(k) involves both erroneous b̂(k) and erroneous
φ(yt(k)). The two error sources in (59) will make wb(k) quite
sensitive to decision errors. On the other hand, in the proposed
method, only wf (k) is adapted, as given in (58). Although
the effect of decision error will also pass to es(k), which will
perturb the adaptation of wa(k) and wh(k), the influence is
smaller. This is because the convergence of wa(k) and wh(k)
in the DFGSC is much faster and more stable than that of the
blind DFE (which will empirically be shown in Section VI). By
using (57) to calculate wb(k), the feedback filter of the blind
DFE will perform much better. In one word, with the proposed
operation, the resultant CBDFE will be less sensitive to decision
errors.

In the startup period, decisions may not be trustworthy.
Including decisions in the operation of the CBDFE may affect
its stability. Unlike the LBDFE’s mode switching, we propose a
simple mechanism allowing a smooth transition from FIR linear
equalization to DFE. We let the feedback filter be multiplied
by a time-varying factor f(k), where f(k) ≤ 1. Initially, k is
small, and we set f(k) small such that the weighting of the
feedback filter is small. In this stage, the proposed equalizer will
behave much like an FIR linear equalizer. As k increases and
decisions become more reliable, we increase f(k). Eventually,
f(k) approaches one, and the equalizer becomes a full DFE.
As known in [18], the convergence of an adaptive algorithm
exhibits exponential decay behavior. Thus, a natural choice for
f(k) will be

f(k) = 1 − e−ξk (60)

where ξ is a design parameter controlling the increase rate of
this factor. With the proposed mechanism, the feedback filter is
gradually taken into account, and the error propagation effect

will be reduced. The CBDFE will ultimately approach the
optimum MMSE-DFE.

V. SPATIAL MULTIPATH AND SPATIAL

SIGNATURE MISMATCH

In this section, we will show that the proposed STE is robust
to two unfavorable phenomena, i.e., spatial multipath propa-
gation and spatial signature mismatch, which are frequently
encountered in array signal processing. Let us first consider the
spatial multipath propagation problem. Multipath propagation
may cause ISI coming from different directions, which induces
both coherent interference [26] and angular spread [27]. In this
case, the conventional GSC with the simple point distortionless
constraint tends to cancel the desired signal itself, which is
referred to as signal cancellation. In the proposed STE, even
with this spatial ISI, the phenomenon of signal cancellation
will not exist. This is due to the use of decision feedback. In
the spatial multipath environment, the desired signal will leak
to the output of the blocking matrix, producing a correlation
between the upper and lower paths in the DFGSC. Thus, the
optimum solutions for the interference canceling filter wa and
the channel estimator wh are now coupled together. From (29),
we have

wc,opt =
[
wa,opt

wh,opt

]
= R−1

c

[
BHRx

RH
p

]
wq (61)

where

Rp = E
{
x(k)b̂H(k)

}

= σ2
b

[
M0−1∑
m=0

hm(0)
M0−1∑
m=0

hm(1) · · ·
M0−1∑
m=0

hm(γ−1)

]
(62)

Rc =
[
BHRxB M

MH σ2
b Iγ

]
(63)

with

M=σ2
bB

H

[
M0−1∑
m=0

hm(0)
M0−1∑
m=0

hm(1) · · ·
M0−1∑
m=0

hm(γ−1)

]

(64)

which is the correlation matrix between the blocking matrix
output BHx(k) and the decision vector b̂(k). Using the inver-
sion identity for subblock matrices [28], we can find the inverse
of Rc, and so, wc,opt in (61), i.e.,

wc,opt =

[
(BHRzB)−1BHRzwq

[
M0−1∑
m=0

hm(0) · · ·
M0−1∑
m=0

hm(γ − 1)

]H

×
(
I − B(BHRzB)−1BHRz

)
wq

]
(65)
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and thus the coupled wa,opt and wh,opt can be written as

wa,opt =(BHRzB)−1BHRzwq (66)

wh,opt =

[
M0−1∑
m=0

hm(0) · · ·
M0−1∑
m=0

hm(γ − 1)

]H

× (wq − Bwa,opt). (67)

The minimum J of the DFGSC, as that given in (35), can then
be solved to be

Jmin =wH
q Rxwq − wH

q [RxB Rp ]R−1
c

[
BHRx

RH
p

]
wq

=wH
q Rzwq − wH

q RzB(BHRzB)−1BHRzwq

=wH
q Rzwopt. (68)

From (66)–(68), we see that while wa,opt and wh,opt are
changed, Jmin (and so the error signal) still contains no desired
signal. The leaky desired signal in the lower path of the DFGSC
is not correlated with the error signal. When optimizing wa, the
output desired signal power is not minimized, and so, no signal
cancellation occurs.

We then consider the spatial signature mismatch problem. If
the knowledge of the desired signal’s main DOA is erroneous,
wq no longer matches the desired signal’s spatial signature,
and B cannot obstruct the desired signal. In this case, signal
cancellation may occur as well [29]. In the case of spatial
multipath propagation, we have already proven that for the
DFGSC, even if there is leaky desired signal in the output of
the blocking matrix, wa will not cancel the desired signal. The
spatial signature mismatch can be considered a signal-leaking
problem similar to that in spatial multipath propagation. Thus,
no signal cancellation will occur in the DFGSC. The derivation
details, however, are omitted.

For these scenarios, the expression of the optimum output
SINR is the same as that given in (47), but now, Pd and Po,min

are changed. The output desired signal power becomes

Pd = σ2
b

∣∣∣∣∣(wq − Bwa,opt)H

×
[

M0−1∑
m=0

hm(0)
M0−1∑
m=0

hm(1) · · ·
M0−1∑
m=0

hm(γ−1)

] ∣∣∣∣∣
2

(69)

which is different from (33). In the calculation of Po,min,
(15) should be used instead of (16). Moreover, due to the
existence of the desired signal in the input of the interference
canceling filter, the excess MSE yielded by the LMS algorithm
will be different too. Let Jd

ex(∞) denote the excess MSE value
for the desired signal in these leaky scenarios. Using (44), we
can have

Jd
ex(∞) = Jmin

μaλ1(BHRdB)
2 − μaλ1(BHRdB)

. (70)

The result in (70) is due to the fact that only one eigenvalue of
BHRdB is nonzero. The expression of the steady-state output

TABLE I
PARAMETERS USED IN SIMULATIONS OF PART A:

(a) FILTER LENGTH AND (b) STEP SIZES

SINR for the GSC structure with spatial ISI or spatial signature
mismatch is then slightly modified to

SINRLMS =
Pd + Jd

ex(∞)
Po,min + Jex(∞) − (Pd + Jd

ex(∞))
(71)

in which Pd and Po,min should also be changed to use (69) and
(15), respectively.

VI. SIMULATIONS

Computer simulations are conducted to demonstrate the ef-
fectiveness of the proposed STE (called DFGSC-CBDFE in this
section for clarity) and verify our analytic results. For com-
parison, we also consider the hybrid of the conventional GSC
and LBDFE (called GSC-LBDFE hereafter) and the hybrid of
the DFGSC and LBDFE (called DFGSC-LBDFE hereafter).
Note that the latter scheme is used for the comparison of
CBDFE and LBDFE. In all cases, we assume a ULA with
five omnidirectional antennas spaced half a wavelength apart.
The main DOA of the desired signal is known a priori. Only
the point distortionless constraint to the main DOA is used
for the GSC in all three schemes. The received desired signal
is corrupted by CCI, ISI, and AWGN. In the first part, we
only consider channels with temporal ISI. In the second part,
we consider more realistic channels where both temporal and
spatial ISIs are present. In all figures, at least 500 simulation
runs are averaged to obtain each simulated result.

A. Channels With Temporal ISI Only

In this set of simulations, we consider channels with temporal
ISI only. We compare the performance of DFGSC-CBDFE with
GSC-LBDFE and DFGSC-LBDFE. The transmitted symbols
are randomly generated and then modulated by quadrature
phase-shift keying. The CCI-to-noise ratio (CCINR) is set as
25 dB, and the signal-to-noise ratio (SNR) is 15 dB. The
channel for the desired signal coming from 0◦ is [0.407
0.815 0.407] [1, p. 616], and the channel for CCI com-
ing from −60◦ is [1 0 0]. The parameters used for the
adaptive GSC, DFGSC, LBDFE, and CBDFE are listed in
Table I. The step sizes for wh in those decision feed-
back schemes are 2 × 10−3. The decision-directed MMSE
training starts after 500 iterations. As mentioned, the factor
f(k) for the CBDFE is used to reduce error propagation.
In this case, ξ is chosen to be 0.01, and f(k) approaches
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Fig. 3. Learning curves of GSC output SINR for different schemes in sup-
pressing CCI.

Fig. 4. Beam patterns (enlarged region around CCI’s DOA) of different
schemes in Fig. 3 after 5000 iterations.

unity at around 500 iterations. Fig. 3 shows the GSC output
SINR for DFGSC-CBDFE, GSC-LBDFE, and DFGSC-
LBDFE. In addition, the optimum SINR and the steady-state
SINR obtained with the LMS algorithm are shown. From Fig. 3,
we see that all schemes are comparable in convergence rate,
but the SINR achieved by those schemes with the adaptive
DFGSC is higher than that with the conventional adaptive GSC.
As expected, the adaptive DFGSC can approach the optimum
solution much more closely, which means that the effect of
the excess MSE induced by the LMS algorithm is smaller. In
terms of GSC output SINR and convergence rate, DFGSC-
CBDFE provides the best performance. Fig. 4 reveals the beam
patterns (enlarging the region around the CCI’s DOA) of those
schemes used in Fig. 3 after 5000 iterations. The improvement
of the decision feedback operation can clearly be seen as well.
Fig. 5 shows the equalizer output MSE, i.e., E{|b(k − κ) −
yt(k)|2}, for all three schemes. From the figure, we see that
both schemes with adaptive DFGSC work well in suppressing
the remaining ISI. However, DFGSC-CBDFE performs better

Fig. 5. Learning curves of equalizer output MSE for different schemes.

Fig. 6. Learning curves of channel estimate MSE for different schemes.

than DFGSC-LBDFE. This means that the CBDFE is more
effective in ISI suppression. In Fig. 6, we show the MSE of
the channel estimate, i.e., E{|[h0(0) h0(1) · · · h0(γ −
1)]Hwq − wh(k)|2}, for the schemes with the adaptive
DFGSC. We observe that these MSE values become small when
the decision is reliable (about −40 dB for DFGSC-CBDFE and
about −35 dB for DFGSC-LBDFE). With the accurate channel
estimate, the DFGSC can eliminate the desired signal from the
error signal, and the CBDFE can construct a better feedback
filter for equalization. This is also where the improvement
comes from.

To show the robustness of the DFGSC against spatial signa-
ture mismatch, we repeat the aforementioned scenario with a
5◦, DOA mismatch of the desired signal, i.e., the actual main
DOA is −5◦, and the presumed main DOA is 0◦. We plot
the resultant GSC output SINR, beam patterns, and equalizer
output MSE in Figs. 7–9, respectively. In Fig. 7, we observe
that the SINR performance gap between DFGSC-CBDFE and
DFGSC-LBDFE becomes larger, and GSC-LBDFE completely
fails due to signal cancellation. In addition, Fig. 8 shows that
DFGSC-CBDFE can keep the beam pattern very close to the



2904 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 57, NO. 5, SEPTEMBER 2008

Fig. 7. Learning curves of GSC output SINR for different schemes in which
the actual main DOA is −5◦, and the presumed main DOA is 0◦.

Fig. 8. Beam patterns of different schemes in Fig. 7 after 5000 iterations in
which the actual main DOA is −5◦, and the presumed main DOA is 0◦.

Fig. 9. Learning curves of equalizer output MSE for different schemes in
which the actual main DOA is −5◦, and the presumed main DOA is 0◦.

TABLE II
PARAMETERS USED IN SIMULATIONS OF PART B:

(a) STEP SIZES AND (b) CHANNEL SETTINGS

Fig. 10. Learning curves of equalizer output MSE for different schemes with
spatial ISI.

optimum. In Fig. 9, we see that DFGSC-CBDFE gives the
smallest equalizer output MSE and, thus, performs best. All
these indicate the DFGSC is better than the conventional GSC,
and the CBDFE is better than the LBDFE.

B. Channels With Both Temporal and Spatial ISI

In this section, we consider a more general case where ISI
comes from different directions and time instants. Again, the
CCINR is fixed at 25 dB, and the SNR is 20 dB. The filter
length for the blind DFE is the same as given previously. The
step sizes and channel settings used are shown in Table II. From
the table, we see that the ISI comes from different directions,
and the effect of both coherent interference and angular spread
is included. Furthermore, the step sizes for wh are 1 × 10−3.
The parameter ξ is selected as 0.005, for which f(k) is close
to unity around 1000 iterations. Fig. 10 shows the equalizer
output MSE with 16 quadrature amplitude modulation for
the three schemes. To observe the convergence behavior of
these schemes, we exclude the decision-directed mode and
use the MMA blind algorithm all the way first. We see that
DFGSC-CBDFE outperforms the other two schemes in terms of
both convergence rate and equalizer output MSE. The channel
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Fig. 11. SER performance for the scenario in Fig. 10.

Fig. 12. Learning curves of equalizer output MSE for different schemes with
spatial ISI (artificial errors added as five consecutive errors from the 2000th
iteration, ten interleaved errors from the 3000th iteration, and ten consecutive
errors from the 4000th iteration).

estimator in the proposed scheme really helps to construct a
more stable and efficient blind DFE. Then, the symbol-error-
rate (SER) performance for the three schemes under the same
settings is given in Fig. 11. The result is observed under
different iteration intervals. Again, DFGSC-CBDFE performs
best and offers smaller SER in all cases. Note that GSC-LBDFE
fails as well due to signal cancellation.

Finally, we repeat the same experiment with the decision-
directed MMSE training in the tracking period (after 1000 itera-
tions). However, some artificial errors are added in the decision
process. To force an error to occur, we randomly shift the
decision to a constellation point near its true value. The errors
are added as follows: five consecutive errors from the 2000th
iteration, ten interleaved errors from the 3000th iteration, and
ten consecutive errors from the 4000th iteration. The result
is presented in Fig. 12. Again, it shows that DFGSC-CBDFE
performs better than DFGSC-LBDFE. The proposed DFGSC-
CBDFE can reconverge after the bursty errors, but DFGSC-

LBDFE diverges. This clearly shows that the CBDFE is less
sensitive to decision errors and makes the whole processing
scheme more reliable. We then conclude that DFGSC-CBDFE
is the best hybrid scheme for the scenario we consider.

VII. CONCLUSION

In this paper, a new adaptive STE has been developed for the
suppression of both CCI and ISI. The proposed STE introduces
a hybrid of an adaptive DFGSC and an adaptive CBDFE.
With the main DOA known a priori, training sequences are
not required for the adaptation of the whole STE. We show
that the included channel estimator can not only improve the
performance of the conventional adaptive GSC but also make
the blind DFE more reliable. For spatial processing, the DFGSC
improves the CCI suppression capability when implemented
with the LMS algorithm. In addition, the adaptive DFGSC
with the simple point distortionless constraint is robust against
multipath propagation environments and spatial signature er-
rors. For temporal processing, the proposed CBDFE can have
better performance than the LBDFE. With our special adapta-
tion, the problem of error propagation is reduced. Simulation
results verified our analysis and confirmed that the proposed
STE can achieve good performance, even in severe channel
environments.
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