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#### Abstract

This paper presents a unified study of smoothing tensor product piecewise polynomials as tensor product polynomial splines. This study generalizes the theory of univariate polynomial splines of Poirier (1973) and Smith (1979) to the multivariate setting, and the method proposed herein provides various spline bases that gives great flexibility for selecting models. An example analyzing an Australia wine industry data shows simple tensor product spline can capture the trend in the data appropriately to law of economics whereas multiple linear model fails in capturing the regression trend (see Maddala (1988)).


## 1. Introduction

In estimation of the mean response function $\mu$ for the following nonparametric regression model

$$
y=\mu(x)+\epsilon,
$$

the polynomial spline (also called least squares spline or regression spline) has played a prominent role in nonparametric regression. The polynomial spline is a piecewise polynomial; each defined over a different subregion of the domain, constrained to have continuous lower order derivatives or partial derivatives for the multivariate case as well. Representatives of univariate polynomial splines are introduced by Poirier (1973), Buse and Lim (1977) and Smith (1979). Among these, Smith (1979) demonstrated that the set of univariate polynomial splines (order $k$ ) forms a vector space spanned by a basis including polynomial terms and truncated "+" functions (see also de Boor (1978) and Wegman and Wright (1983)) as follows:

$$
\begin{equation*}
x^{c_{0}},\left(x-\delta_{1}\right)_{+}^{c_{1}}, \ldots,\left(x-\delta_{a}\right)_{+}^{c_{a}}, c_{i}=0,1, \ldots, k \text { and } i=0,1, \ldots, a \tag{1.1}
\end{equation*}
$$

where $\left\{\delta_{1}<\delta_{2}<\ldots<\delta_{a}\right\}$ represents the mesh of knots and $a>0$ is the number of knots. This representation is clearly a very useful way since it casts the piecewise polynomial problem into a linear model context. Then its coefficients may be estimated by least squares method and many of the $F$ - and $t$-procedures can be applied to determine whether the coefficients are zeros. Although other choices can be made for basis formulation, the representation of (1.1) is also meaningful for polynomial spline functioning in the role of an approximation tool. From Taylor theory, linear function of $x^{c_{0}}$ s represents a polynomial approximation of $\mu$ and linear combination of truncated functions then represents an approximation of the residual caused from polynomial approximation (see Eubank (1988) for this point). With this representation, we can test the hypothesis of $\mu$ being a polynomial or even a simple linear regression function.

In estimating multivariate mean response function $\mu$ ( $x$ is a vector), linear combinations of tensor products of truncated spline functions have recently been considered as candidate set for model selection. With such a candidate set, Friedman and Silverman (1989), Friedman (1991) and Zhang (1994)
proposed various algorithms for effectively determining the spline model, so-called adaptive spline. In their studies, the first order truncated "+" and "-" spline functions and their tensor products are served as the candidate set. Reflecting the point indicated by Breiman (1991) that the adaptive splines will become widely used in application, Hastie, Tibshirani and Andreas (1994) applied it to obtain nomparametric versions of discriminant analysis, and LeBtanc and Tibshirani (1994) used it to develop a nonlinear generalization of principal component analysis

Although the tensor product splines is a feasible scheme in statistical application, its theory of being a smoothing piecewise multivariate polynomials has not been investigated. As Eubank (1988, p371) pointed out, the tensor product technique requires further research before its use can be a standard method of curve fitting. With this need, this paper presents unified study of the tensor product splines. In this study, bases of tensor product splines with various smoothness conditions are derived. Representations of tensor product spline provided in this paper all allow a test for the hypothesis of $\mu$ being a multivariate polynomial regression model or even a multiple linear regression model whereas this test is not allowed to do with the adaptive spline due to its representation. Moreover, admitting choices of polynomial order and smoothness conditions makes the tensor product spline flexible for model selection. Through analyzing a data set of Australia wine industry we also see that a simple tensor product spline model can successfully capture the trend in the data, appropriate to law of economics. In this data analysis, we introduce a robust estimation-based technique for knots determination and setting of region decomposition. Notably, tensor product splines have also been used in multivariate function estimation by Stone (1994). Some multivariate smoothers are available in statistical literature other than the tensor product splines. For instance, a bivariate polynomial spline by Chen (1996) that formulated a spline as a linear restricted least squares estimate, the ATS method by Cleveland, Mallows, and McRae (1993), the locally weighted regression method by Cleveland and Devlin (1988), and the thin plate method by Wahba (1979) and Gu and Wahba (1993).

We will proceed as follows. In Section 2 we introduce the class of tensor product piecewise polynomials and state two equivalent formulations of these piecewise polynomials that helps the derivation of spline bases. Bases of tensor product piecewise polynomials and those of tensor product splines are then stated in Section 3. Section 4 provides a data analysis of the Australia wine data. Finally, the proofs of lemmas and theorems are given in Section 5.

## 2. Tensor Product Piecewise Polynomials

Suppose that we have explanatory variables $x_{1}, \ldots, x_{p}$ and meshes of knots $\left\{\delta_{1}^{1}<\ldots<\delta_{a_{1}}^{1}\right\}, \ldots,\left\{\delta_{1}^{p}<\ldots<\delta_{a_{p}}^{p}\right\}$. Let $\delta_{0}^{i}<\delta_{1}^{i}$ and $\delta_{a_{i}+1}^{i}>\delta_{a_{i}}^{i}, i=1, \ldots, p$ such that the $p$-dimensional rectangle $\left\{\left(x_{1}, \ldots, x_{p}\right): \delta_{0}^{i}<x_{i}<\delta_{a_{i}+1}^{i}, i=\right.$ $1, \ldots, p\}$ is the domain of the regression function. A tensor product polynomial is defined as

$$
p=\sum_{c_{p}=0}^{k} \ldots \sum_{c_{i}=0}^{k} \beta_{c_{1} \ldots c_{p}} x_{1}^{c_{1}} \ldots x_{p}^{c_{p}}
$$

and a tensor product piecewise polynomial is of the form

$$
\begin{equation*}
\sum_{t_{p}=0}^{a_{p}} \ldots \sum_{t_{1}=0}^{a_{1}} p^{t_{1} \ldots t_{p}} I\left(\delta_{t_{i}}^{i}<x_{i} \leq \delta_{t_{1}+1}^{i} ; i=1, \ldots, p\right) \tag{2.1}
\end{equation*}
$$

where $p^{t_{1} \ldots t_{p}}$ are tensor product polynomials. A tensor product piecewise polynomial regression model is a function in (2.1) plus an error variable. This setting generalizes many linear econometric models to piecewise models. In one example we will study later, some explanatory variables are correlated to the error term. Clearly, the space of tensor product piecewise polynomials has dimension $(k+1)^{p} \prod_{i=1}^{p}\left(a_{i}+1\right)$. Herein, we define the tensor product splines of this type with uniform smoothness condition in its partial derivatives. Other types of smoothness conditions can also be imposed on the tensor product piecewise polynomials to form various tensor product splines.

Definition 2.1. For $0 \leq j \leq k$, a tensor product piecewise polynomial is
called a smoothness- $j$ tensor product spline if its ( $j_{1} \ldots j_{p}$ ) -th partial derivative is continuous, which holds for $0 \leq j_{1}+\ldots+j_{p} \leq j$.

As seen, a smoothness- $k$ tensor product spline must have coefficients of the term $x_{1}^{c_{1}} \ldots x_{p}^{c_{p}}$ that correspond to the polynomial pieces in all cells all equal. This statement also holds for all $\left(c_{1} \ldots c_{p}\right)$. Then, this spline turns out to be a multivariate polynomial. In the rest of this paper, we assume that $0 \leq j \leq k-1$. With this setting, the tensor product spline is smooth as at least a continuous function $(j=0)$. The adaptive splines used in Friedman (1991) are part of this spline space.

The spline bases derived herein are motivated by the following proposition that provide an ANOVA-like decomposition of tensor product piecewise polynomials.

Proposition 2.2. A tensor product piecewise polynomial of (2.1) is equivalent to the following two formulations: (a)

$$
\begin{gathered}
p^{0 \ldots 0}+\sum_{s=1}^{p} \sum_{t_{s}=1}^{a_{s}} p^{0 . . t_{s} . .0} I\left(x_{s}>\delta_{t_{s}}^{s}\right) \\
+\sum_{1 \leq s_{1}<s_{2} \leq p} \sum_{t_{s_{2}}=1}^{a_{s_{2}}} \sum_{t_{s_{1}}=1}^{a_{s_{1}}} p^{0 . t_{s_{1}} . t_{s_{2}} .0} I\left(x_{s_{1}}>\delta_{t_{s_{1}}}, x_{s_{2}}>\delta_{t_{s_{2}}}\right) \\
\vdots \\
+\sum_{t_{p}=1}^{a_{p}} \ldots \sum_{t_{1}=1}^{a_{1}} p^{t_{1} \ldots t_{p}} I\left(x_{1}>\delta_{t_{1}}^{1}, \ldots, x_{p}>\delta_{t_{p}}^{p}\right)
\end{gathered}
$$

where all $p^{\cdots}$ are tensor product polynomials.
(b) the piecewise polynomial of (a) with replacing all indices " $>$ " in indicator function $I$ () by "<".
The dimension of the space of tensor product piecewise polynomials in (2.1)
remains to be true for the space in (a) or (b) of the above proposition. It is meaningful in the above regression function decomposition that the polynomial $p^{0 \ldots 0}$ demonstrates the main regression trend whereas the truncated polynomials demonstrate the block of rectangular region interactions. Without forcing smoothness conditions, this decomposition provides a relatively easy test for assuming a polynomial regression through usual $t$ - or $F$-test when the variables $x_{1}, \ldots, x_{p}$ are independent of the error variable. These properties still hold for the tensor product splines.

## 3. Tensor Product Polynomial Splines

Denote " + " function by $x_{+}=\max \{0, x\}$ and " - " function by $x_{-}=$ $x-x_{+}$. For convenience, we state the set of truncated functions:

$$
\begin{aligned}
& \prod_{i=1}^{p} x_{i}^{c_{i}} \\
& \prod_{i \neq s} x_{i}^{c_{i}}\left(x_{s}-\delta_{t_{s}}^{s}\right)_{*}^{c_{s}}, t_{s}=1, \ldots, a_{s} \text { and } s=1, \ldots, p, \\
& \prod_{i \neq s_{1}, s_{s}} x_{i}^{c_{1}}\left(x_{s_{1}}-\delta_{t_{s_{1}}}^{s_{s}}\right)_{*}^{c_{s}}\left(x_{s_{2}}-\delta_{t_{s_{2}}}^{s_{2}} *_{*}^{c_{s_{2}}}, t_{s_{1}}=1, \ldots, a_{s_{1}} \text { and } t_{s_{2}}=1, \ldots, a_{s_{2}},\right. \\
& \text { for } 1 \leq s_{1}<s_{2} \leq p, \\
& \vdots \\
& \prod_{s=1}^{p}\left(x_{s}-\delta_{t_{s}}^{s}\right)_{* s}, t_{s}=1, \ldots, a_{s} .
\end{aligned}
$$

The above are " + " functions or "-" functions depending on setting " $*$ " as "+" or "-" respectively. We then state the theory providing bases for the tensor product piecewise polynomials.

Theorem 3.1. The functions in (3.1) with $*=+$ or $*=-$ and where $c_{i}, c_{s}, c_{s_{1}}$ and $c_{s_{2}}=0,1, \ldots, k$ are both bases of the space of tensor product piecewise polynomials.

Each basis has elements of number exactly $(k+1)^{p} \prod_{i=1}^{p}\left(a_{i}+1\right)$. We then know that a tensor product polynomial spline of any smoothness conditions
defined on partial derivatives is a linear function of the elements in basis either the one with "+" function or the one with "-" function. We now state the main results of representations for the uniform smoothness- $j$ tensor product splines.

Theorem 3.2. The functions in (3.1) with $*=+$ or $*=-$ and where $c_{i}=0,1, \ldots, k$, and $c_{s_{1}} c_{s_{1}}$ and $c_{s_{2}}=j+1, \ldots, k$ are both bases of the space of smoothness-j tensor product polynomial splines.

The dimension of smoothness- $j$ tensor product splines is $(k-j)^{p} \prod_{i=1}^{p}\left(a_{i}+\right.$ 1). The smoothest tensor product polynomial spline is the one with $j=k-1$ which can be written as a linear combination of the following functions either with "* = +" or "* = -":

$$
\begin{aligned}
& \prod_{i=1}^{p} x_{i}^{c_{i}}, \prod_{i \neq s} x_{i}^{c_{i}}\left(x_{s}-\delta_{t_{s}}^{s}\right)_{*}^{k}, \prod_{i \neq s_{1}, s_{2}} x_{i}^{c_{i}}\left(x_{s_{1}}-\delta_{t_{s_{1}}}^{s_{1}}\right)_{*}^{k}\left(x_{s_{2}}-\delta_{t_{s_{2}}}^{s_{2}}\right)_{*}^{k}, \\
& \ldots, \prod_{s=1}^{p}\left(x_{s}-\delta_{t_{*}}^{s}\right)_{*}^{k} .
\end{aligned}
$$

The tensor product spline considered by Friedman (1991) and Zhang (1994) is, with $*=+$ and - , formulated as linear combination of the following truncated functions in addition with constant 1:

$$
\begin{align*}
& 1,\left(x_{s}-\delta_{t_{s}}^{s}\right)_{*}, s=1, \ldots, p  \tag{3.2}\\
& \left(x_{s_{1}}-\delta_{t_{s_{1}}}^{s_{1}}\right)_{*}\left(x_{s_{2}}-\delta_{t_{s_{2}}}^{s_{2}}\right)_{*}, 1 \leq s_{1}<s_{2} \leq p \\
& \vdots \\
& \prod_{s=1}^{p}\left(x_{s}-\delta_{t_{s}}^{s}\right)_{*}
\end{align*}
$$

The above functions with $*$ fixed as + or - form a linearly independent set with elements of a number $\prod_{i=1}^{p}\left(a_{i}+1\right)$. This set contains continuous piecewise polynomials of order $k=1$, it is also a generator of smoothness-0 tensor product spline of order 1. However, the candidate set adopted by Friedman (1991) and Zhang (1994) includes functions of (3.2) with both + and - functions which is large as twice the number $\prod_{i=1}^{p}\left(a_{i}+1\right)$. Breiman
(1991) pointed out this fact of redundant candidate set. Moreover, no obvious way is available to generalize the basis functions of (3.2) to the basis of smoothness- $j$ tensor product spline of arbitrary order $k$. The tensor product splines then provide greater flexibility for model selection. On the other hand, a tensor product spline model is able for us to test the hypothesis either a multivariate polynomial regression function

$$
H_{0}: \mu\left(x_{1}, \ldots, x_{p}\right)=\sum_{c_{p}=0}^{k} \ldots \sum_{c_{1}=0}^{k} \beta_{c_{1} \ldots c_{p}} \prod_{i=1}^{p} x_{i}^{c_{i}} .
$$

or a multiple linear regression

$$
H_{0}: \mu\left(x_{1}, \ldots, x_{p}\right)=\sum_{i=1}^{p} \beta_{i} x_{i}
$$

through the usual $t$ - or $F$-test procedres when $x_{1}, \ldots, x_{p}$ are independent variables whereas these tests are not obviously able applying to the adaptive splines.

In application, a problem occured quite often in structural change model is that the regression function switch in a multivariate rectangular region, a subset of the domain of some explanatory variables. The following using truncated "+" and "-" functions formulates a simple switch regression model:

$$
\begin{equation*}
y=\beta_{0}+\sum_{i=1}^{\nu} \beta_{i} x_{i}+\sum_{i \epsilon \mathcal{S}} \gamma_{i}\left(x_{i}-\delta_{i}^{i}\right)_{+}^{k}\left(x_{i}-\delta_{2}^{i}\right)_{-}^{k}+\epsilon \tag{3.4}
\end{equation*}
$$

where $\delta_{n}^{i}, m=1,2$ are switch points and $S$ is a switch index set.
The switch regression appears in (3.4) is a tensor product spline forcing equality of polynomial coefficients those lie outside the region

$$
\left\{\left(x_{1} \ldots x_{p}\right): \delta_{1}^{i}<x_{i}<\delta_{2}^{i} \text { for } i \in S \text { and } x_{i} \in R \text { for } i \notin S\right\}
$$

Model (3.4) will be used in next section analyzing a data set of wine industry.

## 4. Example of Fitting Spline Through Robust Estimation

Consider a data with two dependent variables of wine industry from year 55-56 to 74-75 (1955-1956 to 1974-1975) in Australia (see Maddala (1988)).

For abbreviation, when we say year $n$ that means from year $n$ to year $n+1$. The unknown demand model in wine industry is

$$
\begin{equation*}
y_{1}=\mu\left(y_{2}, z_{1}, z_{2}, z_{3}, \beta\right)+\epsilon \tag{4.1}
\end{equation*}
$$

where all variables are in logs. A linear model with more than one dependent variable is called the linear simultaneous equations model in econometrics (see for example, Theil (1971)). In this model, $y_{1}$ and $y_{2}$ are dependent variables representing the consumption and price of wine, respectively. Also, $z_{i}, i=1,2$ and 3 , are independent variables representing the price of beer, disposable income, and advertising expenditure. From law of economics, we anticipate values of parameters $\beta$ making the regression function $\mu$ nonincreasing in variable $y_{2}$ and nondecreasing in variables $z_{1}, z_{2}$ and $z_{3}$. There is an available instrumental variable $z_{4}$, the index of storage costs. Moreover, the dependent variables $y_{1}$ and $y_{2}$ are reasonably formulated as a bivariate linear regression model in terms of independent variables $z_{i}, i=1, \ldots, 4$. For linear simultaneous equations model, a usal way in estimating regression parameters $\beta$ is firstly estimating parameters of the bivariate regression model and then replace $y_{2}$ by its predictor $\hat{y}_{2}$ in the linear model $\mu$ and secondly computing estimates of $\beta$ from this new linear model with $y$ subsituted by $\hat{y}$. This is so-called two stage estimation. The need for this problem is to select a suitable regression function that can appropriately reflects the relationship between these economic variables. We then want to show that a simple tensor product spline fits this need.

A linear mean response $\mu$ as

$$
\begin{equation*}
y_{1}=\beta_{0}+\beta_{p w} y_{2}+\beta_{p i} z_{1}+\beta_{d} z_{2}+\beta_{e} z_{3}+\epsilon \tag{4.2}
\end{equation*}
$$

has been selected to fit the regression model (4.1) by Maddala (1988), where, by law of economics, we anticipate $<0$ for $\beta_{p w}$ and $>0$ for the other parameters. Maddala (1988) applied a classical estimation technique (two stage least squares estimation) to estimate the parameters. This is a least
squares analogue to the simultaneous equation model. However, besides $\beta_{d}$ all the other parameters are estimated in the wrong signs. This result provides us a suspicion that using whole data set to fit a linear model is not appropriate.

For obtaining a tensor product spline to fit this data set, we rely on robust estimation method to detect the knots and the main trend of the regression function. Let the estimate of $y_{2 i}$ be

$$
\hat{y}_{2 i}=\hat{\pi}_{0}+\hat{\pi}_{1} z_{1 i}+\hat{\pi}_{2} z_{2 i}+\hat{\pi}_{3} z_{3 i}+\hat{\pi}_{4} z_{4 i}
$$

with values $\pi_{i}, i=0,1, \ldots, 4$ solving

$$
\begin{equation*}
\min _{\pi_{i}, i=0,1, ., 4} \sum_{i=1}^{n}\left|y_{2 i}-\left(\pi_{0}+\pi_{1} z_{1 i}+, \ldots,+\pi_{4} z_{4 i}\right)\right| \tag{4.3}
\end{equation*}
$$

(see Koenker and d'Orey (1987) for computation). This defines the first stage estimation of dependent variable $y_{2}$. For the rest of this section, all second stage estimations are based on the following model

$$
\begin{equation*}
y_{1 i}=\mu\left(\dot{y}_{2 i}, z_{1 i}, z_{2 i}, z_{3 i}, \beta\right)+\epsilon^{*} . \tag{4.4}
\end{equation*}
$$

We unify the first stage estimation for comparisons standing on a common ground.

The following table lists the $\ell_{1}$-norm estimates. The signs of parameters corresponding to regressors $y_{2}, z_{1}, z_{2}$ and $z_{3}$ are all in the right signs. However, the $\ell_{1}$-norm is more or less estimating a phase of regression function. To see this, the plot of the residuals computed from the $\ell_{1}$-norm estimates in the following figure shows the suspicion that there exists structural change of regression function for the observations more or less in years 66 to 71.

Since each regressor variable has observations for years 66 to 71 falling in an interval, it is then reasonable to select regression function from the following model class,

Table 1. Two stage $\ell_{1}$-nom estimates

| param. | $\beta_{0}$ | $\beta_{p w}$ | $\beta_{p b}$ | $\beta_{d}$ | $\beta_{e}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell_{1}$ | -25.87 | -.619 | 1.868 | 2.642 | 830 |

*param. =parameter


$$
\begin{gathered}
y_{1}=\beta_{0}+\beta_{p w} y_{2}+\beta_{p b} z_{1}+\beta_{d} z_{2}+\beta_{e} z_{3}+\gamma_{1}\left(y_{2}-a_{1}\right)+\left(y_{2}-a_{2}\right)- \\
+\gamma_{2}\left(z_{1}-b_{1}\right)+\left(z_{1}-b_{2}\right)-+\gamma_{3}\left(z_{2}-c_{1}\right)+\left(z_{2}-c_{2}\right)-+\gamma_{4}\left(z_{3}-d_{1}\right)+\left(z_{3}-d_{2}\right)-+\epsilon
\end{gathered}
$$

In this spline model, the linear function $\beta_{0}+\beta_{p w} y_{1}+\ldots+\beta_{e} z_{3}$ demonstrates the main trend regression and the truncated functions provide showing the interactions of explanatory variables in the multi-rectangular region.

For estimating knot points, we want to determine the years for which their corresponding observations of regressors falling in the multi-rectangular region, the domain of the truncated functions. This is equivalent to determine those years for which their corresponding observations of variable $y_{1}$ completely follow the main trend regression function.

With observations removed in year period (as indicated in Table 2), we compute least squares estimate based on model (4.4) with $\mu$ linear as it in

Table 2. Appropriateness and SSR for year period removing

| years <br> removed | SSR | approp. | years <br> removed | SSR | approp. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $66-71$ | .145 | yes | $61-71$ | .106 | no |
| $65-71$ | .114 | yes | $60-71$ | .074 | no |
| $64-71$ | .115 | yes | $60-72$ | .049 | no |
| $63-71$ | .114 | yes | $60-73$ | .176 | yes |
| $62-71$ | .094 | no | $60-74$ | .162 | no |

* approp. =appropriateness
(4.2), where the year period removing is determined based on the absolute residuals through the $\ell_{1}$-norm estimation shown in Figure 1. The reason that we still fit a linear model is to find the subsets of data that can be explained by the main trend regression (linear function). The results of SSR and status of appropriateness in sign are listed in Table 2.

Again, although linear model is not suitable in explaning the whole data set, however, some subsets of the data are valid to do that way. There are 5 ways of years removing so that the least squares technique can obtain estimates appropriate in sign. We select the domain of explanatory variables for year period 65 to 71 as the second trend regression region since its period is shorter and its corresponding $\operatorname{SSR}$ is the smallest. This determine the estimates of knots. The knot candidates shown from the observations of regressors is stated in the following table.
Plugging these knot values into regression function in (4.5), we will determine a sub-model that can appropriately explain the whole set of data (truncated functions are imposed into the model at this step). We compute the least squares estimates based on the whole data set for all candidate models, specified by parameters $\gamma_{i}$ associated with truncated functions, and give the SSR and appropriateness of each model in Table 4 (SSR are not listed for inappropriate cases).

Table 3. Knot candidates

| $a_{1}$ | $a_{2}$ | $b_{1}$ | $b_{2}$ | $c_{1}$ | $c_{2}$ | $d_{1}$ | $d_{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.60 | 4.90 | 3.53 | 3.61 | 7.12 | 7.35 | 4.60 | 5.0 |

Table 4. Comparisons of submodels

| truncated <br> function | years in <br> second trend | appropriate. | SSR |
| :---: | :---: | :---: | :---: |
| None | None | No | $*$ |
| $\gamma_{1}$ | $65-74$ | No | $*$ |
| $\gamma_{2}$ | $65-72$ | No | $*$ |
| $\gamma_{3}$ | $64-71$ | No | $*$ |
| $\gamma_{4}$ | $63-71$ | No | $*$ |
| $\gamma_{1}, \gamma_{2}$ | $65-72$ | No | $*$ |
| $\gamma_{1}, \gamma_{3}$ | $65-71$ | yes | .175 |
| $\gamma_{1}, \gamma_{4}$ | $65-71$ | No | $*$ |
| $\gamma_{2}, \gamma_{3}$ | $65-71$ | Yes | .180 |
| $\gamma_{2}, \gamma_{4}$ | $65-71$ | Yes | .153 |
| $\gamma_{3}, \gamma_{4}$ | $64-71$ | Yes | .255 |
| $\gamma_{1}, \gamma_{2}, \gamma_{3}$ | $65-71$ | Yes | .167 |
| $\gamma_{1}, \gamma_{2}, \gamma_{4}$ | $65-71$ | Yes | .151 |
| $\gamma_{1}, \gamma_{3}, \gamma_{4}$ | $65-71$ | Yes | .172 |
| $\gamma_{2}, \gamma_{3}, \gamma_{4}$ | $65-71$ | Yes | .152 |
| $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}$ | $65-71$ | Yes | .151 |

The submodel with truncated functions associated with parameters $\gamma_{2}$ and $\gamma_{4}$ is with SSR closer to its smallest value and we set it as the estimate of tensor product spline. The reason is that, although the one with truncated functions associated with parameters $\gamma_{1}, \gamma_{2}$ and $\gamma_{4}$ has smaller SSR, however, adding one truncated function only reduce $\operatorname{SSR}$ with .001 . The selected spline model is

$$
\begin{gathered}
y_{1}=\beta_{0}+\beta_{p w} y_{2}+\beta_{p b} z_{1}+\beta_{d} z_{2}+\beta_{e} z_{3} \\
+\gamma_{1}\left(z_{1}-3.53\right)_{+}\left(z_{1}-3.61\right)_{-}+\gamma_{2}\left(z_{3}-4.60\right)_{+}\left(z_{3}-5.0\right)_{-}+\epsilon
\end{gathered}
$$

| Table 5. $\ell_{1}$-norm estimates |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| parameter | $\beta_{0}$ | $\beta_{p w}$ | $\beta_{p b}$ | $\beta_{d}$ | $\beta_{e}$ | $\gamma_{1}$ | $\gamma_{2}$ |
| estimate | -23.03 | -.37 | .45 | 3.22 | 17 | -242.4 | -5.47 |

and the least squares estimates of these parameters are listed in the following table.

The parameter estimate $\left(\hat{\beta}_{0}, \ldots, \hat{\beta}_{e}\right)$ in table 5 varies from those of $\ell_{1}$-norm since the second one measures the main trend regression function and the third one measures only a part or a period of years observations.

## 5. Appendix

Proof of Proposition 2.2. Let $m_{p q}=\min \{p, q\}$. For $0 \leq q \leq \sum_{i=1}^{p} a_{i}-$ 1, denote piecewise polynomial

$$
\begin{equation*}
f_{q}=f_{q}^{1}+f_{q}^{2} \tag{5.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& f_{q}^{1}=p_{0}^{0 \ldots 0}+\sum_{s=1}^{p} \sum_{t_{s}}^{\min \left\{q, a_{s}\right\}} p_{t_{s}}^{0 . . t_{s} . .0} I\left(x_{s}>\delta_{t_{s}}^{s}\right) \\
& +\sum_{1 \leq s_{1}<s_{2} \leq p} \sum_{\substack{t_{s_{1}}+t_{s_{2}}=2 \\
1<t_{s_{1}}<a_{s_{1}}}}^{q} p_{t_{s_{1}+t_{s_{2}}}^{0 . . t_{s_{1}} \ldots t_{s_{2}} \ldots 0} I\left(x_{s_{1}}>\delta_{t_{s_{1}}}^{s_{1}}, x_{s_{2}}>\delta_{t_{s_{2}}}^{s_{2}}\right)} \\
& 1 \leq t_{s_{1}} \leq a_{s_{1}} \\
& +\sum_{1 \leq s_{1}<\ldots<s_{m_{p q}} \leq p} \sum_{t_{s_{1}}+\ldots+t_{s_{m_{p q}}}}=q^{p_{t_{s_{1}}+\ldots+t_{s_{m_{p q}}}}^{0 . t_{s_{1}} . . t_{s_{2}} . t_{s_{m_{p q}}} . .0}} \\
& 1 \leq t_{s_{i}} \leq a_{s_{i}} \\
& I\left(x_{s_{i}}>\delta_{t_{s_{i}}}^{s_{i}}, i=1, \ldots, m_{p q}\right)
\end{aligned}
$$

and

$$
f_{q}^{2}=\sum_{t_{1}+\ldots+t_{p}=q+1}^{a_{1}+\ldots+a_{\nu}} p_{q}^{t_{1} \ldots t_{p}} I\left(\delta_{t_{i}}^{i}<x_{i} \leq \delta_{t_{i}+1}^{i}, i=1, \ldots, p\right)
$$

where $p_{q}$ are tensor product polynomials. We further let

$$
f_{q}^{20}=\sum_{t_{i}+\ldots+t_{p}=q+1} p_{q}^{t_{i} \ldots t_{p}} I\left(\delta_{t_{i}}^{i}<x_{i} \leq \delta_{t_{i}+1}^{i}, i=1, \ldots, p\right)
$$

Consider the decomposition $f_{q}^{20}=B_{q}+\left(f_{q}^{20}-B_{q}\right)$ where

$$
\begin{aligned}
& B_{q}=\sum_{s=1}^{p} p_{q}^{0 . . q+1 \ldots 0} I\left(x_{s}>\delta_{q+1}^{s}, q+1 \leq a_{s}\right) \\
& +\sum_{1 \leq s_{1}<s_{2} \leq p} \sum_{t_{s_{1}}+t_{s_{2}}=q+1} p^{0 . t_{s_{1}} \cdot t_{s_{2}} .0} I\left(x_{s_{i}}>\delta_{t_{s_{i}}}^{s_{i}}, i=1,2\right) \\
& +\sum_{1 \leq s_{1}<\ldots<s_{m_{p q}} \leq p} \sum_{t_{s_{1}}+\ldots+t_{s_{m_{p q}}}=q+1} p_{q}^{0 . t_{s_{1} . . t_{s_{m}} \ldots q} .0} I\left(x_{s_{i}}>\delta_{t_{s_{i}}}^{s_{i}},\right. \\
& \left.i=1, \ldots, m_{p q}\right) .
\end{aligned}
$$

We will show that for each tensor product piecewise polynomial $f$ and $0 \leq$ $q \leq \sum_{i=1}^{p} a_{i}-1$ there exists a function $f_{q}$ of (5.1) such that $f=f_{q}$. Let $q=0$. Obviously,

$$
f=p^{0 \ldots 0}+\sum_{t_{1}+\ldots+t_{p}=1}^{a_{1}+\ldots+a_{p}} p_{1}^{t_{1} \ldots t_{p}} I\left(\delta_{t_{i}}^{i}<x_{i} \leq \delta_{t_{i}+1}^{i}, i=1, \ldots, p\right)
$$

with $p_{1}^{t_{1} \ldots t_{p}}=p^{t_{1} \ldots t_{p}}-p^{0 \ldots 0}$. Denote by $p_{0}^{0 \ldots 0}=p^{0 \ldots 0}$. Then $f=f_{0}$. Suppose that $f=f_{q}\left(=f_{q}^{1}+f_{q}^{2}\right)$. Can check that $f_{q}^{20}-B_{q}$ and $f_{q}^{2}-f_{q}^{20}$ are all tensor product piecewise polynomials defined on the region

$$
U_{t_{1}+\ldots+t_{\nu}=q+2}^{a_{1}+\ldots+a_{\nu}}\left\{\left(x_{1}, \ldots, x_{p}\right): \delta_{t_{i}}^{i}<x_{i} \leq \delta_{t_{i}+1}^{i}, i=1, \ldots, p\right\}
$$

We now define $p_{q+1}^{t_{1} \ldots t_{p}}$. Denote polynomial $p_{q}^{t_{1} \ldots t_{p}}$ by $p_{q+1}^{t_{1} \ldots t_{p}}$ for which $p_{q}^{t_{1} \ldots t_{p}}$ is the polynomial of $B_{q}$ defined on region $\left\{\left(x_{1}, \ldots, x_{p}\right): \delta_{t_{i}}^{i}<x_{i}, i=1, \ldots, p\right\}$. For $\left(t_{1}, \ldots, t_{p}\right)$ be such that $\sum_{i=1}^{p} t_{i} \geq q+2$, let $p_{q+1}^{t_{1} \ldots t_{p}}$ be such that $f_{q+1}^{2}=$ $f_{q}^{2}-B_{q}$. We can also see that $f_{q}^{1}+B_{q+1}=f_{q+1}^{1}$. Then we have

$$
\begin{aligned}
& f=f_{q}^{1}+B_{q}+f_{q}^{2}-B_{q} \\
& =f_{q \div 1}^{1}+f_{q+1}^{2} \\
& =f_{q+1} .
\end{aligned}
$$

The proof is done by setting $q=\sum_{i=1}^{p} a_{i}-1$.
Proof of Theorem 3.1. We will prove only part (a) while the proof of (b) is similar. Denote by $\pi y_{i}=\prod_{i=1}^{p} y_{i}$ and $\bar{y}=y_{1}, \ldots, y_{p}$ for any finite set $\left\{y_{1}, \ldots, y_{p}\right\}$. Define a set of polynomial functions and truncated polynomial functions $\psi$ by

$$
\begin{equation*}
\psi_{\pi s_{i}, \pi c_{i}}(\bar{x})=\left(\pi c_{i}\right)^{-1} \prod_{i=1}^{p}\left[\left(x_{i}-\delta_{s_{i}}^{i}\right)_{+}^{c_{i}} I\left(s_{i}>0\right)+x_{i}^{c_{i}} I\left(s_{i}=0\right)\right] \tag{5.2}
\end{equation*}
$$

$$
0 \leq c_{i} \leq k, s_{i}=0,1, \ldots, a_{i}, i=1, \ldots, p
$$

The elements in (5.2) is also with number $(k+1)^{p} \prod_{i=1}^{p}\left(a_{i}+1\right)$ and each element of them can be formulated as a linear combination of functions in (1.2). So the proof of this theorem is finished if we can show that the functions $\psi$ of (5.2) are linearly independent. We then finish the proof by showing that any zero linear combination of functions in (5.2) will have zero coefficients. For $t_{i}=-,+, i=1, \ldots, p$, let the partial derivative by

$$
\psi^{\pi c_{i}^{0}}\left(\delta_{s_{1}^{0}}^{t_{1}}, \ldots, \delta_{s_{p}^{0}}^{t_{p}}\right)=\left.\frac{\partial^{\sum_{i=1}^{p} c_{i}^{0}}}{\pi \partial x_{i}^{c_{i}^{0}}} \psi_{\pi s_{i}, \pi c_{i}}(\bar{x})\right|_{x_{i}=\delta_{s_{i}^{0}}^{t_{i}}}, i=1, \ldots, p,
$$

here "+" and "-" represent the "right" and "left" derivative, respectively. We also define linear function $\lambda_{\pi s_{i}^{0}, \pi c_{i}^{0}}$ on $\psi$ by

$$
\begin{equation*}
\lambda_{\pi s_{1}^{0}, \pi c_{i}^{0}}(\psi)=\sum_{t_{p}=-,_{+}} \ldots \sum_{t_{1}=-,+}(-1)^{\sum_{i=1}^{p} \ell\left(t_{i}\right)} \psi^{\pi c_{i}^{0}}\left(\delta_{s_{1}^{0}}^{t_{1}}, \ldots, \delta_{s_{p}^{0}}^{t_{p}}\right), \tag{5.3}
\end{equation*}
$$

where $\ell$ is the binary function defined by $\ell(t)=1$ if $t=+$ and 0 if $t=-$.
If we let

$$
\begin{aligned}
h_{n n}\left(x_{m}\right)= & \sum^{t_{i}=-,+} \text { }(-1)^{\sum_{i \neq m} \ell\left(t_{i}\right)} \psi^{\pi_{i \neq m} c_{i}^{0}}\left(\delta_{s_{1}^{0}}^{t_{1}^{0}}, \ldots, x_{m}, \ldots, \delta_{s_{p}^{0}}^{t_{p}}\right) \\
& i=1, \ldots, p \\
& i \neq m
\end{aligned}
$$

has continuous $c_{m}$ th derivative at $\delta_{s_{m}^{0}}$, then

$$
\lambda_{\pi s_{i}^{0}, \pi c_{1}^{0}}(\psi)=-\left.\frac{\partial^{c_{m}}}{\partial x_{m}^{c_{m}}} h_{n}\left(x_{m}\right)\right|_{x_{m}=\delta_{s_{m}^{0}}^{+}}+\left.\frac{\partial^{c_{m}}}{\partial x_{m}^{c_{m}}} h_{n}\left(x_{m}\right)\right|_{x_{m}=\delta_{s_{m}^{0}}^{-}}=0
$$

With careful inspection, it can be seen that

$$
\lambda_{\pi s_{i}^{0}, \pi c_{i}^{c}}(\psi)=\left\{\begin{array}{c}
1 \text { if } s_{i}^{0}=s_{i}, c_{i}^{0}=c_{i}, i=1, \ldots, p \\
0 \text { otherwise }
\end{array}\right.
$$

This shows that the set $\left\{\psi_{\pi s_{i}, \pi c_{i}}(\bar{x})\right\}$ is linearly independent and then the set of functions in (1.2) is a basis of the space of order $k$ tensor product piecewise polynomials.
Proof of Theorem 3.2. We only prove the case with + function. The functions in (3.1) with $*=+$ and $c_{i}, c_{s}, c_{s_{1}}$ and $c_{s_{2}}=j+1, \ldots, k$ is a subset of the basis of the space of tensor product piecewise polynomials. Denote this set by $D_{j}$. We know that $D_{j}$ is a linearly independent set. It is also obvious that each element in $D_{j}$ is continuous for its $j$-th partial derivative. We then need only to show that these functions in $D_{j}$ forms a generator of smoothness- $j$ tensor product polynomial splines. The proof follows the proof of the linear independence of the set of (3.1) in Theorem 3.1.
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