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Abstract

Recommender systems are techniques that allow companies to develop one-to-one marketing strategies and provide support in con-
necting with customers for e-commerce. There exist various recommendation techniques, including collaborative filtering (CF), content-
based filtering, WRFM-based method, and hybrid methods. The CF method generally utilizes past purchasing preferences to determine
recommendations to a target customer based on the opinions of other similar customers. The WRFM-based method makes recommen-
dations based on weighted customer lifetime value – Recency, Frequency and Monetary. This work proposes to use customer demands
derived from frequently purchased products in each industry as valuable information for making recommendations. Different from con-
ventional CF techniques, this work uses extended preferences derived by combining customer demands and past purchasing preferences
to identify similar customers. Accordingly, this work proposes several hybrid recommendation approaches that combine collaborative
filtering, WRFM-based method, and extended preferences. The proposed approaches further utilize customer demands to adjust the
ranking of recommended products to improve recommendation quality. The experimental results show that the proposed methods per-
form better than several other recommendation methods.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Recommender systems have emerged in e-commerce
applications to support product recommendation (Kim,
Lee, Shaw, Chang, & Nelson, 2001; Schafer, Konstan, &
Riedl, 2001; Zeng, Xing, Zhou, & Zheng, 2004), which pro-
vide individual marketing decisions for each customer.
They assist businesses in implementing one-to-one market-
ing strategies, relying on customer purchase history to
reveal customer preferences and identify products that cus-
tomers may purchase. One-to-one marketing introduces a
fundamental new basis for competition in the marketplace
by enabling organizations to differentiate based on custom-
ers rather than products (Peppers & Rogers, 1993). Schafer
0957-4174/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.
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et al. (2001) presented a detailed taxonomy of e-commerce
recommender systems, and elucidated how they can pro-
vide personalization to establish customer loyalty. Gener-
ally, such systems offer several advantages, including
increasing the probability of cross-selling, establishing cus-
tomer loyalty, and fulfilling customer needs by presenting
products of possible interest to them.

Various recommendation methods have been proposed.
The collaborative filtering (CF) method has been success-
fully used in various applications. It predicts user prefer-
ences for items in a word-of-mouth manner. User
preferences are predicted by considering the opinions (in
the form of preference ratings) of other ‘‘like-minded’’
users. The GroupLens system (Resnick, Iacovou, Suchak,
Bergstrom, & Riedl, 1994) applied the CF method to rec-
ommend Usenet News and movies. Video recommender
(Hill, Stead, Rosenstein, & Furnas, 1995) also used CF to
generate recommendations on movies. Examples of music
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recommender systems are Ringo (Shardanand & Maes,
1995) and MRS (Chen & Chen, 2001). Siteseer Rucker
and Polanco (1997) provided Web page recommendations
based on bookmarks of user’s virtual neighbors, Ama-
zon.com uses collaborative filtering to create books recom-
mendations for customers (Linden, Smith, & York, 2003).
Collaborative filtering requires a user to rate a reasonably
large set of items, or the CF method has difficulty provid-
ing recommendations to novices (new users). Moreover,
the CF method may suffer the sparsity problem, a situation
in which transactional data is sparse and insufficient to
identify similarities in user interests (Sarwar, Karypis,
Konstan, & Riedl, 2000).

Firms increasingly recognize the importance of cus-
tomer lifetime value (CLV) (Berger & Nasr, 1998). Gener-
ally, RFM (Recency, Frequency, and Monetary) method
has been used to measure CLV (Kahan, 1998; Miglautsch,
2000). Identifying CLV or loyalty ranking of customer seg-
ments is important for helping decision-makers target mar-
kets more clearly in fiercely competitive environments.
Additionally, the effect of CLV on recommendations
should be investigated to make more effective marketing
strategies. Recently, a weighted RFM-based CF method
(WRFM-based CF method) (Liu & Shih, 2005b) has been
proposed that integrates analytic hierarchy process (AHP)
(Saaty, 1994) and data mining to recommend products
based on customer lifetime value. This method employs
association rule mining to identify recommendation rules
from customer groups that are clustered according to
weighted RFM values. Their experimental result demon-
strated that the WRFM-based CF method can identify
effective rules for making recommendations to customers
with high lifetime value or loyalty. The WRFM-based
CF method also suffers the sparsity problem.

The content-based filtering (CBF) offers a different
approach to collaborative filtering and provides recom-
mendations by matching customer profiles (e.g., interests)
with content features (e.g., product attributes). Each cus-
tomer profile is derived by analyzing the content features
of products purchased by the customer. The simplest of these
techniques is keyword matching (Claypool, Gokhale, &
Miranda, 1999). Krakotoa Chronicle (Kamba, Bharat, &
Albers, 1995) is an example of such system. However, the
CBF method is limited in not being able to provide seren-
dipitous recommendations, because the recommendation is
based solely on the content features of products purchased
by the customer. Some domains, such as music recommen-
dations, have difficulty analyzing content features of
products.

Several researchers are exploring hybrid methods of
combining CF and CBF methods to smooth out the disad-
vantages of each (Basu, Hirsh, & Cohen, 1998; Claypool
et al., 1999; Good et al., 1999). This work uses customer
demands derived from the frequently purchased products
in each industry as valuable information to integrate the
CF method for making recommendations. Extended pref-
erences derived by combining customer demands and past
purchasing preferences are used to alleviate the sparsity
problem of recommendation. Different from conventional
CF techniques, this work uses extended preferences to
identify similar customers. Accordingly, this work pro-
poses several hybrid recommendation approaches that
combine collaborative filtering, WRFM-based method,
and extended preferences. Moreover, customer demands
are considered in re-ranking recommended products to
improve the quality of recommendation.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews related works on the typical KNN-based CF
method, the WRFM-based method, hybrid works, and
content-based filtering methods. Next, Section 3 outlines
the proposed methods. Section 4 then describes the exper-
imental setup and criteria to evaluate recommendation
quality. Experimental results are also presented to confirm
differences between methods. Finally, Section 5 draws con-
clusions, summarizing the contributions of this work and
outlining areas for further research.
2. Recommendation methods and related works

2.1. Typical KNN-based collaborative filtering

Collaborative recommendation (or collaborative filter-
ing) predicts user preferences on items in a word-of-mouth
manner. Similarity measures between user preference rat-
ings are derived to define the like-mindedness between
users (Breese, Heckerman, & Kadie, 1998). Notably, pref-
erences generally are defined in terms of customer purchas-
ing behavior, namely, purchased/non-purchased (binary
choice) of shopping basket data, or taste, namely, prefer-
ence rating on product items. This work focused on prod-
uct recommendation of retail transaction data that
contains binary choice of shopping basket data.

A typical KNN-based collaborative filtering (CF)
method (Resnick et al., 1994; Shardanand & Maes, 1995)
employs nearest-neighbor algorithm to recommend prod-
ucts to a target customer u based on the preferences of
neighbors, that is, those customers having similar prefer-
ences as customer u. The typical KNN-based CF method
is detailed as follows (Sarwar et al., 2000). Customer pref-
erences, namely, customer purchase history, are repre-
sented as a customer-item matrix R such that,rij is one if
the ith customer had purchased the jth product, and is zero
otherwise. The similarity among customers can be mea-
sured in various ways.

A common method is to compute the Pearson correla-
tion coefficient defined as Eq. (1):

corrP ðci; cjÞ ¼
P

s2Iðrci;s � �rciÞðrcj;s � �rcjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
s2Iðrci ;s � �rciÞ

2P
s2Iðrcj;s � �rcjÞ

2
q ð1Þ

The notations �rci and �rcj denote the average number of
products purchased by customers ci and cj, respec-
tively. Moreover, the variable I denotes the set of products.
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Additionally, the rci;s and rcj;s indicate whether customers ci

and cj purchased product item s.
Customers are ranked by their similarity measures in

relation to the target customer u, as determined using the
Pearson correlation coefficient. The k most similar (highest
ranked) customers are selected as the k-nearest neighbors
of customer u. Finally, the top-N recommended products
are determined from the k-nearest neighbors of u, as fol-
lows. The frequency count of products is calculated by
scanning the purchase data of the k-nearest neighbors.
The products then are sorted based on frequency count.
The N most frequent products that have not yet been pur-
chased by target customer u are selected as the top-N
recommendations.
2.2. Weighted RFM-based CF method

This method (Liu & Shih, 2005b) primarily integrated
AHP, clustering, and association rule mining techniques
for product recommendation. It employs the AHP to
evaluate the weighting (relative importance) of each
RFM variable, and specifically asks decision-makers to
make intuitive judgments about ranking ordering to make
pairwise comparisons. The RFM values of each customer
are normalized as follows. The profit form, x 0 = (x � xS)/
(xL � xS),was used to normalize the F (frequency) and M

(monetary) values, since F and M positively influenced
CLV or loyalty. The cost form, x 0 = (xL � x)/(xL � xS),
was used to normalize the R value, since it negatively
impacted CLV. x 0 represented the normalized and original
R (F, M) values, while xL and xS represented the largest
and smallest R (F, M) value of all customers. The normal-
ized RFM values of each customer are then multiplied by
the relative importance of RFM variables, wR, wF and
wM, which are determined by the AHP. The similarity
among customers is measured by computing the Pearson
correlation coefficient based on the weighted RFM values
of customers, defined as Eq. (2):

corrWRFMðci;cjÞ

¼
P

s2V ðWRFMci;s�WRFMciÞðWRFMcj;s�WRFMcjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
s2V ðWRFMci;s�WRFMciÞ

2P
s2V ðWRFMcj;s�WRFMcjÞ

2
q

ð2Þ

In Eq. (2), WRFMci and WRFMcj are the average weighted
RFM (WRFM) value of customer ci and cj, respectively.
The variable V denotes the set of RFM variables. The vari-
ables WRFMci;s and WRFMcj;s indicate the weighted value R

(F or M) of customer ci and cj, respectively.
K-means clustering is employed to group customers with

similar lifetime value or loyalty based on weighted RFM.
Association rule based recommendation (Sarwar et al.,
2000) is then employed to recommend product items for
each customer group as follows. Association rule mining
is used to extract the recommendation rule set RSj from
transactions associated with each cluster, rather than from
all customer transactions. The cluster Cj to which a cus-
tomer, u, belongs is first identified. Then, RSj, the recom-
mendation rule set extracted from Cj is used to select the
top-N candidate products to be recommended to customer
u. Let Xu represent the set of products previously pur-
chased by customer u. For each recommendation rule
X) Y in RSj, if X � Xu, then all products in Y � Xu are
candidate products for recommendation to customer u.
Each candidate product is associated with the confidence
value of the corresponding recommendation rule. The can-
didate products are sorted by associated confidence value,
where the N highest ranked candidate products are selected
as the recommendation set.

2.3. Preference-based CF method

Preference-based CF method is similar to the WRFM-
based CF method, except that clustering is performed
based on purchase preferences. The method first constructs
a customer-item matrix R such that, rij is one if the ith cus-
tomer purchased the jth product, and is zero otherwise.
The Pearson correlation coefficient (Eq. (2)) is used to
compute the similarity of preference among customers.
K-means clustering is then employed to group customers
with similar purchase preferences. Finally, association rule
mining is used to extract recommendation rules from each
customer group. Candidate products for recommendation
are selected and ranked based on the recommendation
rules, as described in Section 2.2.

2.4. Combining WRFM-based method and preference-based
CF method

The core concept of the WRFM-based CF method is to
group customers based on weighted RFM (CLV), and then
extract recommendation rules from each customer group.
Furthermore, the preference-based CF is similar to the
WRFM-based method except that the preference-based
method groups customers by purchase preferences. The
two methods consider either CLV or purchase preferences
separately. A hybrid method that groups customers by con-
sidering both the WRFM values and purchase preferences
can improve the quality of recommendations (Liu & Shih,
2005a). The hybrid method is named WRFMCP method in
this paper. The WRFMCP method conducts association
rule based recommendations by extracting recommenda-
tion rules from customer groups clustered according to
the weighted combination of the WRFM values and pur-
chase preferences.

2.5. Hybrid works

The success of collaborative filtering relies on the avail-
ability of a sufficiently large set of quality preference
ratings provided by users. In practice, users may be reluctant
to provide preference ratings; at least it is hard when they
first register onto the system. Accordingly, providing accu-
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rate recommendations under sparse data conditions (few
preference ratings) is a primary challenge for collaborative
filtering (Konstan et al., 1997). Finding users with similar
preferences is difficult, if the user-rating matrix is very
sparse, causing the sparsity problem for the CF method.

Hybrid approaches have been proposed to overcome
drawbacks of the CF and CBF methods. They combine
content-based filtering and collaborative filtering to
improve recommendation accuracy. Two such approaches,
the weighted model and the meta-level model, had been
proposed that used different strategies to combine con-
tent-based and collaborative filtering (Burke, 2002; Li
et al., 2003). The weighted model used linear combinations
of prediction results of collaborative and content-based fil-
tering. For example, the method was applied to recom-
mend news in an online newspaper (Chen & Chen, 2001),
using an adaptive weighted average to combine content-
based and collaborative filtering predictions.

The meta-level model employed a sequential combina-
tion of collaborative and content-based filtering, where
the output generated by content-based filtering is used as
the input of collaborative filtering (Burke, 2002). The
sequential combination is to combine two matrices concur-
rently via different weightings based on the spirit of hybrid
methods to improve the recommendation accuracy, respec-
tively. The user profile contains user preferences of each
product features (describing the user’s interests). Similarity
measures between user profiles and product profiles (fea-
tures of product items) are then derived to predict users’
preference ratings on unrated product items.

This process aims to convert a sparse user-rating matrix
into a dense user-rating matrix. Collaborative filtering then
uses the dense matrix to provide recommendations. For
instance, Melville, Moony, and Nagarajan (2002) presented
a content-boosted collaborative filtering (CBCF) approach
for movie recommendations, where pseudo user-ratings are
derived by combining users’ actual ratings and content-
based predictions on unrated items. Then, the method per-
forms collaborative filtering based on this dense matrix.

3. Proposed recommendation methods

Section 3.1 describes the derivation of customer
demands in each industry. Furthermore, the derivation of
extended preferences by combining purchase preferences
and customer demands are introduced in Section 3.2. The
proposed hybrid methods that combine CF, WRFM
method and valuable customer demands/extended prefer-
ences to make recommendations are detailed in Sections
3.3 and 3.4, respectively.

3.1. Customers demands

CBF methods make recommendations by analyzing the
descriptions (features) of the items that users rated to
derive user profiles. Sometimes the descriptions of items
are not easy to obtain. For example, it may be difficult to
extract features of music. Customer demands for each
industry are used as valuable information in this work.
Most customers belonging to the same industry tend to
have similar demands for some products. These demands
are determined by simple statistics that calculate the fre-
quency count of each product item purchased by customers
in each industry. If the frequency count of a product item
purchased in an industry is greater than a given threshold
h, then customers in such industry tend to have a demand
for the item. Content-based recommendations generally
deal with new items unseen by others (Balabanovic & Sho-
ham, 1997). However, because this work was limited to
extracting product features from a specific data set, it could
not address new items. But the problem of new customers
can still be solved. The system will know the industry of a
new customer ahead of time, so when he/she wants to buy
products, it can recommend products to him/her. The ele-
ment rij of a customer-demand matrix CD represents
whether the ith customer tends to have a demand for the
jth product. If the ith customer tends to have a demand
for the jth product, i.e., the frequency count of the jth prod-
uct purchased in ith customer’s industry is greater than h,
rij is 1; otherwise it is 0. The similarity of customer demands
(Corrcd) among customers can also be measured by com-
puting the Pearson correlation coefficient.

3.2. Customers’ extended preferences

In a real domain, customers may purchase very few
product items and thus the customer-item matrix R is gen-
erally sparse. But the fact that a customer has not bought a
product does not imply that the customer does not need or
is not interested in that product. Therefore, this work
proposed a denser matrix based on the spirit of hybrid
methods that use sequential combination to improve the
recommendations accuracy. Limited to available content
information, in which product features are not pro-
vided in the data set, customer demands are integrated with
purchase preferences to reduce the sparsity of customer-
item matrix R. Herein, the denser matrix is named
the extended-preference matrix, EP. The element rij of the
extended-preferences matrix EP represents whether the
ith customer had purchased or tend to have the demand
for the jth product. If the ith customer tends to have a
demand for or had purchased the jth product, rij is 1; other-
wise it is 0. The similarity of extended preferences (Correp)
among customers can also be measured by computing the
Pearson correlation coefficient.

3.3. Combining WRFM and customer demands

The WRFM-method (Liu & Shih, 2005b) effectively
identifies recommendation rules for customers with high
lifetime value or loyalty. However, as described previously,
the method belongs to collaborative filtering and suffers the
drawbacks of CF methods. Accordingly, this work pro-
poses a hybrid method combining WRFM-based CF and
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Fig. 1. WRFMCD method for product recommendation.

Table 1
RFM values for each customer

Customer
no.

Recency
(days)

Frequency Monetary (NT.
Dollars)

1260003 159 87 313,763
1260006 135 44 146,444
1260009 111 379 1,426,665
. . . . . . . . . . . .

1300050 256 1 7700

354 Y.-Y. Shih, D.-R. Liu / Expert Systems with Applications 35 (2008) 350–360
customer demands, termed WRFMCD. Fig. 1 illustrates
the WRFMCD method.

The WRFMCD method first establishes a customer-
WRFM and a customer-demand matrix. Then, the
WRFM-based and the customer-demand correlation coef-
ficients are computed using the Pearson correlation coeffi-
cient, respectively. Subsequently, K-means clustering is
used to group customers with similar CLV and customer
demands based on weighted correlation coefficients.
Finally, the association rule mining approach is applied
to extract recommendation rules from each group derived
from K-means clustering. Candidate products are sorted
by their associated confidence values, and the top-N high-
est ranked candidate products are recommended to users.
The following subsections detail the WRFMCD method.
3.3.1. Data preparing

A data set is used to elucidate the proposed methodol-
ogy. The case concerns a hardware retailing company that
manufactures wheels, casters, platforms and hand trucks
for industrial, medical, hospital and institutional use. Its
decision-makers must target customer groups and develop
market strategies to satisfy customer needs and thereby
increase the market share of the company. Two years of
data on purchase transactions and approximately 70,000
records have been collected. For each customer, a customer
transaction is created to record all products previously pur-
chased. Customers purchased an average of 34 product
items. The data set is preprocessed to extract customer
transactions. Unreasonable records such as those of cus-
tomers who have a non-zero amount of purchases but have
never made any transactions are also removed. In this
study, 895 customer transactions are extracted from the
database. RFM values of customer transactions are
extracted to measure the customers’ CLV. Table 1 shows
some CLV expresses in terms of RFM.

3.3.2. Grouping customers with similar CLV and customer’s

demands by K-means
This method clusters customers by integrating their

CLV and customer demands (refer to Section 3.1). Cus-
tomer demands are determined by simple statistics that cal-
culate the frequency count of each product item purchased
by customers in each industry. Customers who belong to
the same industry tend to have similar demands for prod-
ucts. This work begins by establishing the customer-
WRFM matrix and customer-demand matrix. The RFM
value is normalized and then multiplied by the relative
importance of the RFM variables. Eq. (2) is used to com-
pute the WRFM-based Pearson correlation coefficient,
corrWRFM, while Eq. (1) is used to compute the cus-
tomer-demand based correlation coefficient, corrcd. The
integrated correlation coefficient is then derived according
to Eq. (3):

CorrWRFMCDðci; cjÞ ¼wWRFM � corrWRFMðci; cjÞ
þ wcd � corrcdðci; cjÞ ð3Þ

wWRFM and wcd represent the relative importance (weights)
of the CLV elements and customer demands, respectively.
If wWRFM = 0, customer demands are used for recommen-
dations; if wWRFM = 1, the method becomes a WRFM-
based CF method.

K-means technique is employed to cluster customers
according to the integrated correlation coefficients. In gen-
eral, a coefficient between the centroid cj of a cluster and a
customer ci is measured using Eq. (3). The centroid is rep-
resented by both the average WRFM values and the aver-
age customer demands of the customers in the cluster.
Customers are assigned to a cluster with a maximum inte-
grated correlation coefficient. The weights of parameters
wWRFM and wcd are used to yield an integrated correlation
coefficient. The proper weighting values of wWRFM and wcd

can be determined by performing analytical experiments to
evaluate the quality of recommendations under different
weight combination (for example, wWRFM equals 0.8 and
wcd equals 0.2).

3.3.3. Recommendation phase
Association rule mining is used to extract a set of recom-

mendation rules from the transactions associated with each
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cluster, which is generated by grouping customers accord-
ing to the weighted correlation coefficients of CLV and cus-
tomer demands. The set of recommendation rules extracted
from cluster Cj is then used to select the top-N candidate
products to be recommended to customer u. Notably, the
candidate products are ranked according to the associated
confidence values, as described in Section 2.2. Here, cus-
tomer demands can also be used as a factor to design an
adjusted recommendation method, termed the adjusted

WRFMCD (A-WRFMCD) method. Candidate products
are re-ranked according to their recommendation values
derived by multiplying their associated confidence values
with the degree of customer demands on products. The rec-
ommendation value of a candidate product b, R(b), is equal
to Pr(bja) multiplied by db, the degree of customer demand
on product b. Pr(bja) is the confidence value, i.e., the prob-
ability of buying b given a. The resulting formula is

RðbÞ ¼ P rðb j aÞ � db

Preliminary experimental results show that the recommen-
dation quality improves by setting db = 1, if the customer
tends to have the demand for product b; db = 0.5, other-
wise. The recommended product item matching customer
demands thus gains high priority in ranking among candi-
date products.
3.4. Combining WRFM and extended preferences

The WRFMCD method combines customer lifetime
value and customer demands to recommend products to
customers, but does not consider customer purchase prefer-
ences. This work proposes another hybrid method, namely
the WRFMEP method, by which customers are clustered
by integrating the dimensions of customer lifetime value
and extended preferences. This method adopts relative
weighting to adjust the importance of customer lifetime
value and extended preferences in clustering. The associa-
tion rule mining approach is then applied to extract recom-
mendation rules from each group derived by K-means
clustering. Fig. 2 illustrates the WRFMEP method.
3.4.1. Grouping customers with similar CLV and extended

preferences by K-means

A customer-WRFM matrix and the extended-prefer-
ences matrix are first established in this method. Customer
RFM values are normalized and then multiplied by the rel-
ative importance of the RFM variables. The integrated cor-
relation coefficient is then derived according to Eq. (4):

CorrWRFMEPðci; cjÞ ¼wWRFM � corrWRFMðci; cjÞ
þ wep � correpðci; cjÞ ð4Þ

The K-means technique uses integrated correlation coeffi-
cients to cluster customers. Generally, such a coefficient be-
tween the centroid cj of a cluster and the customer ci is
measured by Eq. (4). The centroid here is represented by
both the average WRFM values and the average extended
preferences of customers in the cluster. Customers are as-
signed to a cluster with a maximum integrated correlation
coefficient. The weights of parameters wWRFM and wep are
used to yield an integrated correlation coefficient. The
proper weighting values of wWRFM and wep can be deter-
mined by performing analytical experiments to evaluate
the quality of recommendations under different weight
combinations (for example, wWRFM equals 0.8 and wep

equals 0.2). If wWRFM = 0, the method is termed the CFEP
method, which combines the preference-based CF method
and extended preferences for making recommendations. If
wWRFM = 1, the method becomes the WRFM-based CF
method.
3.4.2. Recommendation phase

Association rule mining extracts a set of recommenda-
tion rules from transactions associated with each cluster.
A cluster is generated by grouping customers according
to the weighted correlation coefficient of CLV and
extended preferences. We begin by identifying cluster Cj

to which a customer, u belongs. Next, the set of recommen-
dation rules extracted from Cj is used to select the top-N
candidate products to be recommended to customer u.
Similar to the A-WRFMCD method, the adjusted

WRFMEP (A-WRFMEP) method uses customer demands
to adjust and re-rank candidate recommended products (as
described in Section 3.3.3).
3.5. Summary

A figure of proposed methods combining various
sources is shown in Fig. 3. A WRFMCD method consid-
ered different weights of RFM and customer demands for
product recommendation is introduced in Section 3.3.
A CFEP method combines the customer preferences and
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customer demands for making recommendation is intro-
duced in Section 4.1. The WRFMEP integrated the dimen-
sions of WRFM and extended preferences is detailed in
Section 3.4. Finally, customer demands is used as a factor
to design adjusted recommendation methods, termed the
adjusted WRFMCD (A-WRFMCD), the adjusted CFEP
(A-CFEP) and adjusted WRFMEP (A-WRFMEP),
respectively.

4. Experimental evaluation

In order to clarify all methods used in this paper, we
summarized all acronyms in Table 2.

4.1. Experimental setup

The proposed methods, WRFMCD (see Section 3.3)
and WRFMEP (see Section 3.4) are compared with several
other methods, including WRFM-based, preference-based
CF methods. Shih et al. (2005) implemented a CFEP (col-
laborative filtering based on extended preferences) method,
which combines the preference-based CF method and cus-
tomer demands for making recommendations. The CFEP
method first establishes an extended-preference matrix
(see Section 3.2). Second, customers are grouped according
to similarity measures derived from extended preferences.
The association rule mining technique is then employed
to extract recommendation rules from each group. Addi-
tionally, this work implements an EP-based k-NN method
to make recommendations. The EP-based k-NN method
employs nearest neighbor to recommend products to a tar-
get customer based on those customers having similar
extended preferences. Accordingly, the CFEP and EP-
based k-NN are also compared with the proposed methods.
WRFM
Customer 
Demands

Customer 
Preferences

Customer demands is used as a factor to
design an adjusted recommendation metho

A-WRFMCD A-CFEP

CFEP

WRFMCD

Extended
Preferences

Fig. 3. Proposed methods co
WRFMCD, WRFMEP, and CFEP are compared with
A-WRFMCD (Section 3.3.3), A-WRFMEP (Section
3.4.2) and A-CFEP to confirm the usefulness of re-ranking
candidate products based on customer demands. Similar to
the A-WRFMCD and A-WRFMEP methods, the adjusted
CFEP (A-CFEP) method also uses customer demands to
adjust and re-rank candidate recommended products. Most
hybrid works use CBF to reduce the sparsity problem so as
to enhance the CF method. The proposed hybrid methods
integrate customer demands and purchase preferences to
derive extended preferences and further improve recom-
mendation accuracy. To verify that methods based on
extended preferences not only improve the overall quality
of recommendation, but are also useful in alleviating spar-
sity problems for customers making few purchases, this
work conducts experiments to evaluate whether methods
that consider extended preferences are better than those
that do not consider extended preferences.

The hardware retailing data set was divided into a 75%
training set and a 25% testing set. The training set included
product items purchased by customers in a specified period
and was used to extract recommendation rules by associa-
tion rule mining. Moreover, a preliminary analytical exper-
iment was conducted to determine the proper weighting of
wcd and wep in WRFMCD and WRFMEP methods,
respectively. The training set was used as the analytical
data set in the preliminary analytical experiment, where
65% of the data set was used for deriving recommendation
rules and 10% for analyzing recommendation quality. The
minimum confidence level was set to 0.8 and the minimum
support to 0.1. Identifying all frequent itemsets was diffi-
cult, since the average number of product items purchased
by customers is 34. Hence, association rule mining explored
only frequent itemsets with sizes less than or equal to three.
WRFM

d

A-WRFMEP

WRFMEP

:Sources

:Method

:Adjust variable

mbining various sources.



Table 2
Listing of terms and acronyms

Terms Acronyms

Content-based filtering CBF
Customer demands CD
Collaborative filtering CF
Extended preferences EP
Customer lifetime value CLV
Weighted RFM-based CF method WRFM-based CF method
A hybrid method combining

WRFM-based CF and customer
demands

WRFMCD

Adjusted WRFMCD A-WRFMCD
Collaborative filtering based on

extended preferences
CFEP

Adjusted CFEP A-CFEP
A hybrid method combining WRFM-based

CF and extended preferences
WRFMEP

Adjusted WRFMEP A-WRFMEP
A hybrid method combining WRFM-based

CF and customer preferences
WRFMCP

EP-based by K-means method EP-based KNN
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Testing data were used to verify recommendation quality
of the various methods.

4.2. Experimental metrics

Two metrics, precision and recall, are commonly used to
measure the quality of a recommendation. These are also
used measures in information retrieval (Salton & McGill,
1983; van Rijsbergen, 1979). Product items can be classified
into products that customers are interested in purchasing,
and those that they are not interested in purchasing. A rec-
ommendation method may recommend interesting or unin-
teresting products. The recall-metric indicated the
effectiveness of a method for locating interesting products.
The precision-metric represented the extent to which the
product items recommended by a method really are inter-
esting to customers.

Recall is the fraction of interesting product items that
can be located:

Recall ¼ number of correctly recommended items

number of interesting items

Precision is the fraction of recommended products (pre-
dicted to be interesting) that are really found to be
interesting:

Precision ¼ number of correctly recommended items

number of recommended items

Items interesting to customer u were those products pur-
chased by u in the test set. Correctly recommended items
were those that match interesting items. However, increas-
ing the number of recommended items tended to reduce the
precision and increase the recall. An F1-metric (Sarwar
et al., 2000) could be used to balance the trade-off between
precision and recall. F1 metric assigned equal weight to
precision and recall and was given by
F1 ¼ 2� recall� precision
recallþ precision

Each metric was computed for each customer, and the aver-
age value computed for each cluster, as well as the overall
average (over all customers) as measures of the quality of
the recommendation.

4.3. Experimental results

4.3.1. Evaluation of WRFMCD method

The WRFMCD method considered different weightings
on the dimensions of CLV and customer demands. The
analytical experiment used the training set as the analytical
data set (65%) to derive recommendation rules and 10% to
determine the proper weightings, wWRFM and wcd

(wcd = 1 � wWRFM). Candidate products were sorted by
associated confidence value, where the top-N highest
ranked candidate products were selected as the recommen-
dation set. Accordingly, the WRFMCD method achieved
the best recommendation quality when wWRFM = 0.3 and
wcd = 0.7. Based on the analytical results, Table 3 summa-
rizes the experimental results of the WRFMCD and
A-WRFMCD methods on the testing set (25% data set)
by setting wWRFM = 0.3 and wcd = 0.7 to derive top-N rec-
ommendations. Overall, the analytical results suggest that
the A-WRFMCD method is better than the WRFMCD
method.

4.3.2. Evaluation of WRFMEP method

The WRFMEP method considered different weightings
on the dimensions of CLV and extended preferences. The
analytical experiment used the training set as the analytical
data set (65%) to derive recommendation rules and 10% to
determine the proper weightings, wWRFM and wep

(wep = 1 � wWRFM). If the wWRFM = 0, the method is
CFEP; otherwise, the method is the WRFM-based CF
method. Candidate products were sorted by associated
confidence value, where the top-20 highest ranked candi-
date products were selected as the recommendation set.
The analytical result is shown in the left-hand side of Table
4. The WRFMEP method achieved the best recommenda-
tion quality when wWRFM = 0.3 and wep = 0.7. The right-
hand side of Table 4 shows the analytical result of
A-WRFMEP. Overall, when wep > wWRFM, the F1 metric
of WRFMEP method exceeds that obtained using the
WRFM-based CF (wep = 0; wWRFM = 1) and CFEP meth-
ods (wep = 1; wWRFM = 0). The A-WRFMEP method also
outperformed the WRFMEP method. Based on the analyt-
ical results, further experiments (Sections 4.3.3–4.3.5) were
conducted to evaluate the WRFMEP method by setting
wWRFM = 0.3 and wep = 0.7.

4.3.3. Verifying the importance of extended preferences

Experiments were conducted to compare the EP-based
k-NN, WRFMEP, and CFEP with the KNN-based,
WRFM-based CF and preference-based CF methods to



Table 3
Analytical results of WRFMCD method under different N (top-N)

Top-N WRFMCD method A-WRFMCD method

Precision Recall F1-metric Precision Recall F1-metric

Top-4 0.323 0.327 0.312 0.324 0.331 0.314
Top-10 0.447 0.639 0.516 0.453 0.658 0.528
Top-20 0.453 0.647 0.522 0.467 0.672 0.539
Top-30 0.451 0.648 0.521 0.459 0.664 0.528
Top-40 0.415 0.626 0.488 0.418 0.638 0.494
Top-50 0.412 0.624 0.483 0.417 0.628 0.489
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verify the importance of extended preferences. Moreover,
the WRFMEP method was also compared with the
WRFM-based CF, WRFMCP, and WRFMCD methods.
The training set (75%) included product items purchased
by customers during a specified period and was used to
extract recommendation rules by association rule mining.
The analytical data set (25% data set) was used verify the
quality of the recommendations. Methods were compared
by varying N, the number of recommended items.

Table 5 summarizes the recommendation quality
obtained using these various methods. From the experi-
mental results, the F1-metrics of CFEP exceed those of
the preference-based CF method. Moreover, the F1-met-
rics of WRFMEP exceed those of the WRFM-based CF
method, as well as the WRFMCP and WRFMCD meth-
ods. EP-based k-NN also provides better recommendations
than the KNN-based method. Generally, the performance
ranking of these methods with extended preferences is
WRFMEP � CFEP � EP-based k-NN method; while the
ranking of these methods without extended preferences is
WRFMCP method �WRFM-based CF method � prefer-
ence-based CF method � KNN-based method. This rank-
ing implies that extended preferences, which are derived
by combining customer demands and purchase preferences,
are useful for improving the quality of recommendation.
4.3.4. Verifying the importance of re-ranking candidate

products

Experiments were conducted to compare various meth-
ods using the 75% training set and the 25% testing set to
Table 4
Analytical results of WRFMEP method (top-20)

WWRFM WRFMEP method

Precision Recall F1-metr

0 0.413 0.621 0.507
0.1 0.448 0.662 0.528
0.2 0.451 0.665 0.532
0.3 0.457 0.669 0.533
0.4 0.457 0.667 0.533
0.5 0.457 0.664 0.531
0.6 0.453 0.664 0.528
0.7 0.452 0.664 0.527
0.8 0.448 0.658 0.522
0.9 0.442 0.654 0.518
1 0.436 0.647 0.511
verify the proposed adjusting approaches via varying the
N, the number of recommendation items. Table 6 shows
the F1-metrics of various methods under different top-N
recommendations. Generally, the F1-metrics of both
adjusting methods exceed those methods without re-rank-
ing candidate products. Re-ranking candidate products
according to customer demands offers a promising
approach for improving recommendation accuracy.
4.3.5. Experiments on customers who purchase few product
items

Previous experiments focused on confirming the overall
recommendation accuracy, but did not consider sparse
problems. Accordingly, experiments were conducted to
compare various methods for those users who purchased
product items not exceeding 5, 10 and 15 items from the
75% training set. The numbers of such customers were
73, 161 and 260, respectively.

Table 7 lists the experimental results displaying a trend
similar to those of experiments involving all customers.
The F1 metrics of methods with extended preferences
exceed those of methods without considering extended
preferences. CFEP outperformed the typical CF method.
EP-based k-NN performed better than the KNN-based
method. Furthermore, WRFMEP outperformed the
WRFMCP, WRFMCD and WRFM-based methods. The
result implies that the proposed hybrid method improves
the overall quality of recommendation. Additionally, mak-
ing recommendations for customers who purchased few
product items based on extended preferences is better than
A-WRFMEP method

ic Precision Recall F1-metric

0.432 0.652 0.514
0.474 0.675 0.542
0.473 0.675 0.542
0.474 0.677 0.543
0.474 0.677 0.543
0.474 0.675 0.541
0.469 0.674 0.540
0.465 0.675 0.539
0.460 0.673 0.535
0.459 0.669 0.533
0.452 0.663 0.531



Table 5
Analytical results of various methods to verify the importance of extended preferences

Top-N Preference-based CF
method

CFEP WRFM-based CF
method

WRFMCD WRFMCP WRFMEP KNN-based
(k = 100)

EP-based k-NN
(k = 100)

Top-4 0.335 0.294 0.333 0.312 0.342 0.323 0.286 0.298
Top-10 0.476 0.497 0.499 0.516 0.486 0.497 0.487 0.490
Top-20 0.518 0.518 0.524 0.522 0.533 0.535 0.515 0.515
Top-30 0.502 0.525 0.504 0.521 0.525 0.533 0.498 0.518
Top-40 0.496 0.500 0.484 0.488 0.496 0.513 0.467 0.482
Top-50 0.473 0.495 0.477 0.483 0.489 0.505 0.422 0.467

Table 6
F1-metrics of various methods under different N (top-N)

Methods WRFMCD A-WRFMCD WRFMEP A-WRFMEP CFEP A-CFEP

Top-4 0.312 0.314 0.323 0.294 0.294 0.319
Top-10 0.516 0.528 0.497 0.508 0.497 0.506
Top-20 0.522 0.539 0.535 0.543 0.518 0.524
Top-30 0.521 0.528 0.533 0.542 0.525 0.527
Top-40 0.488 0.494 0.513 0.522 0.500 0.507
Top-50 0.483 0.489 0.505 0.512 0.495 0.496

Table 7
Experimental results of various methods for customers with few purchases

Purchased items 6 5 (73) Purchased items 6 10 (161) Purchased items 6 15 (260)

Top-10 Top-20 Top-30 Top-10 Top-20 Top-30 Top-10 Top-20 Top-30

Preference-based CF 0.3524 0.3858 0.3852 0.3655 0.3632 0.3667 0.3643 0.3637 0.3612
CFEP 0.3718 0.3861 0.3714 0.3824 0.3856 0.3807 0.4151 0.3935 0.3912
KNN-based 0.3438 0.3506 0.3201 0.3502 0.3721 0.3286 0.3523 0.3608 0.3200
EP-based KNN 0.3615 0.3688 0.3239 0.3859 0.3817 0.3306 0.4293 0.3688 0.3239
WRFM-based 0.3712 0.3618 0.3540 0.3856 0.3746 0.3729 0.4214 0.3884 0.3805
WRFMCD 0.3945 0.3914 0.3857 0.4112 0.3969 0.3835 0.4243 0.4064 0.3893
WRFMCP 0.3715 0.3662 0.3547 0.3913 0.3841 0.3803 0.4221 0.4022 0.3814
WRFMEP 0.4042 0.3935 0.3882 0.4197 0.4025 0.3881 0.4273 0.4086 0.3930
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those methods without considering extended preferences.
Generally, the quality of recommendation improves as
the number of purchased items increases.

5. Conclusions

The collaborative filtering method has been successfully
used in a number of applications, but suffers several limita-
tions. This work uses customer demands derived from fre-
quently purchased products in each industry to integrate
with the CF method to make recommendations. This work
also combines customer demands and past purchase prefer-
ences to reduce the sparsity of customer-item matrix and
further improves recommendation accuracy. Customer
demands are included as a factor in re-ranking candidate
products to provide recommendations. Several experiments
were conducted to compare the effectiveness between vari-
ous methods.

According to the experimental results, generally, the
performance ranking of those methods with extended pref-
erences is WRFMEP � CFEP � EP-based k-NN method;
while the ranking of those methods without considering
extended preferences is WRFMCP method �WRFM-
based CF method � preference-based CF meth-
od � KNN-based method. This ranking implies that
extended preferences, derived by combining customer
demands and purchase preferences, are useful for improved
recommendation quality. Furthermore, re-ranking candi-
date products according to customer demands offers a
promising approach to improve recommendation accuracy.
Finally, the experimental results show that the proposed
hybrid methods not only improve the overall quality of rec-
ommendation, but also can be extended to recommend
product items to customers who purchased few product
items based on extended preferences. In general, the quality
of recommendation improves as the number of purchased
items increases.

Future works will address three themes. First, the pro-
posed approach was evaluated experimentally using a data
set obtained from a hardware retailer. Further studies are
needed to evaluate the application of the proposed
approach to other application domains. Second, the pres-
ent work focused on product recommendation of retail
transaction data which contains binary choice of shopping
basket data; the customer preference is represented as one,
if the customer purchased the product; and zero, otherwise.
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Further investigation is needed to evaluate the effectiveness
of the proposed methods for data sets with non-binary
preference ratings. Finally, owing to the limitations of
available content information of the data set concerned,
this work could not address new and unseen items. Further
studies are required to verify the proposed methods on
other real cases that can support more content
information.
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