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Abstract—In this paper, an intelligent automated lane-keeping
system is proposed and implemented on our vehicle platform,
i.e., TAIWAN :TS-1. This system challenges the online integrating
heterogeneous systems such as a real-time vision system, a lat-
eral controller, in-vehicle sensors, and a steering wheel actuating
motor. The implemented vision system detects the lane markings
ahead of the vehicle, regardless of the varieties in road appear-
ance, and determines the desired trajectory based on the relative
positions of the vehicle with respect to the center of the road. To
achieve more humanlike driving behavior such as smooth turning,
particularly at high levels of speed, a fuzzy gain scheduling (FGS)
strategy is introduced to compensate for the feedback controller
for appropriately adapting to the SW command. Instead of man-
ual tuning by trial and error, the methodology of FGS is designed
to ensure that the closed-loop system can satisfy the crossover
model principle. The proposed integrated system is examined on
the standard testing road at the Automotive Research and Testing
Center (ARTC)' and extraurban highways.

Index Terms—Automated steering control, crossover principle
model, fuzzy gain scheduling (FGS), lane keeping, lateral vehicle
control, vision system.

NOMENCLATURE

Fyfand Fy, Lateral forces of front and rear tires,
respectively.

Cy and C, Cornering stiffness of the front and rear tires,
respectively.

ay and o, Slip angle of the front and rear tires,
respectively.

M Mass of the vehicle.

I, Inertia moment around the center of gravity
(CG) of the vehicle.
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a and b Distance from the front and rear tires to the CG,
respectively.

Vg Forward velocity of the vehicle.

Vy Lateral velocity in the CG of the vehicle.

n Yaw rate in the CG of the vehicle.

) Steering wheel (SW) angle.

df Front-wheel angle of the vehicle.

Tsr Steering ratio between the SW and front wheel.

Gy Lateral acceleration in the CG of the vehicle.

x, Yy, and z Point in global coordinates X -, Y-, and Z-axis,
respectively.

u; and v; Horizontal and vertical axes on the image plane.

f Focal length of the charge-coupled device
(CCD) camera.

H Height from the ground of the CCD camera that
was settled on the vehicle.

k Curvature of the road trajectory model.

myg Tangent function of the vehicle heading angle,
relative to the road tangent.

bo Lateral offset of the road trajectory model.

me Inclination of the road.

w Lane width in world space.

My Width of lane marking in global coordinates.

m; Width of lane marking on the image plane.

Ly Look-ahead distance for previewed navigation.

YLd Lateral offset to the road centerline at a look-
ahead distance L.

€Ld Angle between the tangent to the road and the
vehicle axis at a look-ahead distance L.

PLd Road curvature at a look-ahead distance L.

z State vector of vehicle dynamics.
Vehicle linear model matrices.
Full-state feedback control.

T Transport lag of controlling input.

I, and I, Identity matrices with dimensions n =4 and
m = 1, respectively.

A Tuning gain of the ith fuzzy rule.

Agg Inferred gain of fuzzy gain scheduling (FGS).

i ith rule strength of FGS.

I. INTRODUCTION

UTOMATED vehicles and highways can improve trans-
portation systems. Studies have shown that human error
is responsible for over 90% of highway accidents [1]. Vehicle
sensing and handling techniques have heavily been integrated
into driving assistance systems to improve safety, reduce emis-
sions and fuel consumption, and increase the traffic capacity of
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existing highways. Due to these potential benefits, research on
vehicle automation has been ongoing for decades [2]. Among
these, research on automated driving control for lane keeping
has been ongoing since the early 1990s.

The Partners for Advanced Transit and Highways program
is an infrastructure-based approach that is implemented on a
reference/sensing highway system; it involves discrete mag-
netic markers that are embedded in the roadway, forming a
predetermined path, and a magnetometer that is mounted in
front of the experimental vehicles. These systems can perform
some demanding tasks, for example, steering a vehicle in
a small intravehicle space. Some impressive navigation sys-
tems have successfully been implemented in real cars, such
as the Rapidly Adapting Lateral Position Handler (RALPH)
[31, [4], which was developed for the Navlab vehicle at the
Carnegie Mellon University, and the Generic Obstacle and
Lane Detection (GOLD) system that was implemented on
the ARGO autonomous vehicle at the University of Parma,
Parma, Italy [6]-[9]. The University of California at Berkeley
and the Ohio State University (OSU) [10]-[12] developed
a navigation system on their experimental cars, i.e., Honda
Accord LX, and the system’s capabilities to maneuver the
vehicle, such as autonomous lane keeping and lane changing,
has been demonstrated. A remarkable amount of work has
also been produced by the University of Bundeswehr, Munich,
Germany, which was headed by Dickmann ef al. [13]. An
intelligent vision-based road transportation system performs
global navigation missions on a network of unmarked roads
by integrating the Global Positioning System (GPS) [22].
Other interesting work that is related to autonomous vehicles
by means of machine vision can be found in [5], [14], and
[23]-[27].

This paper proposes an automated lane-keeping system. It
involves challenges for the real-time integration of heteroge-
neous and complex systems; the implemented real-time vision
system, i.e., the lateral controller, compensated for varying
vehicle velocities, a signal transport lag in an actuator, and an
SW actuating motor. Furthermore, the proposed lane-keeping
system also concerns human driving behavior. Though there is
currently much steering automation research, human driving
behavior is considered less. Human drivers can look ahead
the desired path (or lane); thus, we mimic this behavior by
using the real-time vision system. Accordingly, drivers will
control actions based on the sensed feedback states to bring the
future vehicle path in line with the future desired path. The in-
vehicle sensors (i.e., an accelerometer and a yaw rate sensor)
serve as the perception or feeling of human drivers. It is found
that human drivers, in fact, use feedback signals (i.e., lateral
acceleration and yaw rate) other than a lateral offset to stabilize
the vehicle for the lane-keeping task [31]. The transport lag
from the signal processing to the controlling action represents
the neural delay of humans.

With visual data that were grabbed from a single camera that
is mounted behind the windshield, the real-time vision system
is mainly capable of estimating the vehicle location on its lane
for trajectory recognition purposes. In the Taylor et al. approach
[10], [11], the image plane coordinates are considered by a 2-D
ground plane (X, Y). The road surface with an angle of

inclination is not considered in the lane-recognition process.
In addition, the linear Hough transform is utilized to obtain
the best fit straight line from a set of candidate straight lines
on the image plane, which will increase the computation load
in calculating the best overall score of each candidate line,
particularly while the feature-extraction procedure returns ir-
relevant features that are not part of lane markings. Chapuis
et al. [16], [17] propose an algorithm that compose the road
detection module and the 3-D reconstruction module, starting
from image coordinates. Moreover, this model is extended to
a multimodel vision-based framework to perform multilane de-
tection against road singularities [18]. A probabilistic approach
is also proposed to group lane boundary hypotheses into the
left- and right-lane boundaries [19]. Although these methods
can improve the precision of characterizing the roadside, the
used probabilistic model of the roadside in the image needs
to be initialized by an offline training phase. Furthermore,
this model may progressively be refined with the images and
adapted to different road types.

In our approach, the parabolic polynomial model is applied
to obtain the recognized lane markings such that curves can
more accurately be estimated. Instead of heavy calculation due
to the training phase in the preliminary recognition process,
the lane tendency is primarily predicted using the first-order
Taylor polynomial to quickly figure out the possible region of
interest (ROI). Once the lane tendency is determined, the road
model is updated in a recursive way after each lane marking
detection. The main advantage of our method is that it limits
the processing time, even in the face of more varieties from the
road surface, such as shadows, cracks, and on-road text [20].
Furthermore, this algorithm is intended to be implemented on
a DSP-based system, and the optimized operation for DSP
platforms has been proposed in [21].

Many studies have confirmed that drivers, indeed, exhibit
adaptive behavior in steering tasks. We propose an FGS strategy
with respect to this behavior for the steering control. FGS
compensates for static feedback control and adjusts the steering
effort by considering the lateral offset and the instantaneous
speed of the vehicle. Additionally, the rule base of FGS,
which involves parameters that define membership functions
and consequent expressions, is designed to establish a closed-
loop driving system based on the crossover model principle [29]
to eliminate the need for manual tuning by trial and error. This
system is examined at the Automotive Research and Testing
Center (ARTC), with a maximum velocity of 145 km/h for
standard roads and 120 km/h for irregular roads. In addition,
in numerous experiments on the highway, the system kept
to the lane in a complicated road environment, i.e., dense
traffic environment, poor road markings, and varieties in road
appearance. Demonstration videos that revealed the intelligent
integrated system’s capabilities in automated lane keeping were
exhibited at the 2005 IEEE Symposium on Intelligent Vehicles,
which was held in Las Vegas, NV, [30].

This paper is organized as follows. Section II describes the
architecture of our developed automated lane-keeping system
and the bicycle model verification with respect to our vehicle
platform. Section III briefly introduces the lane-detection
algorithm. Section IV describes the lateral controller design,
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Fig. 1. TAIWAN 2TS-1 with the zoom-in view of CCD and motor driver.
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Fig. 2. Automated lane-keeping system architecture.

including feedback control and FGS design. Section V presents
the overview of the hardware and the experimental results
under different environmental conditions. Finally, Section VI
draws conclusions.

II. AUTOMATED LANE-KEEPING SYSTEM
A. Systems Integration Architecture

The proposed automated lane-keeping system comprises a
vision system, in-vehicle sensors, a lateral controller, a motor
driver, and interface circuits. The complete system is truly
implemented in TAIWAN ¢TS-1, as shown in Fig. 1, which
is a commercial prototype vehicle, i.e., Savrin, manufactured
by the Mitsubishi Motor Company. The considered feedback
configuration is shown in Fig. 2. The vision system captures the
real-time road scene and then determines the lateral offset from
the centerline and the angle between the road tangent and the
heading of the vehicle at a specified look-ahead distance. The
real-time vision system that was equipped in TATWAN 2TS-1
is composed of a monochrome CCD camera, a frame grabber,
and a PC-based central processing system. The camera module
provides a 644 x 493 pixel image at 30 frames per second
(FPS). The processing time of the developed vision system is
less than 1 ms per frame.

Additionally, the measurements from the vision system with
the feedback state signals are fed into the lateral controller

yr vr
(==
Fig. 3. Bicycle model diagram of lateral vehicle dynamics.

that was built in the real-time MicroAutoBox> (MABX). The
vision measurement is restricted to update every 40 ms. The
signals of in-vehicle sensors are in the form of analog voltage
and are directly transmitted through an analog-to-digital (A/D)
port to the MABX, with a sampling rate of 25 Hz. The lateral
controller routes the feedback signals from the vision system
and in-vehicle sensors, and the sampling interval of the lateral
controller is restricted to 40 ms according to the update rate of
the data from the vision system. Therefore, the steering control
command is transmitted from the lateral controller to the
motor driver via the interface circuit. The driver can manually
operate the emergency switch in the interface circuit to prevent
accidents.

Transmission latencies in transmitting data are a critical
hardware property of the automated lane-keeping system. There
are two stages of delay in the transfer: 1) One delay is caused
by the image processing of the vision system, and 2) the other
delay is caused by the action of a servomotor. In the former
delay, the CCD camera sequentially grabs images at 30 FPS and
must transmit each image before capturing another one. This
operation delays the information transmission by the amount of
time that it takes to transmit one full image. In addition, the
vision system runs the program to deal with image processing
such that this process delays the information transmission into
the lateral controller. Totally, the delay between the time that the
shutter on the CCD camera and the time that the measurements
for that image are available to the lateral controller is 40 ms.
The above-mentioned other latency, which is from the action
of the servomotor, has also been measured, on the average, as
0.52 s by the comparison with the time responses of command
and measurement. Since these delays are quite substantial, this
issue should explicitly be considered into the control design, as
introduced in Section III. A more detailed description of the
major components of our integrated system will be given in
Section V-A.

B. Vehicle Lateral Dynamics Model

The detailed dynamics of a vehicle could be described as a
mechanical model that naturally has a minimum of 6 degrees
of freedom (DOF). Many studies [11]-[15], [26]-[28], [31]
have claimed that the longitudinal and the lateral dynamics of
a vehicle can be separated, provided that the moving velocity
does not vary that much. The bicycle model, as shown in
Fig. 3, which dominates the lateral vehicle dynamics, is useful

2 A compact stand-alone prototyping unit that was manufactured by dSPACE
Company.
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Fig. 4. State signal for verification between the model and the vehicle (the solid line refers to the model output, whereas the dashed line refers to the measured

output).

in designing the steering controller. It is clear to see that the slip
angle of the front and rear tires is defined as the angle between
the orientation of the tire and the orientation of the velocity
vector. Based on the assumption of the small steering angle
and the linear tire model, the relationship between the lateral
force and the slip angle is essentially linear to the constant
proportionality called cornering stiffness; the lateral force at a
slip angle can, therefore, be determined as

Fye = Cray, Fy. =Cra, @))

with

ap =6f — (ay +vy)/vs, ar = (by —vy) /vg.

Note that the cornering stiffness of the front and rear tires Cy .
that is considered here is the slope of side force characteristics
at the origin on a dry road. Coupling two front and rear tires
yields the following state equation of the bicycle model:

-1 ml ][]

a1 = — (Cr+Cp)/Mu,
as = (bC, — aCy)/Mvy — vy
= (bCy —aCy) /I v,
4= (szT — aQC’f) Yo
by =Cy/M
bg :aC’f/Lp

2

with

where the related parameters have been defined in the Nomen-
clature. Here, the cornering stiffness in the bicycle model (2) is

given only as a fixed value by the vehicle company for a normal
road condition.

Validating the bicycle model with the real vehicle dynamics
is critical to obtain precise tracking results of steering control.
The bicycle model in (2) varies with the vehicle speed v,.
Notably, the actual input to our vehicle platform is the SW
angle 0 rather than the front-wheel angle ;. According to
vehicular steering mechanics [32], the SW angle can be ex-
pressed as a product of the steering ratio is, and the front-wheel
angle d¢, i.e.,

0 =g - Oy. 3)
Because the compliance and steering torque gradients vary
with increasing steering angles and load on the front tires, tire
pressure, coefficient of friction, etc., in general, is, iS not a
fixed value for the power steering of the vehicle. However,
the constant ratio can practically be used for control design.
The steering ratio is, can then slightly be adjusted to yield a
response that is more similar to that of the real vehicle platform.
Fig. 4 compares experimental results with the bicycle model
predictions for a transient maneuver of about 60 km/h. The
measured SW angle was used as the input to the model. The pre-
dicted lateral acceleration from the model can approximately be
calculated as
Ay Z Vg -1 — Uy “)
and compares well with the experimental data in Fig. 4(a). The
predicted yaw rate of the vehicle also shows good correlation
in Fig. 4(b). Several other quantities were also measured and
compared with the bicycle model. The level of correlation was
generally similar to the results that are presented here.
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CCD Camera

Fig. 5. Relationship between the world space and the image plane.

III. VISION ALGORITHM

There are two stages of lane detection for accuracy enhance-
ment. The first stage is responsible for predicting the lane
tendency, whereas the second stage detects lane markings ahead
the vehicle and computes the vehicle location on its lane. As
shown in Fig. 5, the points on the image plane (u;, v;) are
supposed to be projected into the global coordinates (z, y, 2)
and can be obtained as

U =€y T/Y (5
vi=¢ey-(z2—H)/y (6)

where e, = f/du;, e, = f/dv;, and du; and dv; are the
physical width and height of an image pixel. In the global
coordinates, the road surface is modeled as a plane with an
angle of inclination #, which can be obtained as follows:

z=mg-y )

where my = tan 6. The lane geometry can be in the form of a
polynomial such as

z=Fk-y*+mg-y+bp. (8)

The objective of lane detection is to determine coefficients
(k, mg, by). By arranging from (5)—(8), one can yield

keye,H bo €
T 4 mgen + i—u(evmg —v;). )
e,mg — ; He,

U; =
Equation (9) represents the lane model in terms of image
coordinates (u;, v;) with a road inclination mg when the road
is not flat. The points in global coordinates are defined as
Pi(xi, i, i), © € {l,m,r}, where I, m, and r denote the left,
middle, and right sides, respectively. P, P, is assumed to be
parallel to the z-axis, and P, is defined as P,,, = (P, + P,.)/2.
The lane width W is (x,, — x;), and y; = Y = Yps 21 = 2m =
zr. The pixels on the image plane are (u;, v;), i € {r,m,l}.
Therefore, z.,,, Ym, and z;,, can be obtained [21] as

Ty, = U - W/ (0 — uy) (10)
Ym :eu'W/(u'r—ul) (11)
zm =H + ey (vpr - W) /ey (ur — wy). (12)

By substituting (10) and (11) into (8), one can yield

(u, — ug)?.
(13)

Both (9) and (13) represent the lane model in image coordi-
nates; (9) is available if my is known, whereas (13) is formed
based on the assumption that the lane width W is constant.
However, neither my nor W can exactly be determined in the
full range of environments. Thus, (9) and (13) are combined
into the algorithm to predict the tendency of the lane and to
calibrate both my and W. Equation (13) can be rewritten as

U (Ur —ug) = [keiW] +[moeu] (ur —ur)+ [;(;

U = Cryo + Cuy1 - Au+ Cya - Au? (14)
with

Cmyo =k- 63 -W

Cmyl =1Mg * €y

Cory2 =bo/W
U =upm (u, — uy)
Au = (u, — wy).

Given paired data (u;, u,.), the coefficients, i.e., Cyyo, Cuy1, and
Cyy2, can be determined by the weighted least squares (WLS)
approximation so that the unknown coefficients k, my, and b
in (8) are obtained by (14).

At the beginning of detection, the detected data (u;, ) in
the first frame is deficient in acquiring the exact lane tendency
but still contributes to the information of lane trend. The Taylor
polynomial is applied to quickly figure out the possible ROI
for detection. This approach is capable of saving unnecessary
processing time in the first frame. The previous frame provides
the reliable information for predicting the lane tendency of the
current frame based on the updated k, mg, and by of (13). Recall
that u; is a function of v; in (9) and, thus, can be expressed as

u; = F(v;) (15)
and the first-order Taylor polynomial for f(v;), in powers of
(v; — ve), 18

F(v) = F(ve) + F'(ve)(v; — ve) (16)
where the first derivative of F'(v;) at v, is
keye,H bo ey
F(ve) = —cuf IO (17)

(exmg —ve)2  H ey

The lane tendency that approaches the expanding coordinate
v 1s obtained by (16). Subsequently, the coordinates of the left
and right sides of the lane can also be predicted from (16) by
replacing by with by F W/2, i.e.,

b — {bO—W/Q, ifi=1

ifi =r. (18)

bo +W/2,

After the lane tendency is predicted, the following stage is

used for lane marking detection. In this stage, the following two
intrinsic factors are referred.
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Fig. 6.

(a) Constant marking width on the image plane and in the world space. (b) Greater intensity than that on the road surface on the scanning line. (c) Search

the M point that satisfies Ins > Ips oy, y2 and Inr > Ipng g, /2. (d) Two maximum gradients, i.e., G, and G g, within the interval of [M — m;/2, M) and
(M, M — m; /2] are located. (¢) Correct detection case. (f) Unsuccessful detection case.

1) The gray-level values of the markings exceed those on
the road surface. Sharper edges between the markings and
the surface of the road result in higher gradients. The line
detection mask [33]

1 -2 1
1 -2 1
1 -2 1

is used in the gradient calculation, since only the vertical
edges are concerned. The line detection mask can more
strongly respond to lines that are vertically oriented,
and the maximum gradient pixels will be located on the
darker side.

2) The width of lane markings is assumed to be a constant in
the global coordinates, because the markings are painted
on the road surface. The width of markings ranges from

10 to 30 cm. Therefore, the initial width is set to 15 cm in
this process. In Fig. 6(a), My, and m; denote the width
of lane markings in the global coordinates and on the
image plane, respectively. The mapping equation can be
obtained as

H

€y - My — V4

€y
S — - m,.
€y

My = 19)

Accordingly, the lane marking detection resulted in the fol-
lowing. The intensity of a lane marking exceeds that of the road
surface. Fig. 6(b) shows a horizontal profile of lane markings
on the given scanning line and its intensity that is greater than
the surface. Due to the greater brightness, the detection process
is based on the determination of the horizontal dark-light—dark
(DLD) intensity transitions. In Fig. 6(c), point M is located at
the DLD transition if the intensity I, exceeds that of its left and
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Fig. 7. Lane-detection flowchart.

right neighbors at [M — m;/2, M + m;/2]. On the scanning
line, the search for DLD transition continues until the transition
is identified or the search reaches the end of the scanning line.
When the transition is determined, two maximum gradients,
i.e., G, and G, at points L and R in the interval [M — m; /2,
M) and (M, M + m;/2] are determined using the line detec-
tion mask. Fig. 6(d) displays a candidate marking region (L, R).
The distance LR is compared with a predefined threshold
LRy, This process is continued if LR > LR, otherwise, the
recent (L, R) region is erased, and M is redetermined in the step
in Fig. 6(c). LRy, is related to the minimum candidate width of
the marking on the image plane and, generally, is set to half
of m;. (L, R) is set as the lane marking if the average intensity
I within (L, R) exceeds I and Ip. Fig. 6(e) is a successful
detection case. With regard to the unsuccessful case, as shown
in Fig. 6(f), the process returns to Fig. 6(d) to pick up the
new candidate region of markings. The new maximum gradient
within (L, M) is used to replace G, if the mean intensity LM
is less than M R; otherwise, Gy, is similarly replaced. Updating
G, or G yields a new candidate region of the marking.

Fig. 7 presents the flowchart of the lane-detection process.
As shown in Fig. 8(a), the possible region of lane markings
on the left and right sides are modeled by (8), with the co-
efficients being of valid ranges k € [—1/600,1/600], mg €
[ tan(0.09), tan(0.09)], and by € [—3.75,3.75]. These two
regions are divided into n zones to the lane-detection process.
Fig. 8(b) shows an example of six zones. The initial possible
range is searched zone by zone, whereas the zone is scanned
row by row, from the bottom to the top. After the initial phase
of lane detection, the next zone is located. The probable regions
of lane markings in that zone are predicted using (16) and
(18), in which v, is determined from the v; coordinate that is

Fig. 8. (a) Marking detection area of both sides of the lane at the initial state.
(b) Six zones for the markings detection, starting from the bottom to the top.

near the current zone. The ROI determination process is called
“Specify ROI,” which narrows down the searching region by
applying two definitions of the pROI parameter. Lane markings
are detected under four conditions. First, when both left- and
right-side markings are detected, the lane width W is updated
from m; to M, according to (19). In the second and third cases,
only the left- or the right-side marking is detected, and pROI
is set to SUB, whereas the other side of the marking point is
estimated from the detected points by adding or subtracting the
current lane width. Finally, if no marking is detected, pROI is
set to MAIN.
The ROl is defined as follows.

1) pROI is SUB. In this case, the ROI at the current row v; is
defined as

ROI = [u; 1 — Asub - M, Ui—1 + Asub - 7]

where u;_1 is the abscissa that was detected in the last
image row v;_1, and Ag,, is a preselected constant. Since
the abscissa u; is the target that will be detected, its
probable region is specified in the neighborhood of the
last detected u;_1 due to the continuity of the mark.
2) pROI is MAIN. Under this condition, the ROI is de-
fined as
ROI = [uz - )\main S My, Uy + )\main . mz]
where u; is the abscissa that corresponds to the current
image row v;, and A,y 1S a preselected constant. The
last abscissa u;_1 is not detected; therefore, u; can be
obtained using (16) and (18). A\pain is greater than Ag,p,
because u;_1 of the lane side is unknown. In this case, the
detected marking data will be added to the road tendency
fitting.

Note that the bumpy road surface, the vibrations that are
associated with motion, and the changing inclination of the road
will induce some errors. Therefore, the parameters, i.e., mg and
W, must be adjusted. By substituting (11) and (12) into (7), we
obtain

Um = C'zyO - Czyl sy (20)

where Cly0 =e,-mp, and C,,1 = e,H/e,W. The WLS
method is used to yield these two coefficients, and then, mgy and
W are available due to the inverse calculation for calibrating the
parameters online.
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Fig. 10. Lane-detection results. (a) Texts on the road. (b) Vehicle appears.

The data output to the lateral controller are the vehicle lateral
offset and orientation with respect to the centerline of the
detected lane. According to the lane model that is formed as
a polynomial with coefficients k, mg, and by, these two outputs
result in

Offset(y) =k - 2 +mo-y+bo 21

Orientation(y) =2 - k - y + my. (22)
Fig. 9 presents the detection results zone by zone, and the black
solid curve is derived from (9). The left and right blocks are
the ROI for the detection in each zone. Fig. 9(a)—(e) shows the
gradual detection results in zones 0-5. The final detection result
is given in Fig. 9(f).

Remark: In each frame, the lane marking may not always
appear in the ROI of all zones. Despite the fact that no lane
markings are detected in the ROI of the bottom zone, the esti-
mated curve can still be determined by the detected markings
in other zones.

Fig. 10 exhibits that the proposed algorithm can overcome
the disturbance from the on-road text and the vehicle ahead, re-
spectively. The other results under different weather conditions,
i.e., sunny, cloudy, rainy, and night, will also be presented in
Section V.

9994qcaeancactncaaqe,
9800000,
%ae

o L,

H
H

Fig. 11.  Vehicle lateral dynamics with respect to road geometry.

IV. VEHICLE LATERAL CONTROL
A. Lateral Controller Design

The relationship between the lateral dynamics of the vehicle
and the desired previewed navigation at a look-ahead distance
L, is plotted in Fig. 11. The valid amount of L is determined
from our implemented vision system. The evolution of the
measurements, which is determined by previewed dynamics,
can be described as

(23)
(24)

Yrd =Vy + Lg-n+ v, - €14
€Ld =1 — Uz * PLd
where the parameters have been defined in the Nomenclature.
The bicycle model (2) is combined with the previewed dy-

namics (23) and (24) to form the following linear state-space
equation:

&= Az + Bu+ FEw (25)
with
al ag 0 0 bl 0
o as a4 0 0 _ b2 - 0
A= 1 Lg 0 v’ B= 01’ E= 0
0O 1 0 0 0 —Vy

where the state vector = [vy, 1, Yrd, era]”, the control input
u =0y, and the road curvature is viewed as an exogenous
disturbance w = pr,q of the system. The linear system in (25)
is parameterized with the longitudinal vehicle speed v,. As v,
increases, the poles of the system move toward the imaginary
axis, reducing the stability. Notably, changing the look-ahead
distance L, does not affect the stability of the system. If Ly
is regarded as being close to the front of the vehicle, then
the damping of the zeros in system (25) drastically declines,
and a high-gain controller drives the closed-loop poles toward
the zeros, resulting in a poorly damped closed-loop system.
However, L, cannot be chosen to be very distant from the
reliable field of the vision system. The image resolution at a
far look-ahead distance will be degraded such that the collected
data include more errors. As a result of numerous experimental
verifications, the value of L, is chosen as 15 m.

The control objective for vehicle lane keeping is to regu-
late the offset at the look-ahead w14 to zero. Moreover, the
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controller is well anticipated to ensure that the vehicle lateral
acceleration does not exceed 0.4 g (g is 9.8 m/s?) during the
control process such that smooth responses and the comfort
of the passengers can be yielded. Given the vehicle model
as in (25), the state feedback control seems to naturally be
applied and is given as u = —Kp,x, Kp, € R1*%. Here, the
pole placement design approach is adopted to consider that the
required control effort is related to how far the open-loop poles
are moved by the feedback. The objective of pole placement
aims to specifically fix the undesirable aspects of the open-loop
response and avoids large increases in either bandwidth or ef-
forts while poles are moved [34]. Moreover, it typically allows
smaller gains and, thus, smaller control efforts by moving poles
that are near zeros rather than arbitrarily assigning all the poles.
The closed-loop poles for the system with high order (> 2) can
be chosen as a desired pair of dominant second-order poles,
with the rest of the poles corresponding to sufficiently damped
modes, so that the system will mimic a second-order response
with a reasonable balance between system errors and control
effort. The closed-loop bandwidth for the look-ahead lateral
offset is chosen as 5.35 rad/s to mimic human responses [29].
With regard to comfort requirement, the corresponding closed-
loop poles are chosen to ensure that the lateral acceleration
that is above 0.5 Hz will not be amplified during the steering
path. Furthermore, pole selection can also be specified by the
bandwidth requirement with regard to the transfer function
yra(s)/pra(s) with the maximal allowable yrq to reasonable
step changes of prq [11]. From the computer simulations for
the closed-loop system response with the step change in curva-
ture, it is found that the complex poles with a damping ratio
¢ =0.707 will meet the constraint of lateral acceleration.
Therefore, we choose a conjugate pair of dominant poles as
—1 £ 17 with a natural frequency of 1.414 rad/s for the closed-
loop system, and the other two poles are similar to the original
system. Notably, increasing the speed will reduce the stability
of the closed-loop system, since the poles move close to the
imaginary axis. As a result, the feedback control is supposed to
be designed under the highest speed of interest.

Furthermore, the transport lag is also emphasized in the
lateral controller design. The transport lag is caused by the
SW motor that arises while the desired command is sent to
force the actuator and also includes image processing delay.
Farther phase lags are added over the range of frequencies,
severely destabilizing the overall system. Thus, a pure transport
lag element e™*" is included in the designed lateral controller.
The input can be described as v = e~ *7u°, with u® = —Kp 2.
By using the approximation of the first-order Pade polynomial

e T2 (1-7s/2)/(1+7158/2) (26)
and the input becomes
2.0 -0
U= T(u u) — U
2
=2 (u’ — u) + Kp,(Az + Bu)
.
2 2
= K, (A — In) x+ (beB — Im> u. (27
T T

By combining the system (25) with (27), we obtain the aug-
mented system, i.e.,

{ﬂ - {Kﬂo (AA— 21,) (beBB_ gjm)} {ﬂ (28)

The stability of the transport-lagged system is determined by
the characteristic roots of the system matrix in (28); conse-
quently, the feedback controller Ky, is designed to guarantee
the stability of the closed-loop system (28) with a transport lag
at the highest velocity (145 km/h in this paper).

Remark: As described in Section II-A, the transport lag
comes from the transmission delay in two latencies: 1) 0.04 s
for the complete processing of the vision system and measure-
ments that are available to the controller and 2) 0.52 s for
the average duration from the command to the reaction of the
servomotor. We choose the transport lag 0.6 s in the stable
controller design.

B. FGS

Although the static feedback control strategy suffices to meet
the requirements of vehicle lateral control, it is sensitive to
the parameters of the system, such as vehicle mass, cornering
stiffness, and road curvature and is, thus, solidly reflected by
feedback signals. The desire to steer the vehicle in a more
human fashion and to provide a smooth automated steering
control process motivates the adoption of a fuzzy inference
scheme as part of the lateral controller design strategy. Based
on the fuzzy set theory, FGS is proposed to improve the lateral
controller of the vehicle.

As presented in Fig. 12, FGS is designed to autotune the
lateral controller. The kernel of the proposed FGS is the infer-
ence rule base, which constitutes a natural environment where
engineering judgment and human knowledge can be applied to
the vehicle steering controller. FGS supports more humanlike
driving behavior during the process of keeping to the lane. The
system more aggressively mimics humans driving at low levels
of speed and more gently mimics at high levels of speed, even
when the deviation between the vehicle and the centerline of the
road is large. Accordingly, the linguistic input variables are the
immediate velocity of the vehicle and the lateral offset from
the centerline at the look-ahead distance. FGS yields the proper
tuning gain based on the following rules:

ithrule : If v, is A and ypq is B, then A, is C. (29)
Here, /Nl, B , and C are the corresponding linguistic terms, i.e.,

A =LOW, MED, HIGH
B =NB, NS, ZO, PS, PB

C=S,ML
where
NB negative big;
NS negative small;
70O  zero;

PS  positive small;
PB  positive big;
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Fig. 12. Block diagram of the proposed controller/vehicle system.
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Fig. 13. (a) Rule base for fuzzy gain scheduling. (b) Surface plot of fuzzy gain
scheduling.

S small;
M medium;
L large.

Fig. 13(a) and (b) shows the rule base and the surface plot
that is associated with FGS, respectively. These parameters of
the membership functions for prior and consequent expressions
are manually tuned to ensure satisfactory steering performance.
The shapes that were chosen in FGS are trapezoidal for v,
and are triangular for yrq and Ay, respectively, as shown
in Fig. 14. In the defuzzification strategy, the center-of-area
(COA) method is adopted to determine the gain as follows:

S0 x A,

Afg = 15
21:1 Hi

(30)

Fig. 14.  Membership functions for (a) vz, (b) yr4, and (c) Agg.
where the ith rule firing strength

pi = min (pa(ve), pB(yra)) -

Finally, the terminal front-wheel steering quantity d; is, thus,
obtained by

(5f = 7Afg . beg. (31)

When a vehicle steers on curves, the road curvature serves
as an exogenous input to the previewed dynamics (23)
and (24). In the straight-road (i.e., zero-curvature) case, both
the look-ahead lateral offset and heading angle will be regulated
to zero. For the case of nonzero curvature, these two states
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Fig. 15. Response of the look-ahead lateral offset to the step change in curvature ahead.
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Fig. 16. Equivalent block diagram for the single-point previewed pursuit controller/vehicle system.
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Fig. 17. Frequency response characteristic for the controller/vehicle system from e to y1,4. (a) Low velocity (about 60 km/h). (b) High velocity (about 110 km/h).

will be stabilized to steady-state values, as shown in Fig. 11.
The correct information of road curvature is difficult to obtain
in practice. An additional curvature estimator is proposed for
feedforward control to improve the transient behavior as the
vehicle enters and exits curves [11]. By examining (23) and
(24), changes in curvature ahead (i.e., 15 m) can be anticipated

TABLE 1
CROSSOVER FREQUENCY OF THE CONTROLLER/VEHICLE SYSTEM
Diving velocity W/O FGS With FGS
About 60 km/h 2.90 rad/s 2.86 rad/s
About 110 km/h 3.94 rad/s 2.78 rad/s
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Fig. 18. Schematic of the lateral controller in TAIWAN ZTS-1.
TABLE 11
TESTING CONDITIONS OF DIFFERENT ENVIRONMENTAL SETS
Weather S Cloud Night Rai
nn 0 i ain
Testing Road umy i &
ARTC A 0 ~ 145 km/h 0 ~ 145 km/h 0~ 90 km/h N/A
ARTC B 0~ 120 km/h 0~ 120 km/h 0~ 90 km/h N/A
Highway A 60 ~ 80 km/h 60 ~ 80 km/h N/A N/A
Highway B 80 ~ 100 km/h 80 ~ 100 km/h 80 ~ 90 km/h 80 ~ 90 km/h

ARTC A: Coast down test track in ARTC; ARTC B: Noise vibration & harshness surface test track in ARTC; Highway A:
West & East Expressway No. 68; Highway B: Highway No. 3 (North).

by the varying lateral offset ahead. Therefore, FGS is capable
of compensating the effect from this unknown curvature
information: If the lateral offset ahead the vehicle increases,
then the steering control will be increased. Fig. 15 shows that
the yr.q response with respect to the step change in prq (i.e.,
300! m~! within 3 ~ 14 s) is improved by FGS as compared
with the pure feedback design. It is shown that FGS possesses
performance that is comparable with the curvature feedforward
approach in [11].

C. Analysis for the Lateral Controller With FGS

To achieve the persuasive performance of the steering con-
trol, the so-called crossover model principle is applied to
examine the utility of the designed lateral controller. This
principle has empirically been demonstrated to be applicable
to driver’s steering, and any good driver model is expected to
yield results that conform to this principle [29]. Therefore, it is
expected to achieve the evidence of crossover model principle
for our proposed lateral controller. By modifying Fig. 12 to
a single-loop preview pursuit of lateral position, as shown
in Fig. 16, G, (s) = [sI,, — A]"! B represents the controlled-
element transfer matrix of vehicle dynamics, and d(¢), i.e., the
current control, is related to the feedback control 5? (t) through
FGS and a transport lag. The straight-line regulatory control
test for the controller/vehicle system in Fig. 16 reveals the

direct-loop frequency response, as shown in Fig. 17, which
relates the output previewed lateral offset yr,q to the error e.
This system exhibits a slope of around —20 dB/dec for
w =~ w,, despite low and high vehicle velocities, i.e., the open-
loop transfer function of the controller/vehicle system can be
approximated as w,./s around the crossover frequency w... This
result is consistent with the crossover model principle of the
human operator. In addition, the included transport lag can
be viewed as an “effective” time delay that is similar to the
inherent limitation of human sensing, processing, and actuation
to steer such that the open-loop ratio of the system can be
described by the transfer function (w./s)e *7.

In Fig. 17, it is seen that not only the frequency response
in the vicinity of the crossover frequency w, is determined but
also that the crossover frequency at a high velocity is lower
than that at a low velocity. This fact is also consistent with
the experimental results with regard to the crossover model
principle [29], which is responsible for the lower crossover
frequency and the difficulty of the drive task at a higher ve-
locity. For skilled drivers, the smoother steering behavior will
be employed to avoid excessive responses, particularly under
high velocities, regardless of the characteristics of vehicles. In
Fig. 17, the characteristics of a direct-loop response exhibit
the smaller magnitude of high frequency at a high velocity
than that at a low velocity. Table I shows that the crossover
frequency is higher, particularly at a high velocity without FGS
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Fig. 19. (a) Experimental results without the FGS on the coast-down test track (i.e., a straight lane with a flat surface). (b) Experimental results with the FGS on
the coast-down test track (i.e., a straight lane with a flat surface).
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Fig. 19.
including a single-side lane marking segment).

compensation. This result certainly meets the originality of the
FGS compensation design within the lateral controller. As the
crossover frequency w, increases, the bandwidth of the closed-
loop system increases, thereby causing unexpected noise that
may destabilize the system.

V. EXPERIMENTAL RESULTS
A. Vehicle Overview

The following list of the major components is provided to
complete the description of the equipment in TAIWAN ¢TS-1.

¢ MABX: a real-time system for performing fast function
prototyping from scratch and operating with no need for
user intervention;

* Pentium computer: a processing system that is equipped
with an AMD 1.53-GHz CPU and a 512-MB random
access memory (RAM);

* CCD video capturing system: a monochrome CCD camera
and a video frame grabber;

* In-vehicle sensors: manifold sensors with which the plat-
form is equipped , including a yaw rate sensor and a lateral
accelerometer, which are installed at the CG of the vehicle;
a vehicle speed sensor is directly used from the vehicle
speedometer, and an SW angle sensor is added onto the
steering axis;

heading angle (deg)

0
-05 ]
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4 . T
2 <
0
2 ]
-4 1 1
0 10 20 30
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(©)

(Continued). (c) Experimental results with the FGS on the noise vibration and harshness surface test track (i.e., a straight lane with an irregular surface,

e SW actuating motor: an AC servo motor that is added to
the steering shaft, where the SW is promoted using a belt;

» Power system: two inverters and several vehicular batteries
that are externally equipped to provide electric power to
the MABX, the programmed computer, and the interface
circuit;

* Cruise controller: the controller that was developed and
installed by the China Motor Company, which keeps the
vehicle at a fixed speed at over 40 km/h.

Remark: The master of the lateral controller is the MABX
with designated responsibilities that involve specific computa-
tions for system operation. The MABX consists of two boards
(i.e., DS1401 Based Board and DS1501 I/O Board) in a milled
aluminum box with an enclosure size of 220 x 225 x 50 mm.
The MABX has an IBM PPC 750FX processor with memo-
ries for storage of application programs and for transmission
between MABX and personal computer (PC)/notebook. Signal
generation/measurement that is available at the MABX can
be done through the standard module of the CAN/Serial in-
terface. With interfaces to the corresponding bus, intelligent
sensors (e.g., vision system) and actuators can be integrated
during the prototyping process such that real-time systems can
be developed. In addition, the I/O functionalities and signal
conditioning can be adopted according to the designer’s speci-
fications. More information about applications of the MABX is
discussed in [35].
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(a) Routes (overlaid on aerial photography) in Taiwan that were used in the evaluation of the automated lane-keeping system. Routes A and B are

referred to as Highways A and B, respectively, in Table II, which was used in the evaluation. (b) History of the experimental results with the FGS on Highway B,

with curvatures varying from 0 to 500~ m~1.

The schematic of the lateral controller that is built in the
MABX with respect to the vision system, in-vehicle sensors,
and the steering actuator is illustrated in Fig. 18. The MABX
runs vehicle control and transmission from the vision system
and in-vehicle sensors and can be reprogrammed by a note-
book that is temporarily connected for program download,
data analysis, and calibration. Initially, the lateral controller is
constructed via a Simulink model in the notebook. With the
dSPACE software package, i.e., real-time interface (RTI), the
Simulink model can be transformed to build real-time code and
to download and execute this code on the MABX hardware.
The linkage between the MABX and the notebook is through
a DS815 transmitter card (i.e., PCMICA type-2 card). The
desired command for the SW of the vehicle is generated in

the form of a PWM signal from the digital output port of the
MABX to drive the SW actuating motor.

B. Road Test Results

To provide a quantitative perspective of our automated
lane-keeping system, the system that was implemented on
TAIWAN <¢TS-1 has been tested on several roads with respect
to different weather and lighting conditions. The missions of
automated lane keeping with varying velocities on different test
roads are summarized in Table II. Some events (e.g., rain) that
do not usually occur are denoted as N/A.

The automated lane-keeping system was initially evaluated
on the test track at ARTC, and the regulation experiments were
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undertaken to examine the stability of the overall system at vari-
ous levels of speed. Two road conditions at ARTC were used in
the regulation experiments. First, the system was tested without
the FGS compensation. In this case, the automated steering
control oscillated when the velocity was increased to around
70 km/h. When the vehicle continued accelerating, the steering
action was untamed, worsening the system. Fig. 19(a) shows
sampled experimental results under these testing conditions. In
the case of FGS compensation, the vehicle could automatically
be steered in the lane while the velocity was increased to around
145 km/h, as shown in Fig. 19(b). The vehicle also steered
well on a test track with a harsh and vibration surface at a
velocity of around 120 km/h, as shown in Fig. 19(c). It is worth
mentioning that, in the vision system, the reference centerline
can be estimated, even if a segment of track has only single-side
lane marking. The performance of lane keeping is indicated by
the lateral offset at a look-ahead distance (i.e., Ly = 15 m) that
was measured by the vision system. Thus, one can well imagine
that the vehicle correctly tracks the centerline of roads, despite
varying vehicle velocities and vibration surface of the road. In
addition, the night test for the automated lane-keeping system
has also been carried out with a maximum velocity of 90 km/h,
without any street lamps, except for the front vehicle lamp.

In Table II, Highways A (West and East Expressway No. 68)
and B (Highway No. 3) refer to routes A and B, respectively,
as shown in Fig. 20(a); the maximum road curvature is 300~
and 500~ m~! for Highways A and B, respectively, and the
legal velocity ranges from 60 to 100 km/h. With regard to
the experiments on highway roads, the vehicle successfully
tracked the road for several tens of kilometers. Fig. 20(b)
depicts a sample of experimental results that were obtained
from Highway B. It is clear to see that the lane-keeping task not
only was accurately performed but also yielded a ride of high
quality, since the lateral acceleration was inside the specified
range (i.e., 0.4 g). The resolution of heading angle that the
vision system provided is 1°. During the stable steering, the
values of the heading angle would not rise very much, even
though the vehicle was turning. Both correct lane detection and
lane keeping were achieved under the traffic congestion, which
is in the presence of the period (from 50 to 100 s) of varying
velocity in Fig. 20(b). As compared with Fig. 19(b) and (c),
which shows tests on straight roads, the experimental results in
Fig. 20(b) were on the highway at velocities of 80-60—-80 km/h
with changing curvatures such that the look-ahead lateral offset
would not converge to a steady-state value.

It is interesting to note that the other vehicle in front, despite
being within the previewed range of the vision system, would
not affect the correctness of lane detection, since the road width
is reasonably larger than vehicles [as shown in Fig. 10(b)].
However, a mistakable detection could arise when the color
of the preceding vehicle was similar to the lane marking in
the gray space. Fortunately, this emergency can be avoided
under the strategy of the safety headway distance, which is
almost much longer than the previewed range (i.e., Ly = 15 m).
Shadows that cross on the lane marking are not serious prob-
lems of lane-detection functionality; however, there are some
limitations of the vision system with regard to strong sunshine
and rather dark nights. The reason is primarily due to the direct

(e) ®

Fig. 21. Experimental results under several environmental conditions on
Highway B. (a) Inside a tunnel. (b) Sunny. (c) Rain. (d) Under an overpass.
(e) Cloudy. (f) Night.

incidence of sun rays onto the camera lens, and the other reason
is the heavy light reflection from the asphalt road surface.

Typical highway conditions such as text on the road surface,
traffic congestion, etc., exist through these practical tests. In
addition, both Highways A and B consist of solid-line and
segmented-line markers as well as a mixture of segmented
lines and circular reflectors. More specifically, the lane-keeping
missions have also been evaluated under different environments
(i.e., inside a tunnel and under an overpass) and weather
conditions (i.e., sunny, cloudy, rain, and night). As exhibited
in Fig. 21, the lane-recognition results are grabbed from the
monitor of the vision system. The detection rate of our vision
system is summarized in Table III for these various conditions.
The lane-marking detection rate is more than 96%, which
supports the assumption that the system’s function can stand
more practical circumstances.

Some of our demonstration videos that show the system’s
capability in lane keeping were exhibited at the 2005 IEEE
Intelligent Vehicles Symposium, which was held in Las Vegas,
NV. The complete set of video files that present the exper-
imental results for TAIWAN ¢TS-1 can be retrieved from
http://140.113.150.201/New_Home/IEEE_ITS.htm.

VI. CONCLUSION

This paper has proposed an automated lane-keeping sys-
tem that was implemented on a commercial vehicle, i.e.,
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TABLE III
DETECTION RATE UNDER DIFFERENT CONDITIONS IN HIGHWAYS
Weather Daytime . S
(sunny & cloudy) Rain Nighttime Total
Missed/Detected 301/26340 263 /6930 394 /65571 958 /98841
Detection Rate 98.86% 96.20% 99.40% 99.03%

TAIWAN :TS-1. It integrates heterogeneous systems, includ-
ing a real-time vision system, a lateral controller, in-vehicle
sensors, and an SW actuating motor. Based on gray-level im-
age processing, the vision system can deal with complicated
road environments to detect the lane marking and provide the
real-time vehicle location on its lane. Additionally, to exhibit
humanlike driving behavior, FGS has been proposed to provide
satisfactory performance in the steering control. Numerous road
experiments have demonstrated our system’s effectiveness; the
test results at the ARTC and on highways reveal our system’s
validity for the lane-keeping mission at various vehicle veloc-
ities. The performed ride quality is also comparable to that
provided by a typical human driver. Moreover, the practical
results from experimental tests support the feasibility under
different weather conditions. The already-implemented lane-
detection module can combine information that is provided by
other sensors, e.g., GPS receiver and range finder. Furthermore,
other driving tasks like lane changing and car following are
extended functions of our automated lane-keeping system in
intelligent vehicles, and related work is ongoing.
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