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This paper reports the two-dimensional (2-D) carrier/dopant profiling technique by Kelvin-probe force microscopy (KFM).
Before surface potential was measured, a feedback control circuit was used to improve signal response speed. The effect of
surface treatment on the contrast in surface potential images was studied. Then the correlation between surface potential
difference measured by KFM and surface carrier/dopant concentration obtained by spreading resistance profiling, the
capacitance–voltage method, and secondary ion mass spectroscopy analysis was established. On the basis of these results, the
carrier depth profiling of a p–n junction and the detection of a p–n junction array with small pitch have been successfully
demonstrated. [DOI: 10.1143/JJAP.47.4448]

KEYWORDS: Kelvin-probe force microscopy, scanning probe microscopy, surface potential

1. Introduction

As semiconductor devices scale down to the nano-regime,
the measurement of two-dimensional (2-D) carrier/dopant
distribution becomes more and more important in order to
simulate and model device performance precisely. However,
the typical spreading resistance profiling (SRP) technique
and secondary ion mass spectroscopy (SIMS) measure one-
dimensional (1-D) depth profiles. Although some special
SIMS techniques have been proposed to measure 2-D depth
profiles, the spatial resolution is not sufficient.1,2) Therefore,
2-D carrier/dopant distribution for traditional device mod-
eling is estimated first from a 1-D depth profile done by
SIMS analysis, and then technology computer aided design
(TCAD) tools have been used to simulate device character-
istics while adjusting the 2-D dopant distribution until the
measured device characteristics are well fitted. Since the
adjusted 2-D dopant distribution may be not the actual
distribution, the error between the actual and the adjusted
dopant distributions makes device modeling more and more
difficult as devices scale down into the nano-regime.

Scanning probe microscopy (SPM) is one of the most
powerful surface analysis techniques.3,4) Scanning capaci-
tance microscopy (SCM)5–10) and Kelvin-probe force mi-
croscopy (KFM)11–13) are the two major operating modes of
SPM for 2-D carrier/dopant distribution measurement. They
are non-destructive techniques with high spatial resolution.
For SCM, the accuracy often depends on many undeter-
mined parameters and complex calculations. A uniform and
high quality dielectric on the sample surface is required for
SCM; however, the dielectric formation process may change
the dopant distribution. The derivative of dC=dV also
generates noise during data manipulation.

The KFM is a surface potential measurement technique
for conductive samples, and the theoretical principle behind
it has been well derived.11,14) However, the sample’s surface
potential is very sensitive to surface charges and to adsorb
the molecules. The most common method in KFM is to use a
high vacuum chamber, smaller conductive tips, and in-situ
heating to reduce any external influence on surface poten-
tial.15–17) The spatial resolution of KFM is influenced by the
tip diameter as well as the signal response speed. The tip

diameter could be reduced greatly by attaching a carbon
nanotube (CNT) to the end of a conventional tip. The signal
response time could be improved by adding an external
feedback control circuit.

In this paper, the basic theory of KFM is briefly
introduced. The system setup and the effect of a feedback
control circuit on the signal response speed are described.
Several surface treatment methods were studied to obtain
stable and high contrast surface potential images. The
correlation between surface potential difference of a p–n
junction (��pn) and carrier/dopant concentration has been
established for the first time. Finally, the cross-sectional
depth profiling of a p–n junction and the detection of p–n
junction array have been successfully demonstrated.

2. Operating Principle and System Setup

KFM is known as a surface potential microscopy based on
non-contacting mode AFM. The purpose of KFM is to
measure the potential offset between a probe tip and sample
surface.18) Figure 1 shows a block diagram of the high
vacuum KFM system (Seiko Instruments SPA300HV) used
in this work. The vacuum in this system can be better than
1� 10�6 Torr. The cantilever we used is a PtIr coated silicon
tip with a typical tip radius of �20 nm. The force constant
and resonant requency of tip were about 1.5 N/m and
60 kHz, respectively. By using a dual-modulation scheme
(with both mechanical and electrical modulations) at two
non-interfering modulation frequencies, AFM topographic
and KFM surface potential images can be obtained simulta-
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neously. The vibration frequency of the tip (!1) was chosen
to be slightly lower than the resonant frequency of the tip
(60 kHz) and the typical vibration amplitude was about
100 mV. We use the tapping mode for measurement, which
reduces damage to the tips. The appropriate ac modulation
voltage (Vac) and frequency (!2 ¼ 20{80 kHz) were chosen
based on the response between the sample and the tip.
Although the Q-factor of a free-oscillating cantilever in a
vacuum is usually high (�10;000), the KFM is operated in
the tapping mode with a reduced Q-factor. Therefore, an
additional feedback control circuit was inserted to improve
the response speed.

Equation (1) expresses the total force experienced by the
tip in a KFM system. The total force (Ft) is composed of
the van der Waals force (Fa), capacitance force (Fc), and
coulomb electrostatic force (Fe).

9,11,12,16)
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where C is the tip–sample capacitance, which is a function
of their separation distance z, qtip is the total charge on the
tip, qe is the charge on sample surface, " is the effective
permittivity between the tip charge and surface charge, Vdc

is the dc potential difference between tip and sample, Vac is
the amplitude of the ac modulation signal with frequency
!2, and 2!2 is the second harmonic frequency. A lock-in
amplifier is used to lock the signal !2 and determine its
amplitude. If the surface charge (qe) is zero, we can calculate
Vdc � Vs. Finally, we can determine Vdc ¼ Vs = surface
potential using the crossing feedback control circuit.

A map of the nulling dc potential versus the lateral
position coordinate produces an image of the work function
of the surface. The work function relates to many surface
phenomena, including catalytic activity, reconstruction of
surfaces, doping and band-bending of semiconductors,
charge trapping in dielectrics, and corrosion. The map of
the work function produced by KFM gives information
about the composition and electronic state of the local
structures on the surface of a solid.

Figure 2 illustrates a p–n junction that is measured by
KFM. Theoretically, the measured results of p- and n-type
regions by KFM should be the work function difference
between the tip and the Si surface. As shown in Fig. 2(b), we
can obtain the surface potential (�m � �n) on n-type region
and (�m � �p) on a p-type region, where �m is the work
function of tip, �n is the work function of the n-type region,
and �p is the work function of the p-type region. Their
potential difference, �p � �n, is the same as the built-in
voltage �b if there is no surface charge on the sample.10)

The feedback control circuit dominates the spatial
resolution of the potential image because the response of

the feedback circuit must be faster than the speed of data
sampling. In order to have more data points, i.e., better
resolution, over the same scanning area, the feedback circuit
must respond faster. Using a built-in circuit, a scanning tail
is clearly observed, and the shape of the junction is different
when scanned in different directions, as shown in Fig. 3.
Due to the signal delay, a large horizontal shift between the
two surface potential profiles scanned in different directions
is observed. To solve this problem, a new feedback control
circuit was implemented to replace the built-in circuit, as
shown in Fig. 4. Figure 5 shows the surface potential of
a planar p–n junction detected by KFM with a built-in
feedback control circuit. As we see, the potential image and
scanning response are improved.

3. Experimental Procedure

The starting material was a (100)-oriented 4-in.-diameter
Si wafer. The n-type wafers were phosphorous-doped and
the p-type wafers were boron-doped. The doping concen-
tration determined by the SRP technique is 5� 1014 cm�3

for a p-type wafer and 2� 1015 cm�3 for an n-type wafer.
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Fig. 2. (a) Circuit and (b) Ban diagram schematic drawing of a p–n

junction measured by a KFM system.14)
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Fig. 3. Surface potential image of a p–n junction measured by KFM with

a built-in feedback control circuit.
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Two sets of samples were prepared. In the first sample set,
periodic nþ–p and pþ–n junctions with different doping
concentrations were fabricated in order to establish a
correlation between surface potential difference and carri-
er/dopant concentration difference. After the typical RCA
cleaning, the nþ and pþ regions were defined by lithography.
Asþ ions and BF2

þ ions were implanted to form nþ and pþ

junctions, respectively, at a dose level of 1� 1013, 5� 1013,
1� 1014, 2� 1014, 1� 1015, 2� 1015, and 5� 1015 cm�2.
The implantation energies for Asþ and BF2

þ were both
20 keV. After ion implantation, a 200-nm-thick SiO2 film
was deposited on the wafer surface in a plasma enhanced
chemical vapor deposition (PECVD) system to prevent the
dopant from diffusing out during the thermal activation at
950 �C for 30 min. The capping SiO2 layer was removed by
dilute HF (DHF) solution, and different surface treatments
were performed on the samples with Asþ ion implantation
at a dose of 5� 1015 cm�2 before KFM measurement to
determine the most suitable surface preparation method.
Table I summarizes the sample ID and the surface treatment
methods.

The second sample set has the nþ–n and pþ–p high-low
junction structure. These samples were used to determine
the surface concentration by conventional methods. The nþ

and pþ doping conditions are identical to those used for the
first sample set. The surface concentrations of samples with
lower implantation doses were determined by the capaci-
tance–voltage (C–V) method19–21) and SIMS22) while the
surface concentrations of samples with higher implantation
doses were determined by SRP.23,24)

For C–V measurement, a 48-nm-thick SiO2 layer was
deposited on the sample surface in a PECVD system at
350 �C. An Al gate electrode was deposited in a thermal

evaporation system and patterned by lithography and wet
etching. The process temperatures were low enough so
that dopant redistribution can be ignored. Because of the
limitation of the Debye length (LD), the concentration at the
first 3LD is not valid.20) For highly concentrated samples, the
LD should be replaced by the Thomas–Fermi length (LTF)
due to quantum effects, and then the resultant concentration
becomes more plausible.20) The SRP measurements were
performed at two different laboratories: the Nano Facility
Center of the National Chiao-Tung University and Episil
Technology. Both sites used the SSM 150 spreading
resistance system. The systems were calibrated with stand-
ard Si calibration kits before measurement. The SIMS
analyses were performed at three different sites using
Cameca IMS-5F, Cameca IMS-4F, and Cameca IMS-5F
facilities. The primary ions were Csþ for As depth profiling
and O2

þ for B depth profiling. The SIMS counts over the
first 10 nm are unstable so that the concentrations 20 nm
deep were treated as the surface concentration. Furthermore,
SIMS detects dopants but not carriers so that the measured
dopant concentration is higher than the actual carrier
concentration.

Since it is the carrier concentration which determines the
surface potential, we adopt the C–V and the SIMS data for
the three lower-implantation-dose samples and the SRP data
for the three higher-implantation-dose samples. Therefore,
we use ‘‘carrier’’ instead of ‘‘dopant’’ in the following
sections.

4. Results and Discussion

4.1 Effect of Surface treatment
Figures 6(a)–6(d) show the measured surface potential

images of samples A to D, respectively. The KFM measur-
ment parameters are: !2 ¼ 34{38 kHz, Vac ¼ 1:1{1:5 V,
and scanning speed � 0:05 Hz. It is clear that sample A
shows the best potential image contrast and sample B shows
the worst contrast. An X-ray photoelectron spectrometer
(XPS) was used to analyze the surface condition of samples
after different surface treatments. Figure 7 shows the F 1s
binding energy of samples A and B. The peaks at 686 and
689.9 eV observed for sample B are the binding energy of
Si–F and H–F, respectively. No F 1s signal was observed
for sample A. Figure 8 shows the O 1s binding energies of
samples A and B. The strong O–H peak in sample A
suggests that Si–OH bonds substitute for the Si–F bonds
after rinsing with deionized water (DI) water.25,26) The
reaction can be expressed as Si–F + H2O ! Si–OH + HF.
Sample B also exhibits an O–H bond, but the intensity is
much weaker than that of sample A. Only Si–O bonds were
detected on samples C and D, so that the data is not shown.

109 mm 90 mm

Fig. 5. Surface potential image of a p–n junction measured by KFM with

an external feedback control circuit.

Table I. Surface treatment methods and samples IDs used in this work.

Surface treatment
Sample ID

A B C D

ACE immersion 3 –5 min V V V V

100 : 1 HF dipped �20 s V V

Rapid thermal oxidation 900 �C, 1 min V

H2SO4 : H2O2 ¼ 3 : 1, 100 �C, 10 min V

DI water rinse V V V

Input 1

1KΩ

VR1

VR2

10nF

100KΩ

OP1
OP2

10KΩ

10KΩ

OP3

10KΩ

10KΩ

Input 2

Output 1
-Vdc
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Vdc Vac*sinω2t+

Fig. 4. Block diagram of the external feedback control circuit.
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According to XPS analyses, it is clear that as the sample
surface becomes covered by Si–O or Si–F bonds, the
contrast in the surface potential image is degraded,25,27)

because the Si–F bond increases the surface charge (qe) and
has a larger dipole moment. The Si–O bond isolates the Si
surface and increases the capacitance (C) between surface
and tip. As shown in eq. (1), qe and C are included in the
amplitude of the !2 signal. With non-zero qe and large C

value, the term Vdc � Vs cannot be determined directly from
the amplitude of !2.

Therefore, the surface treatment procedure before KFM
measurement is determined to be dipping in DHF followed
by rinsing with DI water. To remove possible organic
contamination, a 10-min ultrasonic oscillation in acetone
may be performed before DHF dipping.

4.2 Correlation between surface potential difference and
surface carrier/dopant concentration

Theoretically, the measured surface potential difference
between the p- and n-regions of a p–n junction should be
equal to the build-in voltage (�b), which is the Fermi-energy
difference between n- and p-type Si. However, even if
sample A shows the strongest image contrast, the measured
surface potential difference (��pn) between the nþ region
and the p-substrate is only 0.23 eV, which is much lower
than the theoretical build-in voltage of about 0.8 eV. This
discrepancy arises from the states existing on the sample
surface. Equation (2) defines the situation:

��pn ¼ ð�p ���pÞ � ð�n ���nÞ
¼ ð�p � �nÞ � ð��p ���nÞ < ð�p � �nÞ ¼ �b;

ð2Þ

where �p is the Fermi-level of the p-type Si region, �n is the
Fermi-level of the n-type Si region, ��p is the shift in the
Fermi-level due to the surface states on the p-type Si region,

and ��p is the shift in the Fermi-level due to the surface
states on n-type Si. The surface states should trap surface
charge to maintain charge neutrality. Usually, the trapped
charge is positive on a p-type silicon surface and therefore
reduces the surface charge concentration and the Fermi
level. The ��p may be derived as28)

Cp ¼ Nv exp
Ei � q�p

kT

� �
/ exp �

q�p

kT

� �
;

dCp

d�p

/ � exp �
q�p

kT

� �
;

��p / ��Cp exp
q�p

kT

� �
;

ð3Þ

where Cp is the hole concentration in the p-type Si, Nv is the
energy state density of the valence band, and Ei is the
intrinsic Fermi energy. As the n-type Si concentration (Cn) is
fixed, ��pn should be a function of e�b ; that is, �b is a
function of lnð��pnÞ. On the other hand,

�b ¼ kT ln
CpCn

ni
2

� �
; ð4Þ

where Cp and Cn are the majority carrier densities of the p-
and n-type Si, respectively, and ni is the intrinsic carrier
density. In the case of fixed Cn, �b would be proportional to
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Fig. 6. (Color online) Surface potential images of samples A, B, C, and D
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are listed in Table I.
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lnCp. Therefore, we conclude that lnð��pnÞ should be
correlated with lnCp.

Several methods including the C–V method, SRP, and
SIMS were employed to determine the surface carrier
concentration in order to setup an experimental correla-
tion between ��pn and Cs. Figures 9 and 10 show the
correlation between Cs and ��pn. A very good linear
relationship is observed in the full-log plot. It is
postulated that the carrier concentration is an exponential
function of the Fermi energy, while the Fermi energy of
a free Si surface depends on the surface charge. The
shift of Fermi energy due to surface charge is an
exponential function of the carrier concentration so that
the measured surface potential difference is proportional
to the surface concentration in the full-log plot. This
result confirms the theoretical prediction. From Figs. 9
and 10, the empirical correlation between Cs and ��pn can
be established by

logCn ¼ 15:938þ 2:073 logð��pnÞ for nþ{p junction; ð5Þ
logCp ¼ 16:778þ 1:459 logð��pnÞ for pþ{n junction: ð6Þ

4.3 Depth profiling of p–n junction and detection of
junction array

On the basis of eqs. (5) and (6), we can determine the
depth profile of a p–n junction by measuring the surface
potential. Figures 11(a) and 11(b) shows the surface potential
image and the surface potential profile in the A–B direction
of an Al-contacted pþ–n junction in the vertical direction
after cleaving and polishing. The 500-nm-thick Al layer was
deposited to help to determine the position of the pþ surface.
Point A is the interface between the Al and pþ layer and was
defined as the starting point of the junction surface.

Figure 12 shows the depth profiles measured by KFM and
SIMS. The peak concentration and junction depth measured
by KFM are consistent with those measured by SIMS. At the
pþ surface, the carrier concentration determined by KFM
is much lower than the dopant concentration measured by
SIMS. We postulate that it was affected by either the
aluminum reference capping layer or the polishing defects at
the Al/Si interface; the defect charges make the KFM
measurement unstable in near surface region. The additional
work is required to solve this in the future.

Fig. 9. Correlation between surface potential difference and surface

carrier concentration of the nþ–p junctions with different Asþ ion

implantation doses.

Fig. 10. Correlation between surface potential difference and surface

carrier concentration of the pþ–n junctions with different BF2
þ ion

implantation doses.

Fig. 11. (Color online) Surface image and the potential profile of a pþ–n

junction in vertical direction after cleaving and polishing.

Fig. 12. Carrier depth profiles of the pþ–n junction shown in Fig. 11

measured by KFM and SIMS.
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Figure 13 shows the surface image of a p–n junction array
with a pitch of 0.8 mm and an equal pattern/space. Clear
contrast with the ��pn image can be obtained by KFM.
To further improve the spatial resolution, a smaller probe
is required. Mounting a carbon nanotube on the tip of a
conventional probe is a promising method.15,16)

5. Conclusions

A feedback controller circuit was fabricated to achieve
higher response frequency and to improve the spatial
resolution. The effect of surface treatment on the contrast
of surface potential images was evaluated first. A simple
surface treatment method, DHF dipping followed by DI
water rinsing, was observed to provide a KFM image with
the highest contrast. The XPS analysis indicates that Si–OH
bonds replace Si–F bonds after rinsing with DI water so that
surface charge is minimized and a high-contrast KFM image
can be obtained.

A correlation between surface potential difference and
carrier concentration was established. Several methods were
employed to determine the surface carrier concentration of a
series of samples with different dopant concentrations. They
include C–V method, SRP, and SIMS. Experimental results
confirm a linear correlation between surface carrier concen-
tration and surface potential difference in a log–log plot.
According to these correlations, carrier depth profiling by
KFM is has been achieved. Peak concentration and junction
depth are consistent with the dopant profile determined by
SIMS analysis. A high resolution 2-D surface image of a p–n
junction array with a pitch as small as 0.8 mm was also
demonstrated.

These results indicate that KFM is a very promising
technique with which to obtain high resolution 2D carrier
profiles of semiconductor devices. Higher resolution could
be achieved with a smaller probe tip such as a carbon
nanotube.
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