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一、中文摘要

本計劃將研究有關分散式系統中，有關
（token）總和數的偵錯問題。在分散式系統中，
token 總和數的偵錯問題有很多應用。本計劃將有
關 token 總和數的偵錯問題歸納為以下四種條件:
是否在某個狀態中，token 個數 (1)不等於 K；(2)
小於 K；(3)大於 K；(4)等於 K，其中 K 為常數。

本計畫對這問題已作相當完整的分析，其成
果如下：

對(1)項的每一次離線及線上偵測問題，我們
證明針對分散式系統中的訊息，各別檢查即可。

對(2)(3)項的每一次離線偵測問題，我們解
決的方法是將這些問題導為最大流量問題。藉此，
這些問題都可在 O(n2 log n) 時間內解決，其中 n
是程式執行過程中的訊息數量。另外，本篇論文亦
證明在時間複雜度方面，最大流量問題和(2)(3)項
的偵測問題是一樣困難的。

對(2)(3)項的每一次線上偵測問題，我們解
決的方法是將這些問題導為一個新的問題，稱為"
線上最大流量問題"。本篇論文中，我們設計了新
的線上最大流量演算法。藉此，(2)(3)項的每一次
線上偵測問題都可在 O(n2 log n) 時間解決，與
離線偵測演算法相同。也就是說，將離線演算法推
廣成線上演算法的成本只有常數倍而已。事實上，
我們的線上最大流量演算法對所有的流量網路皆
可使用。假設流量網路有 m 線及 n 點。在 m = Q(n)
的情形下，新的線上最大流量演算法的時間複雜
度，與目前已知最好的離線最大流量演算法的時間
複雜度相同。在 m = O(n1+e) 的情形下，其中 e 是
大於 0 之任意常數，我們的線上演算法的時間複雜
度比目前最佳的離線最大流量演算法[1, 19, 35,
36] 的時間複雜度只差 O(log n) 倍。

對(4)項的每一次離線及線上偵測問題，我們
證明其為 NP-complete。

關鍵詞：分散式偵錯，分散式系統，全域條件，全
域狀態

Abstract

In distributed programs, we usually keep some
global predicates from being satisfied to make it easy
to run the programs correctly. A common type of
global predicates are: the total number of certain
tokens in the whole distributed system is always the
same or in specific ranges. In this project, we call this
summative global predicates, classified into the
following four: (1) at some global state of the system,
N 1 K, (2) N < K (or N £ K), (3) N > K (or N 3 K),
and (4) N = K, where N is the total number of tokens
and K is a constant.

This project investigates the methods of
detecting various summative global predicates. The
first class of summative global predicates are trivial to
detect by simply checking each message. For the
second class of summative global predicates, Groselj,
Garg and Chase solved the problem by reducing the
problem to a maximum network flow problem. In this
project, we propose an elegant technique, called
normalization, to allow the second and third classes of
summative global predicates to be solved by also
reducing the problem to a maximum network flow
problem. So, according to Goldberg and Tarjan's
method, we can solve the problems in time O(n2 logn).
For the fourth class of summative global predicates,
we prove that it is a NP-complete problem.

In additional to reducing the second and third
classes of summative global predicate problems to the
maximum flow problem, this project also shows in a
reverse manner that the maximum flow problem is also
linear-time reducible to these predicate detection
problems. Thus, we can conclude that the above
summative global predicate problems are "as difficult
as" the maximum flow problem in terms of time
complexity.

Finally, in this project we design an incremental
maximum flow algorithm that can be used to detect the
second and third classes of summative global
predicates incrementally. Interestingly, the time
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complexity for the incremental algorithm is still
O(n2logn), remaining the same. We also design an
efficient algorithm for the incremental maximum flow
problem by slightly modifying Goldberg and Tarjan's
maximum flow algorithm. We find that the time
complexity for the modified algorithm is still O(nm
log(n2/m)), remaining the same, where m is the
number of edges and n is the number of nodes in the
flow network. In the case of m=O(n), our incremental
algorithm has the same time complexity as those of the
best current non-incremental algorithms. That is, the
cost to pay for the incremental requirement is only a
constant factor. In the case of m=O(n1+e) for any
constant e>1, our time complexity is only O(log n)
times higher than those of the best maximum flow
algorithms by Cheriyan et. al. We leave these as open
problems.

Keywords: distributed debugging, distributed system,
global predicate, global state

二、緣由與目的

Error detection and debugging have been very
important when programmers develop code. Most
previous experiences and research reports showed that
error detection and debugging are very time-
consuming in a software development cycle [33]. This
is because a bug may happen in an unexpected way at
an unexpected spot. In single-processor systems, users
usually debug programs by setting breakpoints in
programs and then tracing the code step by step.
Sometimes, programmers also put some assertions into
the code in order to detect the correctness of the code.

With the rapid development of networks and
distributed systems, programming on distributed
environments is getting more common. However, the
difficulty of distributed programming is much higher
than that of sequential programming. Let us consider
an example of debugging a distributed program on two
processors. If we want to halt in a certain breakpoint
of the program on one processor, it is very hard to halt
the program on the other processor simultaneously.
This makes distributed debugging very difficult.

Since distributed debugging is difficult, we
detect errors in summative global predicates. The
offline algorithms detect the global predicates after the
execution of the program, while online algorithms
detect the global predicates at each time when a new
event happens during execution.

In distributed programs, we usually keep some
global predicates from being satisfied to make it easy
to run the programs correctly. A common type of
global predicates are: the total number of certain
tokens in the whole distributed system is always the
same or in specific ranges. In this project, we call this
summative global predicates, classified into the
following four: (1) at some global state of the system,
N ≠ K, (2) N < K (or N ≤ K), (3) N > K (or N ≥ K),
and (4) N = K, where N is the total number of tokens
and K is a constant.

三、研究結果及與過去之比較
　　
In our research, we consider both online and offline
cases as follows.

Offline

The research results for the four classes of summative
global predicates are listed as follows.

The first class of summative global predicates

For the first class of summative global
predicates, it is trivial to detect the predicates by
simply checking if each message is sent or received
correctly. However, for other classes of summative
global predicates, it becomes non-trivial. We need to
keep track of all process states and then judge from all
the states whether the global predicate holds. This
makes the detection non-trivial.

The second and third classes of summative global
predicates

For the second class of summative global
predicates, recently, Groselj[17] proposed an
interesting method to derive the snapshot with the
minimum of the total numbers of tokens at all
snapshots, called the minimum global snapshot [17],
by reducing the detection problem to a maximum
network flow (or minimum cut) problem. Later,
Groselj, Chase, and Garg [4] developed the similar
algorithm independently.

Although Groselj, Chase, and Garg can derive
the minimum global snapshot, we find it non-trivial to
reduce the above result to the maximum global
snapshot for the third class of summative global
predicates. This is because deriving a minimum
network flow is an NP-complete problem [29], much
more complex than deriving a maximum network flow.

For the third class of summative global
predicates, we proposed the normalization technique
in [6]. Then, based on this technique, we can easily
detect the third class of summative global predicates in
the same way.

From the above discussion, the time
complexities of the minimum and maximum global
snapshot problems will not be higher than those of the
maximum flow problem. However, whether or not the
time complexities for the above snapshot problems can
be lower than those of the maximum flow problem
remains unknown.

To resolve this question, this project shows in a
reverse manner that the maximum flow problem is also
linear-time reducible to these global snapshot
problems. Thus, we can conclude that the above global
snapshot problems are ``as difficult as'' the maximum
flow problem in terms of time complexity.

The fourth class of summative global predicates
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For the fourth class of summative global
predicates, we prove in this project that it is an NP-
complete problem.

Online

Consider the problem of online predicate detection.
The research results for the four classes of summative
global predicates are listed as follows.

The first class of summative global predicates

The first class of summative global predicates
are trivial to detect by simply checking each message
on-line.

The second and third classes of summative global
predicates

For the second and third classes of summative
global predicates, in this project, we design the on-line
maximum flow algorithm that can be used to detect
these summative global predicates in the on-line
manner. The problem of finding a maximum flow in a
directed graph with non-negative edge capacities has
been a very important optimization problem in
operations research and many other areas [11, 27].

Applications include transportation,
communication, routing, graph partition, resource
assignment, scheduling, and bipartite matching[27].
Researchers[1, 15, 16, 18, 34, 35] have investigated
efficient algorithms for this problem for decades. In
fact, it is also important to derive maximum flows on-
line. Since the off-line minimum global snapshot
problem can be reduced to the (off-line) maximum
flow algorithm, the on-line minimum global snapshot
problem can also be reduced to the on-line maximum
flow algorithm.

A naive method to solve the on-line maximum
flow problems is to use the best maximum flow
algorithm to derive a maximum flow at each time
when a new node and some edges are incorporated in a
flow network. However, the time complexity for such
a solution, in general, increases by a factor of O(n),
where n is the number of nodes. The cost to pay for
the on-line requirement is quite high. In this chapter,
we design an efficient algorithm for the on-line
maximum flow problem, based on Goldberg and
Tarjan's maximum flow algorithm [16]. Interestingly,
for all graphs, the time complexity for the algorithm is
still O(nm log(n2/m)), where n is the number of
vertices and m is the number of edges in the flow
network.

In fact, our on-line maximum flow algorithm is
general for all m (not limited to m = n2). In the case of
m = n2, our on-line algorithm has the same time
complexity as those of the best current off-line
algorithms up to date.

In the case of m = O(n1+e) for any constant e, our
time complexity is only O(log n) times higher than

those of the best maximum flow algorithms in [1, 18,
34, 35] up to date. Whether there are more efficient
on-line algorithms in these cases are open problems.

For the second and third classes of summative
global predicates, we can reduce the on-line detection
problem to an on-line maximum flow problem with m
= n2. So, the time complexity for the on-line detection
algorithms are still O(n2 log n), the same as the off-line
algorithms for the two classes.

The fourth class of summative global predicates

For the fourth class of summative global
predicates, we show that detecting this class of
predicates on-line is also an NP-complete problem.

四、計劃成果自評

本計劃對分散式系統中，研究有關 token 總和
數的偵錯問題，含 online 及 offline。本計劃將有關
token 總和數的偵錯問題歸納為以下四種條件: 是
否在某個狀態中，token 個數 (1)不等於 K；(2)小於
K；(3)大於 K；(4)等於 K，其中 K 為常數。對這問
題已作相當完整的分析，成果如下：

Offline 部份：對(1)(2)(3)項我們均找出最佳演
算法。對(1)(2)(3)項問題，我們證明時間複雜度與
最大流量問題同。對(4)項問題，我們證明其為
NP-Complete 問題。

Online 部份：我們設計出一各極快的的演算
法，與 Offline 演算法的效率同（註：一般而言，
Online 的演算法不應高於 Offline 的演算法，因此，
我們可稱其為最佳）。

本計畫成果已發表於 Journals 有兩篇，另外有
兩篇正在審核中。
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