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Abstract—As process technologies continually advance, local
process variation has greatly increased and gradually become one
of the most critical factors for integrated circuit manufacturing.
To monitor local process variation, a large number of devices-
under-test (DUTs) in close proximity must be measured. In
this paper, we present a novel array-based test structure to
characterize local process variation with limited area overhead.
The proposed test structure can guarantee high measurement
accuracy by application of the test techniques proposed in this
paper: hardware IR compensation, voltage bias elevation, and
leakage-current cancelation. Furthermore, the DUT layout need
not be modified for the proposed test structure. Thus, the
measured variation exactly reflects the reality in the manufac-
turing environment. The measured results from the few most
advanced process-technology nodes demonstrate the effectiveness
and efficiency of the proposed test structure in quantifying local
process variation.

Index Terms—Automatic test equipment, measurement tech-
niques, mismatch, process variation, test structures, test structure
design, transistor array.

I. Introduction

AS THE FEATURE size of devices scales down, the device
variability imposed by each process step does not scale

accordingly. As a result, the process variation of advanced
process technology nodes has greatly increased and has be-
come a critical factor in both integrated circuit (IC) design
and manufacturing [1]. In order to design and manufacture
in the presence of process variation, much research effort has
focused on the areas of measurement, analysis, and modeling
of variation during the past decade [2]–[10]. As the relative
impact of process variation has continued to increase and
become more randomized, research interest has shifted from
global process variation toward local process variation, where
the device characteristics within a close proximity vary ran-
domly, since the sources of global and local process variation
are different [1], [12]. This focus on local process variation
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has led to increased importance of array-based test structures,
including decode logic, which are capable of characterizing
a large number of individual transistors. However, the utility
of such array-based test structures is limited by: 1) the loss
of accuracy due to voltage drop from parasitic resistance, and
2) the leakage current (including junction leakage) from the
control circuitry. To overcome these challenges, we propose
a novel test structure design and test methodology including
hardware IR compensation to address the IR drop from para-
sitic resistance, and the combination of voltage bias elevation
and leakage current cancelation to eliminate both leakage
currents from control circuitry and diode leakage related to
hardware IR compensation.

In the typical measurement of global variation, a conven-
tional test structure, a process control monitor (PCM) testline,
is used on a wafer’s scribe line. The PCM testline places
its devices-under-test (DUTs) and IO pads in a straight line
and uses four IO pads to measure each DUT. Thus, the
height of a PCM testline is limited by the pad size, and
so is the required spacing in a scribe line. To accurately
measure local variation, a large number of DUTs need to be
placed in close proximity and measured individually, or the
measured results may misrepresent the process variation as
a measurement outlier. However, using test structures such
as PCM testlines to place a large number of DUTs within
a small neighborhood is not feasible since the density of IO
pads of such a structure would become too high (4 IO pads
for each DUT) and would easily exceed the practical limit
of a probe card. In order to place a large number of DUTs
close enough to one another and measure them individually,
several array-based test structures have been proposed to share
IO pads among DUTs and hence reduce the number of the
required IO pads in between the DUTs [11], [13], [14]. These
array-based test structures use row and column decoders to
select an individual DUT in the DUT array and employ various
techniques to address the IR drop imposed by the transmission
gates on a DUT’s selection path. The test methodology of
[13] addressed the IR drop with some success, by employing
an operational amplifier placed directly on the probe card, and
utilizing an Agilent 4156 SMU in a force/sense circuit, similar
to the hardware IR compensation technique we propose in this
paper. Though demonstrating the validity of this approach,
this valuable work did not address the impact of the op-
amp internal resistance on the voltage measurement error or
the potential diode leakage through transmission gates. Here-
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in, we explicitly consider the impact of the source/measure
unit (SMU) internal resistance and introduce voltage bias
elevation and leakage-current cancelation to minimize leakage
through the transmission gates. The array-based structure of
[14] suffers from large background leakage from the DUTs.
Reference [12] used a ROM-like DUT-array design, which
shares a common poly gate and a common drain among DUTs
to avoid the usage of decoders. However, such a gate-sharing
array design results in a DUT layout different from the device
layout used in real products. Therefore, the measured process
variation may not be representative of an actual product, which
greatly limits the application of such ROM-like test structures.
In addition, the ROM-like test structure may result in a large
junction leakage current due to common drain/gate buses.

In this paper, we propose a novel array-based test structure
utilizing decoders to access the DUT array, where all the
peripheral circuits, such as decoders and latches, are im-
plemented by I/O devices (thick gate oxide and long chan-
nel devices) and thus are not sensitive to process variation.
In the proposed test structure, we develop a hardware IR-
compensation technique to eliminate the impact of the IR
drop imposed by the selection circuits. Also, we apply a
voltage-bias-elevation technique to eliminate a possible neg-
ative voltage resulting from the IR-compensation hardware.
Further, we develop a leakage-current-cancelation technique to
reduce the background leakage when measuring a DUT’s off-
state current. Experimental results based on advanced process
technologies demonstrate that the proposed array-based test
structure can effectively measure hundreds of DUTs within a
close proximity and the measurement accuracy of each DUT is
almost the same as that measured by the traditional testline, on
which only 8–20 DUTs can be measured. These experimental
results also demonstrate the significant improvement of the
measurement accuracy achieved by applying the proposed
techniques. Also, compared to a ROM-like array-based test
structure, the measured results of the proposed test structure
can indeed reflect the reality of a manufacturing environment.
The DUTs used in the experiments include single devices
for discrete transistor characterization, and paired, identical
adjacent devices for measurement of local mismatch.

II. Background

A. Traditional Testline (PCM)

Fig. 1 shows the overall architecture of a conventional PCM
testline, which consists of DUTs and IO pads arranged in
a straight line. Each DUT is connected to 4 IO pads (one
each for source, drain, gate, and bulk connections). Each
IO pad is connected to the forcing and sensing node of a
SMU during testline measurement through the probe card
(Fig. 2). In this architecture, the voltage at the connection
of forcing and sensing paths, commonly referred to as the
compensation point, must be equal to Vset since no current
runs through the sense path. Therefore, the IR drop caused
by parasitic resistance from the tester to the compensation
point is completely eliminated. However, the voltage at the
drain node of the DUT may drop significantly because no
voltage compensation exists between the compensation point

Fig. 1. Configuration of a conventional PCM testline.

Fig. 2. Voltage compensation mechanism used in a conventional PCM
testline.

and the drain node of the DUT. This results in a degradation
of the measured current, especially when the width of the
DUT’s MOSFET is large (W > 2 µm). This degradation of
the DUT’s measured current strongly depends on the parasitic
resistance from the compensation point to the DUT. Four
possible sources of parasitic resistances in a conventional
PCM testline and their approximate values for the process
technologies and test equipment of interest are listed below.

1) Cable resistance from tester switch matrix to probe card
<1 �.

2) Contact resistance between probe card needle and test-
line pad = 1–20 �, depending on factors such as:
1) probe-card cleanliness and quality; 2) whether the
top surface of the probe pads on the wafer is Al or Cu;
and 3) queue time and storage ambient before probing.

3) Metal routing resistance from testline pad to DUT
source/drain. For a representative example, we con-
sider 50 µm pad spacing, metal sheet resistance Rs =
0.2 �/square (a typical value for M1), and routing layout
consisting of 3 µm wide metal for most of the routing
distance in series with three parallel metal lines 0.1 µm
wide and 3 µm long to connect to the DUT. The routing
resistance will then be of order 0.2 � [25 µm/3 µm +
3 µm/(0.1 µm × 3)] ∼ –10 �. Of course, the exact value
for a given PCM depends on the specific metal process
and routing layout.

4) Resistance from source/drain contact to active silicon.
For example, for a contact process having contact resis-
tance of 60 �/contact and seven parallel contacts to a
DUT with 1 µm channel width, this resistance will be
of order 60/7 = 8–10 �, where the exact value depends
on details of the contact and salicidation processes.

Typically, the total parasitic resistance from the compensa-
tion point to a DUT is approximately 1–30 � in a conventional
PCM testline configuration, and in the worse case a significant
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error in the measured current can be generated. In addition, a
large number of DUTs are required to monitor local process
variation. However, this testline architecture can only contain
around 8–20 DUTs in a ∼60 × 2200 µm2 scribe line, which
greatly limits the sample size of the measured DUTs and is
hence not suitable for device variation modeling or process
monitoring of advanced process technology nodes.

B. Transistor Array Test Structures and Adaptive Voltage
Compensation

Test structures based on transistor arrays consistently must
address two challenges: the IR drop along the electrical path to
the DUT, and leakage current due to whatever DUT selection
circuitry is employed. Here, we briefly review key representa-
tive works in the field [11], [13]–[15] and describe past efforts
to address these challenges in test structures utilizing transistor
arrays. The test structure of [11] is array based, utilizing
transmission gates; however its use of common gate and drain
connections renders it susceptible to large leakage currents
similar to the ROM-like architecture. The work of [13] ad-
dressed the IR drop by placing an operational amplifier directly
on the probe card, and utilizing an Agilent 4156 SMU in a
force/sense circuit, similar to the hardware IR compensation
technique we describe below; however, [13] did not address
the impact of the op-amp internal resistance on the voltage
measurement error or the diode leakage through transmission
gates. Approaches to these issues will be discussed in our
work in the sections that follow. The array-based structure of
[14] suffers from large background leakage from the DUTs
themselves. The voltage bias elevation and leakage current
cancelation techniques we introduce substantially alleviate the
leakage current issues suffered by the works list above. An
innovative approach to voltage compensation was introduced
by [15], where-in iterative adaptive voltage compensation was
employed to compensate for the IR drop to the DUT. We
describe this approach further below.

For array-based test structures, the IR drop from the com-
pensation point to the DUT may become even larger due
to the extra parasitic resistance of the added transmission
gates and routing paths used for the decoding and selection
scheme. To reduce the measurement error caused by this
large IR drop, an adaptive voltage-compensation scheme was
proposed in [15], which utilizes two SMUs for each node of
the measured MOSFET, as shown in Fig. 3. For each terminal
of the DUT, one SMU (e.g., SMU1 for D, SMU3 for G, SMU7
for S, and SMU5 for sub) is used for forcing the voltage,
which is then sensed by the other SMU (e.g., SMU2 for D,
SMU4 for G, SMU8 for S, and SMU6 for sub). Fig. 4 lists
the adjustment algorithm for finding a proper compensation
voltage at each measured node. The approach of this algorithm
is to incrementally increase the forcing voltage each time
by a small step, and stop when the sensed voltage is equal
to the reference voltage. The number of sweep steps of the
forcing voltage determines the runtime and the accuracy of the
adaptive voltage-compensation scheme. A small sweep step
may result in a more accurate measurement, but it will also
require longer runtime.

Fig. 3. Schematic of the adaptive voltage compensation for one DUT.

Fig. 4. Pseudo code of adaptive voltage compensation algorithm for Ion
measurement.

This adaptive voltage-compensation scheme is straightfor-
ward and easy to implement. However, it requires 8 SMUs per
DUT and results in a high test-hardware overhead. Also, its
adjustment algorithm may require too much time to search for
the proper compensation voltages and may even be unable to
converge. In fact, this adaptive voltage-compensation scheme
only converges easily when the number of measured nodes is
equal to two, such as for a diode or resistor. The difficulty
of convergence increases when the number of compensation
nodes increases. However, most FET characterization such as
SPICE modeling is performed on discrete transistors, meaning
that all four FET terminals (drain, gate, source, and bulk)
need to be compensated. Therefore, the adaptive voltage-
compensation scheme may not be practical for the applications
described in this paper.

C. ROM-Like Transistor Array

Several test structures using ROM-like transistor arrays have
been proposed in the past to measure a large number of DUTs
within a close proximity [6], [12]. A ROM-like transistor
array requires no periphery circuit for DUT selection and
can avoid the extra parasitic resistance of the transmission
gates as described in the previous subsection. Fig. 5 shows
a ROM-like transistor array design in which transistors on
a given column share a common drain bus, while each row
of transistors shares a common gate bus. All transistors’
source and bulk nodes are tied together with wide metal
layers to minimize IR drop. The FET array layout permits
each individual transistor to be accessed without periphery
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Fig. 5. Architecture of a ROM-like transistor array using shared common
gate and drain buses [12].

Fig. 6. Layout of a ROM-like DUT array using straight poly lines for gate
connections [12].

circuitry. For example, while measuring FET T11, column 1
is biased and other drain columns are floating to reduce the
diode leakage of the other transistors of columns 2 through 10.
The voltages on other gate rows connected to T11 are biased
at 0 V or a small negative voltage to turn off transistors and
minimize the leakage in column 1 [12]. However, this design
and biasing scheme still exhibits a major DC leakage current
problem due to the use of common gate and drain busses,
which results in an incorrectly measured value of Vt which
is lower than the correct value obtained from a conventional
single transistor testline. Traditionally, ROM-like open/short
test structure arrays have been commonly used as test vehicles
for defect monitoring during yield ramp [6]. The only ROM-
like array structures which avoid this issue are open/short test
structures evaluated by a strict pass/fail criteria, where the
criteria for a short is a current level of order at least ∼µA.
In addition, the layout style of a ROM-like transistor array,
as shown in Fig. 6, cannot represent the end shortening and
rounding effects of a poly gate used in actual product devices.
Therefore, its measurement results may substantially deviate
from the reality encountered in a product circuit.

III. Design Methodology

A. Design Architecture

Fig. 7 shows the proposed transistor array with 4 × 64 =
256 test units. Each test unit consists of eight transmission
gates and one DUT. The DUT (usually a MOSFET) can be
measured by selecting the corresponding test unit through the
X-decoders and Y-decoders. In total, 8 address inputs (X1-X2
and Y1-Y6) are used to select the 256 test units. Each test
unit is designed with a stand-alone connection to its DUT,

which means each of the drain, gate, source, and bulk nodes
is connected to a SMU. This stand-alone connection can be
used for the measurement of Isoff, Iboff, Igoff, or body bias of
a DUT. Therefore, this test-unit design can also be modified to
adapt to any type of device such as diode, resistor, pMOS, or
nMOS, as long as the number of terminals connected to pads is
less than or equal to four. The terminals F1-F4 and S1-S4
are the SMU’s forcing and sensing ports which are connected
to the drain, gate, source, and bulk of a DUT, respectively. The
proposed test structure with 256 DUTs can fit into a regular
1 × 22 pad frame used for a standard PCM testline. Also,
the array size of the proposed test structure can be extended
to 16 × 64 = 1024 to increase the sample size for statistical
SPICE modeling or other applications requiring large sample
size. However, the extended array cannot be placed in the
scribe line for production variation monitoring due to its larger
area.

Fig. 8 shows the test-structure layout in a 60 × 2200 µm2

region, where the size of each test unit is 30 × 10 µm2.
Note that the shaded square in Fig. 8(c), representing the
∼10×10 µm2 area immediately surrounding the DUT, may be
designed with a layout representing a typical circuit environ-
ment, or with a layout deliberately varying one or more layout
parameters. This can be accomplished without compromising
the low series resistance of the wiring to the DUT terminals.
Because most stress-related layout effects occur over length
scales less than ∼5 µm, the layout-induced stress on the DUT
can easily be made identical to a typical circuit layout. In this
proposed test structure, the circuit-under-pad (CUP) design
technique is used to increase the number of DUTs placed
in this 60 × 2200 µm2 region. Note that this CUP design
technique requires a process with at least four metal layers.
By using the CUP design, the bottom few metal and via layers
(metal-1 to metal-4) in the pad frame are removed. The active
circuitry including test devices are all placed under the bond
pads. Using the CUP design, the number of placed DUTs is
increased by a factor of 2.5. In addition, all periphery circuits,
such as latches and decoders, are designed with I/O devices
rather than core logic transistors so that their background
leakage can be reduced and their performance will not be
affected by the process variation of the advanced process under
study. For the technologies under study, Vdd = 1.0 V for the
core logic transistors, and Vdd = 2.5 V (or optionally 1.8 V)
for the IO devices. In the examples discussed in this paper,
we focus on the case where the DUT is a core logic transistor,
but the techniques are equally applicable to the case where the
DUT is a 2.5 V (or 1.8 V) IO device as long as the periphery
circuits are overdriven to 3.3 V (or 2.5 V).

B. Hardware IR Compensation

A hardware IR-compensation technique is used in the
proposed array-based test structure to reduce measurement
error caused by the large parasitic resistance of the added
transmission gates and routing paths. The key concept of
this hardware IR compensation is to separate the forcing and
sensing paths originally connected at the probe card (as shown
Fig. 2), and reconnect them at a position very close to the DUT.
Such a connection can reduce the parasitic resistances between
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Fig. 7. Architecture of the proposed transistor array with 4 × 64 DUTs for scribe-line-compatible footprints.

Fig. 8. Layout of the proposed test structure using circuit-under-pad design
(CUP) for scribe-line compatible footprints. (a) Cross-section view of CUP
design. (b) Top view of the proposed test structure. (c) Schematic inside each
test unit.

a compensation point and its corresponding DUT. In our test
structure, the approximate distance between the compensation
point and DUT is less than 2 µm. Thus, the parasitic resistance
between compensation point and DUT is significantly low-
ered. For example, using typical metal resistance values, the
parasitic resistance for each connection can easily be reduced
to ∼ 0.2 � which is substantially lower than 1–30 � for a

conventional PCM test-line as described in Fig. 2. Fig. 9 shows
the whole configuration of the proposed setup, which contains
the enhanced Kelvin connection, Agilent 407X SMUs, and
a redesigned compensation point. All the DUT’s terminals
including drain, source, gate, and bulk are compensated by this
enhanced Kelvin connection to ensure measurement accuracy.
The measurement error for the configuration of Fig. 9 can be
calculated by the following equations. We note that because
Ri is much larger than Rs and Rf , to simplify the calculation,
the negligible current flowing through Ri is taken to be zero

Vsense = Vset (1)

Error = Vset − Vdut

= Vdrops

= Vdropf · Rs

Rs + Ri

= Idut · Rf · Rs

Rs + Ri

. (2)

As (2) shows, the compensation error increases as Idut in-
creases. In order to address this compensation error when Idut

is high, we can either reduce the parasitic resistances Rs and
Rf by layout engineering, or increase the internal resistance
Ri at the SMU. To reduce Rs and Rf , we can increase the
size of a transmission gate such that its channel resistance
is reduced, or increase the metal routing width. However, a
larger transmission gate results in larger leakage [14], and
wider metal routing requires more layout space. Therefore, in
our hardware compensation, we choose to increase the SMU’s
internal resistance Ri to limit the measurement error.

Increasing Ri lowers the difference between Vdut and Vset .
Typically, the SMU’s internal resistance in an Agilent 407X
tester is a few kiloohms. For instance, with Vdut of 1 V,
the error percentage with a 10 k� Ri and a 300 � Rs is
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Fig. 9. Schematic of the proposed hardware IR-compensation mechanism.

Fig. 10. Example of the negative node created without applying the proposed
voltage bias elevation technique.

approximately 870 � (Idut/1 V)%. This error percentage can
be reduced to 45 � (Idut/1 V)% if Ri is increased to 200 k�.
Since the maximum Idut for most typical device measurements
is approximately 2 mA, the worst case error percentage can be
improved from 1.57% to less than 0.09%, if Ri is increased
from 10 k� to approximately 200 k�. The error percentage
slightly increases with Idut for wide device width (>2 µm).
However, a 2 mA maximum current level is adequate for most
applications such as SPICE modeling, process diagnostics,
stress, DFM, and variation characterization. For a worst case
of DUT measurement with Idut = 10 mA, Ri = 200 k�, and
Rs = Rf = 300 �, the error will be smaller than 0.44%, which
is superior to either a conventional PCM or adaptive voltage
compensation. However, increasing Ri results in larger voltage
convergence time. This technique should, therefore, be used
with caution.

C. Voltage Bias Elevation for Measuring Ion

In the previous subsection, we introduced the use of the pro-
posed hardware IR compensation to achieve high measurement
accuracy, especially when Idut is high. However, as shown in

Fig. 11. No forward biased current on the transmission gate is generated
after applying voltage bias elevation (Velv = 0.5 V).

Fig. 10, the proposed IR compensation technique may create
a negative node Vsx beside the transmission gate on the force
path of the DUT’s source side. During the IR compensation,
the value of Vsx depends on Idut and the parasitic resistance of
metal routing and transmission gates, Rs. Vsx is in the range
of ∼−0.2 to ∼−1.0 V in the example of Fig. 10. Thus, if Idut

or Rs become too large, Vsx at the transmission gate’s input
node will become a large negative voltage, which may turn
on the diode from source to substrate on the transmission gate
and result in malfunction if Vsx is below −0.6 V.

Considering the case of Ion measurement for a core logic
transistor with Vdd = 1.0 V for example, before the OP Amp
settles, the voltage at the drain compensation point would
initially be below 1.0 V due to the IR drop. Vforce would
continue increasing until the voltage of the compensation point
Vdut reaches 1.0 V. Vforce would be elevated to approximately
1.0 V + Idut*Rf . This does not present a problem on the
forcing path of the DUT’s drain side as long as Vdx is still
below Vdd (i.e., 2.5 V). However, it would cause a negative
node on the force path of the DUT’s source side. The source-
voltage setting of the DUT is 0 V for Ion measurement.
The voltage at the input of the transmission gate would
thus be decreased below the diode’s turn-on voltage (about
−0.6 V) due to the parasitic resistance of metal routing and
transmission gates, especially when Idut is high. This would
turn on the transmission gate’s drain to bulk diode. As shown
in the following equation, Vsx, and a corresponding “elevation”
voltage Velv, can be roughly calculated given Idut , the diode’s
turn-on voltage Vdt , and the transmission gate resistance RTG

Vsx = Idut · 2 · RTG > −Vdt

Velv = −Vsx. (3)

If Vsx < −Vdt , the current measured by the SMU would
be the diode’s forward biased current, not the DUT current.
To prevent this, the voltage biases of all the DUT’s terminals
are elevated to a positive voltage Velv during Ion measurement
to eliminate the negative voltage at the source path. This
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Fig. 12. Possible leakage paths in the proposed array-based test structure. The thick line indicates the selected path. The background leakage current includes
the leakage from both the selected and unselected paths.

bias voltage Velv is applied to Vset (thus also increasing Vdx),
Vg, Vd , Vs, and Vb. The elevated voltage does not affect the
electrical behavior of the measured DUT because the same
voltage elevation is applied to all terminals concurrently. In
addition, the power supply of the periphery circuitry can be
overdriven to 3.3 V to enlarge the compensation margin, i.e.,
3.3/2.5 V VDD for a 2.5/1.8 V I/O process. Figs. 10 and 11,
respectively, show an example without and with application of
voltage bias elevation.

D. Leakage-Current Cancelation for Measuring Ioff

Another important MOSFET parameter to be measured is
the off-state leakage current Ioff . When measuring current,
a SMU senses not only the DUT current, Idut , but also the
leakage current from periphery circuitry. For Ion measurement,
the leakage current from peripheral circuitry does not affect
the measurement accuracy since this leakage current is much
smaller than Ion. However, this leakage current can signifi-
cantly affect the accuracy of Ioff measurement. The sources
of this leakage current include: 1) the leakage from peripheral
circuitry transistors, and 2) the leakage from the transmission
gates on selection paths. The second of these typically domi-
nates the total leakage current. The leakage current from the
transmission gates may result from the N+/PW and P+/NW
junction leakage, and gate to drain leakage on both the pMOS
and nMOS of the transmission gates. There are 64 + 4 leakage
current paths created by the transmission gates in the proposed
test structure as shown in Fig. 12 (64 gates for each column
and 4 gates for each row).

In order to reduce the current from these leakage paths,
we use I/O devices (having relatively thicker gate oxide and
longer channel length) for designing the periphery circuitry.
Also, we propose a leakage-current-cancelation technique for
our array-based test structure. This leakage-current cancelation
elevates all the DUT’s terminals to an optimal voltage, similar
to the voltage elevation technique described in the previous
subsection. The operating principle of this leakage-current
cancelation is to set the voltage of the DUT’s drain node such
that leakages from the nMOS and pMOS of each transmission
gate on the 68 leakage paths can be balanced. Figs. 13 and
14, respectively, illustrate the leakage current before and after
employing the voltage elevation technique. Before voltage
elevation, the voltage difference from the DUT’s drain to
both the nMOS gate and the pMOS substrate is 1.5 V, but
the voltage difference from the DUT’s drain to both the
nMOS substrate and the pMOS gate is only 1.0 V. This
unbalanced voltage difference may result in a large current on
this transmission gate as shown in Fig. 13. After the voltage of
the DUT’s drain is elevated to an optimal value, the voltage
differences from the DUT’s drain to each nMOS or pMOS
gate, or to the substrate, are all equal, such that the leakage
currents from this transmission gate cancel out one another as
illustrated in Fig. 14.

If all transmission gates were perfectly fabricated, all nMOS
and pMOS should be completely symmetric. In this ideal
case, the optimized voltage at the DUT’s drain should be half
of the transmission gate VDD, i.e., 1.25 V in our example.
However, in reality the fabrication of each transmission gate
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Fig. 13. Larger background leakage due to unbalanced leakage paths before
applying voltage bias elevation.

Fig. 14. Reducing the leakage current by balancing the leakage paths with
optimized voltage bias elevation.

is also affected by process variation. Thus, when measuring
Ioff , the values of both VDD and the elevated voltage at the
DUT’s terminals may be swept to find an optimal voltage to
minimize the leakage current from the 68 leakage paths during
the measurement. The background leakage can be optimized
by offsetting the drain voltage slightly from half VDD. Fig. 15
plots Ioff as a function of the drain voltage offset from half
VDD for the 64 DUTs in the array for one wafer (9 die
tested on each wafer, with 1 array in each die). Typically,
the minimum DUT off current can be obtained at a drain
voltage fairly close to half VDD. In this example, the sweep
confirmed that the optimal voltage was quite close to half VDD,
as Ioff is observed to significantly increase with a non-zero
offset voltage. However, the optimal drain voltage might not
be exactly half VDD for all processes. It might be slightly above
or below half VDD for different processes depending on the
difference between the NMOS and PMOS gate and junction
leakage in the transmission gates, and sweeping the offset
voltage as done in Fig. 15 permits confirmation or correction
of the optimal offset voltage. Of course depending on the range
and resolution of the offset voltage sweep, additional test time
will be required to obtain this data. In this example, based on
the data of Fig. 15, a voltage of half VDD was determined
to be adequate. We further emphasize that because long-

Fig. 15. Background leakage reduction by offset voltage from half VDD for
the 64 DUTs in the array for 1 wafer (9 die/wafer with 1 array/die).

channel thick-oxide IO transistors are used in the transmission
gates, the offset voltage is relatively insensitive to process
variation. In practical applications, a quick confirmation of the
optimal offset voltage can be obtained with two additional Ioff

measurements, i.e., for positive and negative values of a single
offset voltage. Further adjustment of the offset voltage needs
only be performed if it is shown to be necessary by these two
measurements, in which case the offset voltage can be adjusted
iteratively to minimize Ioff to the desired precision, at the cost
of 2 additional Ioff measurements for each successive iteration.
Because the need for offset voltage adjustment results from
leakage imbalance in the periphery circuits, and these are long
wide IO devices relatively less susceptible to local process
variation, if such adjustment is necessary, it is likely to only
be needed once for each DUT array. Local process variation
causes variation in Ioff for different DUTs in the same array,
but it is unlikely to affect the offset voltage which must be
applied to the periphery to minimize the measured Ioff value.

IV. Experimental Results

A. Proposed Test Structure Versus Traditional PCM Testline

In the first experiment, a traditional PCM testline is fabri-
cated adjacent to the proposed array-based test structure in a
mature, relatively old process technology. In traditional PCM
testlines, several types of devices with different dimensions
are fabricated, such as MOSFET, RC, RS, and diode. We
choose a DUT from the proposed DUT array closest to the
DUT with the corresponding device type and dimension in
the PCM testline, and then measure both of these two DUTs.
The electrical properties of these two DUTs should be sim-
ilar since the local process variation of this mature process
technology is small.

Fig. 16 plots the drain current (Id) versus the gate voltage
(Vg) of the chosen DUT measured by each test structure.
Curve A represents the Id measured by the traditional PCM
testline, which is considered as the reference measurement
result. Curve B represents the Id measured by the proposed
array-based test structure. As shown by curves A and B, the Id



288 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 24, NO. 2, MAY 2011

Fig. 16. Id versus Vg measured by (a) a PCM testline and (b) proposed
array-based test structure with log scale (upper figure) and linear scale (lower
figure).

measured by the proposed test structure closely matches the
Id measured by the traditional testline when the normalized
Id is smaller than 10−3(A.U), which covers the Id range for
measuring both the threshold voltage Vth and the saturation
current Ion. Thus, the result shown in Fig. 16 demonstrates
the measurement accuracy of the proposed array-based test
structure for measuring Vth and Ion. Note that the Id range for
measuring Ion is in general below 1 mA for advanced technolo-
gies. The proposed test structure can allow Id measurement up
to 2 mA.

Next, we fabricate both test structures on an advanced,
newly developed process technology and measure 9 traditional
PCM testlines and 9 replicates of the proposed test structure
over a wafer as shown in Fig. 17, which represents the
typical sampling distribution of measured PCM testlines. On
each chip, the proposed test structure is placed adjacent to
the measured PCM testline. Fig. 18 plots Ion versus Vth for
the DUTs measured from each PCM testline and from the
proposed test structure. As shown by Fig. 18, the Ion and
Vth measured by PCM testlines are all within the distribution
of the Ion and Vth measured by the proposed test structure,
meaning that the measurement accuracy of the proposed test
structure is very close to that of the traditional PCM testlines.

Fig. 17. Locations of measured test structures.

Fig. 18. Ion and Vth of each DUT measured by 9 PCM testlines and 9
proposed test structures. The curve is an elliptical fit of the 95% confidence
interval of the data set.

Fig. 19. Ion and Vth of each DUT measured by only one PCM testline and
one proposed test structure. The curve is an elliptical fit of the 95% confidence
interval of the data set.

In addition, by using only the PCM testlines, the extent of
the global variation on this wafer can be roughly observed,
which is also one of the objectives of traditional PCM
testlines.

However, the traditional PCM testlines fail to capture
the local process variation. Fig. 19 plots Ion versus Vth of
DUTs measured from only one PCM testline and its adjacent
proposed test structure, demonstrating that the variation of
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Fig. 20. Vth versus DUT column (x-axis) for all four rows of the structure,
with each row shifted by a fixed offset along the y-axis.

the DUT’s Ion and Vth within the proposed DUT array is
significant, but the PCM testline can only measure one sample
from this distribution. This result further shows the necessity
of an effective array-based test structure to measure a large
number of DUTs in close proximity, such that local variation
can be accurately characterized. In Fig. 20, we plot Vth versus
DUT column (x-axis) for all four rows of the structure. No
spatial dependence is evident, indicating that the data truly
characterizes the local random variation of the process.

B. Effectiveness of Hardware IR Compensation

In the following experiment, we measure the same DUT
using the same proposed array-based test structure as that in
Fig. 21 but without applying the hardware IR compensation
introduced in Section III-B, i.e., we use the SMUs’ connection
shown in Fig. 9, but the internal resistance of the SMUs
remains unchanged. In Fig. 21, curve C represents the Id

measured by the proposed test structure without hardware IR
compensation. As curve C shows, its measured Id matches
the reference result in the sub-threshold region. However,
its measured Id deviates from the reference result when the
normalized Id is larger than 10−4, which falls in the current
range required for measuring Ion. This measurement error
results from the parasitic resistance of the transmission gates
on the selection paths. Thus, without applying hardware IR
compensation, the measured error of Ion can be quite large.

Fig. 22 further illustrates this error in Ion by plotting Ion

versus Vth for each DUT measured by the proposed test
structures with and without applying hardware IR compen-
sation. As shown in Fig. 22, the Vth distributions measured
with and without hardware IR compensation are similar (see
their X-coordinates). However, the Ion values measured with-
out hardware IR compensation are significantly lower than
those obtained using hardware IR compensation (see their
Y-coordinates). This is because the Id for measuring Ion is
much higher than that for measuring Vth and may result in
a significant IR drop if no IR compensation is applied. The
result shown in Fig. 22 again demonstrates the importance of
applying the proposed IR-compensation scheme.

C. Effectiveness of Leakage-Current Cancelation

As discussed in Section III-D, the proposed leakage-current
cancelation can significantly reduce the background leakage

Fig. 21. Id versus Vg measured by (A) a PCM testline, (B) a proposed array-
based test structure, and (C) a proposed array-based test structure without
applying hardware IR compensation.

Fig. 22. Ion and Vth of each DUT measured by proposed test structures with
and without the hardware IR compensation. The curves are elliptical fits of
the 95% confidence intervals of the two data sets.

from transmission gates by elevating the voltage at each
terminal of a DUT to an optimized value. Fig. 23 plots the
Ion and Ioff of each DUT measured by the proposed test
structures with and without applying the current-cancelation
technique. As shown in Fig. 23, the Ioff measured with current
cancelation applied ranges over a wide interval (from −8 to −4
A.U.). However, the Ioff measured without current cancelation
is uniformly high, in a small interval (from −5 to −4 A.U.).
This result shows that if the current-cancelation technique is
not employed, the leakage current from the transmission gates
may dominate the Ioff measurement and hence the true Ioff

distribution cannot be measured.

D. Proposed Array Versus ROM-Like Array

In the following experiment, we fabricate the proposed
array-based test structure next to a ROM-like array-based test
structure, using a mature, relatively old process technology.
Both test structures can be placed into a standard scribe
line for monitoring process variation. Similar to Fig. 16, we
choose two nearby DUTs for measurement, one from each test
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Fig. 23. Ion versus Ioff of each DUT measured by the proposed test
structures with and without applying the current-cancelation technique.

Fig. 24. Id versus Vg measured by a ROM-like DUT array and a proposed
DUT array.

structure. Fig. 24 plots the Id versus Vg of the chosen DUT
measured by each test structure. Compared to our proposed
test structure, the Id measured by the ROM-like test structure
is larger, and hence its measured Vth is smaller. This difference
results from the larger leakage current of the common-gate
and common-drain buses in the ROM-like transistor array,
which shows the potential measurement error from modifying
a DUT’s layout for characterization of process-variation.

Next, we fabricate these two array-based test structures in an
advanced, newly developed process technology. Fig. 25 plots
the Ion and Vth measured on each DUT of both test structures.
The median and variance of Vth measured by both test struc-
tures are listed in the upper-right corner of Fig. 25. Compared
to the proposed test structure, the Vth measured by the ROM-
like test structure is approximately 10% smaller, which is con-
sistent with the result shown in Fig. 24. Also, the Vth variation
measured by the ROM-like test structure is about 12% smaller.
This smaller Vth variation results from the fact that the long
straight poly line gate busses used in the ROM-like transistor
array do not suffer the shortening and rounding effects which
occur in the short poly gates of both the proposed transistor
array and typical real product circuits. Therefore, the Vth varia-
tion measured from a ROM-like test structure may be unrealis-
tically smaller than the variation which occurs in a real circuit.

E. Hardware IR Compensation Versus Adaptive Voltage Com-
pensation

Hardware IR compensation is one key technique to ensure
the measurement accuracy of an array-based test structure. In

Fig. 25. Ion versus Vth of each DUT measured by a ROM-like DUT array
and a proposed DUT array.

TABLE I

Comparison Between Hardware IR Compensation and Adaptive

Voltage Compensation

Adaptive Voltage Hardware IR
Compensation Compensation

# of SMU required 8 (each MOSFET) 4 (each MOSFET)
Accuracy Depends on sweep step >99.991%
Convergence time Slow Fast
Testing time ∼500 ms ∼10 ms

this subsection, we compare the proposed hardware IR com-
pensation with the adaptive voltage compensation introduced
in Section II-B. Table I summarizes the comparison between
the two IR compensation schemes. First, the hardware IR
compensation requires half as many SMUs per DUT compared
to adaptive voltage compensation. Second, the measurement
accuracy of hardware IR compensation can be calculated by
(2) and further controlled by modifying the internal resistance
of the SMUs. The measurement accuracy of the adaptive
voltage compensation is controlled by the size of the sweep
step. A smaller sweep step can increase the measurement
accuracy, but only at the cost of increased test time. Next,
hardware IR compensation requires no sweeping of the forc-
ing voltage and hence results in a faster convergence time.
Last, the test time for measuring a DUT with hardware IR
compensation is around 10 ms, which is 50× smaller than that
with adaptive voltage compensation. This short test time and
high measurement accuracy further demonstrates the efficiency
and effectiveness of the proposed hardware IR-compensation
scheme. To illustrate the impact of this reduction of test
time, we note that to obtain the 256 data points for each
data set in Fig. 21, 128 s is required for measurement using
adaptive voltage compensation, as compared to only 2.56 s
using hardware IR compensation.

F. Local Mismatch Measured by Proposed Test Structure

Accurate matching of active and passive devices is critical
for analog and mixed-signal circuits, which usually require a
high level of precision. As process variation becomes larger
in advanced process technologies, the degree of mismatch
on devices actually determines and limits the performance
of analog and mixed-signal circuits [16]–[18]. To measure
mismatch in a process technology, two nominally identical
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Fig. 26. Layout of a paired-transistor DUT.

Fig. 27. Vth mismatch of paired MOSFETs measured by the proposed test
structures for different W/L dimensions.

MOSFETs directly adjacent to each other are fabricated and
then measured. The physical difference between these two
nominally identical MOSFETs is defined as local mismatch.
In this subsection, we utilize the proposed array-based test
structure to collect mismatch data for a large number of pairs
of adjacent MOSFETs.

In order to place a pair of identical MOSFETs into a test unit
shown in Fig. 8, the number of DUT terminals connected to
pads must be less than or equal to four. Fig. 26 shows the DUT
design used in our array-based test structure for measuring
local mismatch. As Fig. 26 shows, the two MOSFETs are
symmetric and share a common gate and source. Also, the
source and bulk of each MOSFET are tied together to save
another terminal connection to a pad. When measuring the
Vth of the left (right) MOSFET, we float Drain-2 (Drain-1),
apply voltages to the common gate in a sweep step, ground
the common source/bulk, and sense the current at Drain-1
(Drain-2).

In the following experiment, we fabricate the proposed
array-based test structures to measure local Vth mismatch on
an advanced process technology. Each test structure contains
256 paired MOSFETs, which include the following four device
dimensions (listed in order of decreasing channel area): long-
channel devices, standard-cell devices, on-rule devices, and
sub-rule devices. For each dimension, 64 paired MOSFETs are
included. Fig. 27 shows the difference of the normalized Vth

between each of the paired MOSFETs for each dimension. The

Fig. 28. Poly-CD mismatch of paired MOSFETs measured by scanning
electron microscope for different W/L dimensions.

Fig. 29. Vth versus poly CD for all MOSFETs in the array of MOSFET
pairs.

Vth mismatch significantly increases when the channel area
decreases, consistent with the theoretical behavior of random
dopant fluctuation [19].

Vth mismatch also depends strongly on the difference in the
poly gate critical dimension (CD) between the two devices. We
use an in-line scanning electron microscope to physically mea-
sure the poly CD difference between each of the paired MOS-
FETs. Fig. 28 plots this physically measured mismatch of poly
CD for the same group of paired MOSFETs shown in Fig. 27.
Fig. 29 in turn plots Vth versus poly CD for all MOSFETs in
the group of MOSFET pairs. The physical poly-CD mismatch
shown in Fig. 28 and the spread of the Vth populations in
Fig. 29 indeed correlates with the electrical Vth mismatch
shown in Fig. 27, which confirms that local poly CD difference
is one of the sources of this Vth mismatch. The measurement
results in Figs. 27 and 28 demonstrate that the mismatch
between paired MOSFETs may significantly vary within a
close proximity (note that the distance between two DUTs, i.e.,
two MOSFET pairs, in the proposed test structure is 30 µm).
In addition, the strong correlation between our electrical and
physical measurements again demonstrates the accuracy and
effectiveness of the proposed array-based test structure.
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V. Conclusion

In this paper, we successfully developed an array-based
test structure and a corresponding novel test methodology
for overcoming the IR-drop from parasitic resistance and the
leakage current from the control circuitry, which are challenges
inherent to any array-based characterization technique. We
introduced the technique of hardware IR compensation to ad-
dress the parasitic IR drop, and the combination of voltage bias
elevation and leakage current cancelation to perform efficient,
highly accurate current measurements on a large device array.
The proposed array-based test structure can fit into the pad
frame of a traditional PCM testline and can be placed on a
scribe line for production process monitoring. Measurements
with the proposed structure have demonstrated accuracy com-
parable to the PCM testline, but a much larger data volume can
be gathered with the same pad frame area. Also, its DUT array
size can be further extended for statistical SPICE modeling.
A series of experiments were conducted on both mature
and newly developed process technologies to validate the
effectiveness and the superiority of the overall proposed test
structure and methodology. As one example of the application
of this technique to perform valuable process characterization,
we demonstrate the use of a version of this structure to collect
local Vth mismatch data for an array of MOSFET pairs.
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