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As the 3G systems have been deployed

and commercialized, research institutes,
major equipment providers as well as op-
erators from all over the world had joined
forces to look into future generations (be-
yond the third generation, B3G) of wireless
communications, creating the Wireless
World Research Forum (WWREF).

It is expected that the air interface will
be playing the central role of the B3G wire-
less network. In this report, we propose a
new broadband wireless mobile access ar-
chitecture that is suitable for high-speed
multimedia wireless transmission, predict its
overall performance, and validate its feasi-
bility. We produce simulation programs so
that future users can emulate the perform-
ance of our joint design. This joint effort
consists of tree sub-projects, namely,

1. Multi-channel multi-rate spreading se-
quences technologies.
3. Space-time signals processing and
multi-user detection.
4. Synchronization, channel estimation and
inner receiver design.

It is clear that each sub-project studies

a vital part of a broadband wireless mobile



transmission system and all of them are

closely coupled. For detailed description of

each sub-project please refer to the
sub-project reports.
Keywords: Wireless Communications,

Mobile Radio Access Technologies, B3G.
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2.1 Introduction

In the MC/DS-CDMA systems, the
system performance gets worse as the mul-
tiple-access interference (MAI) increases.
Therefore, a new class of two dimensional
orthogonal variable spreading factor (2-D
OVSF) codes [2] was proposed to eliminate
the MAI by the mutual orthogonality be-
tween different users in the previous project.
However, to maintain the code’s orthogonal-
ity, the code cardinality of 2-D OVSF codes
is restricted. Therefore, in order to support
more subscribers and simultaneous users
than the existing system using 2-D OVSF
codes, a new 2-D non-orthogonal code,
so-called frequency-hopping time-spreading
codes are proposed in this project.

The new 2-D non-orthogonal codes
which use Walsh codes and modified
m-sequences for frequency-hopping, and
Barker codes for time-spreading are pro-
posed to increase the number of subscribers
by utilizing two coding dimensions simulta-



neously. As a result, the overall code cardi-
nality becomes a product of a quadratic
function of the cardinality of the bipolar
codes used for frequency hopping and a lin-
ear function of the cardinality of the bipolar
codes used for time-spreading. Therefore,
the overall code cardinality is improved
substantially.

2.2 Constructions of the 2D
Non-Orthogonal Codes

The 2-D frequency-hopping
time-spreading codes (2-D FT codes) are
obtained by the permutation of these multi-
carrier codeword algebraically onto the time
slots of another code chosen for time
spreading. The algebraic permutation is
controlled by prime sequences over Galois
field of a prime number [3] in order to keep
the cross-correlation functions of the result-
ing 2-D FT codes as low as possible. The
best candidate that can serve as the time
spreading bipolar code in our 2-D FT cod-
ing scheme is the family of Barker se-
quences [4]. The reason for choosing the
Barker sequences as our time-spreading bi-
polar codes is because the maximum auto-
correlation sidelobe of the barker sequence
no more than one. The cross-correlation
property is not that important because there
exists only one Barker sequence that is used
as the time spreading bipolar codeword for a
given length. In other words, any bipolar
codes with good autocorrelation property
can also be used for time spreading in our
2-D FT codes.

The construction of the synchronized
prime sequences begins with GF(p) of a

prime number p, Si’, :(si’,,o,si’l’l,..., Si,,,p_l),
such that s, . =(I1® j)®I, where i, j, and |

il,j
are all in GF(p), “®” denotes a modulo-p
multiplication, and “@® ” denotes a modulo-p
addition. As a result, p2 distinct synchro-
nized prime sequences of length p are ob-
tained. These p? sequences can be parti-
tioned in p groups of p sequences each. The
first sequence in each group is the original

prime sequence, which generates other p-1
sequences in the group. The synchronized
prime sequences have two correlation prop-
erties [3]: 1) the cross-correlation function is
at most one for any two prime sequences
originated from different groups; 2) the
cross-correlation function only occurs at the
auto- correlation peak position but the func-
tion can be as high as the autocorrelation
peak for any two prime sequences originated
from the same group.

To generate the 2-D FT code matrices,
we are going to permute the multi-carrier
bipolar codewords into the time slot of the
time-spreading bipolar codeword in accor-
dance to the prime sequences over a Galois
field GF(p) for a prime p. Each sequence
is used as a seed for generating a group of
2-D FT code matrices. The number of ma-
trices in each group is determined by the
number of available multi-carrier bipolar
codewords (i.e., @, ). The time-spreading
bipolar codeword has the length n=p. By
permuting these @, multi-carrier bipolar

codewords onto the n time slots of the
time-spreading bipolar codeword in accor-
dance to the patterns of the prime sequences,
this gives © =p groups of @, 2-D
FT code matrices each and, thus,
O =Dy, 0, = p’> 2-D FT code matri-

ces in total.

group

The performance of 2-D FT codes will
be better by selecting some special code ma-
trices from our 2-D FT codes. It means there
is no interference when the number of si-
multaneous users is less then p. Therefore,
using the group property of the synchronous
prime sequences, we can choose the group0
of matrices when the number of users is less
than or equal to p; otherwise, we need to use
multiple groups.

2.3 Performance Analysis

The average performance of the 2-D FT
codes is analyzed and compared with that of

2-D OVSF codes and 2-D random codes in
this section. The transmitter of the kth user



is shown in Fig. 1, wherek € {1,2,..., K}and
K is the number of simultaneous users. We
separate the total bandwidth into M or-
thogonal frequency bands of equal width.
The binary data bit stream of the user K, by(t),
is multiplied by the code sequence Cypy of
length N and is transmitted by the mth fre-
quency carrier Wy, where me {1,2,...,M}
and Cyn represents the mth row of the dis-
tinct 2-D code matrix of size MXN desig-
nated to user Kk, and M is the length of Walsh
code.

The receiver of the kth user is shown in
Fig. 2. By summing up all the MC/DS-
CDMA signals at the receiver, the received
signal is given by

rit) = x/ﬁiiak’mbk (t-7)C, n(t—7,)

k=1 m=I
-cos(a,t+6, ) +n(t), 1)
where n(t) is AWGN with a double-sided
power spectrum density (PSD) of 7,/2,

7, is the transmitted delay of user K,
a,,and G, are the amplitude and phase

for user k in the mth channel, respectively.
The MC/DS-CDMA signals detected at a
receiver are first frequency-filtered into M
diversity branches in accordance to the sig-
nals’ carriers. The M filtered and despreaded
signals Zyn (form e {1,2,..., M }), from a de-
cision sample (per bit period) are then com-
bined by a linear combiner, such that

Z= Z:f:lzkﬂm . In this project, the assump-

tions of perfect carrier, bit, chip synchroni-
zation and phase detections [1] are consid-
ered. The filtered, despreaded and sampled
output Z at the receiver is given by
Z=S+1+n, )
where S is the desired output of users, | is
the despreaded interference term caused by
other simultaneous users, and 7 is the fil-

tered and despreaded AWGN term with a
double sided PSD of7,/2.

Assume that the MAI from other si-
multaneous users and the noise after de-
spreading at the receiver are zero-mean
Gaussian independent random variables.

Then the mean of Z is given by
M
E[Z]=+VPT,> a,, 3)
m=1

and the variances of Z is given by
VAR[Z]=VAR[77]+VAR[ 1], (4)

where VAR[7]=MT,7,/2. Therefore, the
signal-to-noise ratio (SNR) can be calculated

and represented as [5], [6]
_ B[z E’[Z]
" VAR[Z] VAR[I]+VAR[7]’

©)

In an AWGN channel, we can evaluate
the error probability, P, based on Gaussian
approximation, which is given by

P. = Q(WSNR), (6)

where Q(x)=(27) " Ijexp(—zz/2)dz is

the Q-function.. In a Rayleigh fading chan-
nel, the average bit error probability P. is
given by [4]

P, = ["QWSNR))- f,(uydu,  (7)

where f, (u) :izeig is the Rayleigh dis-
o

tribution. Similarly, in a Rician fading
channel, f,(u) in (7) can be represented as

u gy
fuy=—e * |o(—2j, )]
o o
-1/2 (27 .
where 1,(x) =(27) _[O exp(xcos@)dé is
the modified zero-order Bessel function of
the first kind [4], the Rice parameter is de-

finedas v’ +20° =1 and R=Vv’/20".

We apply Gaussian approximation to
calculate the variances of MAI of the 2-D
FT codes. As discussed in Section 2.2, the

2-D FT codes support at most ® . = p’

matrices. Using the group property of the
synchronous prime sequences, we can
choose the group 0 of matrices when the
number of users is less than or equal to p;
otherwise, we need to use multiple groups.
Thus, the average variance of the



cross-correlation functions of the 2-D FT
codes is generally given by

—2 p — K—p —2
Og=| —XOgp+—X*x0ogij |, (9
g (K 9.p K g,m] )
where2 < j < p is the number of groups in

-, .
use. og,p denotes the variance of the

cross-correlation functions in group 0 when
@, =P, such that

—2
Og,p = 0.

(10)

Such condition occurs only in the desired
user and interferers are using the synchro-
nized prime sequences from the group O.

Eé, jp denotes the variance of the
cross-correlation functions when @ . > p,
such that [7]
— ] {(ip—p)aél}

J

jp-1

i1 ><{(I@—l)o-ﬁ+(J|0_—|0)052} an
J Jp-1

where the first and second terms in (11) re-
late to the variances of the cross-correlation
functions of the desired multicarrier code-
word originated from group 0 and

group i (forie(l,p—1]), respectively. 0?;1 is

the variance of the cross-correlation func-
tions created when the desired user and
interferers are using the synchronized prime
sequences from different groups. Thus, we

have afn = (K —1). o, is the variance of the

cross-correlation functions created when the
desired user and interferers are using the
synchronized prime sequences from the same
group. We o) =(K-1)/N.
o, = (K —1) is derived similar to oy

The 2-D FT codes have the zero
cross-correlation property, and thus, zero
error probability. For supporting greater car-
dinality, we can always select more than
group 0 of synchronized prime sequences
and the variance in (11) gets worse as more
groups are used (i.e., j increases). In other

then have

words, we should choose the group 0 of ma-

trices when the number of users is less than
or equal to p. For the number of users be-

tween p+1 and @ = p°, we need to use
multiple groups. For the case of the maxi-
mum cardinality of ® . = p’, the average
variance [i.e., ]=p in (11)] becomes

The variances of MAI of the 2-D FT codes,
2-D OVSF codes and 2-D random codes
under the different channels are summarized
in Table I.

2.4 Numerical Analysis

Figs. 3 and 4 show error probabilities
versus the number of simultaneous users for
2-D FT codes, 2-D OVSF codes, and 2-D
random codes in an AWGN channel, where
SNR = 10 dB. In general, P, gets worse as
the number of the users K increases, but im-
proves as a length of code N increases. From
Fig. 3, we can find that the performance of
2-D FT codes is better than the performance
of the 2-D random codes and worse than the
performance of 2-D OVSF codes. Note that
2-D FT codes here support p times more
matrices than the 2-D OVSF codes.

The difference between the Rician fading
channel and Rayleigh fading channel is that
the Rician fading has a line-of-sight (LOS),
which will be determined by the parameter
R=V?/20". A Rayleigh fading channel is
the special case of a Rician fading channel
with R=0. In these two channels, the or-
thogonality of the codes in the receiver’s
side would be partially destroyed or all de-
stroyed due to the effects of phase change
and amplitude fading. Figs. 5 and 6 show
error probabilities versus the number of si-
multaneous users in a strong Rician fading
and Rayleigh fading channels, where R=10
dB, SNR=10 dB. Figs. 7 and 8 show error



probabilities versus the number of simulta-
neous users in a weak Rician fading and
Rayleigh fading channels, where R=5 dB,
SNR=10 dB. From Figs. 5-8, we can find
that the difference among the performance
of these three codes will decrease as R de-
creases. In the extreme case (the Rayleigh
fading channel), the performance of these
three codes are almost the same.

2.5 Conclusions

In this project, we proposed 2-D FT
codes which use Walsh codes and modified
m-sequences for frequency-hopping and
Barker codes for time-spreading. We also
provided the performance analysis of 2-D FT
codes, 2-D OVSF codes, and 2-D random
codes under the AWGN, Rayleigh fading,
and Rician fading channels. The results of
our analysis showed that the proposed 2-D
FT codes can support more number of sub-
scribers than the 2-D OVSF codes with
trade-off of the system performance.
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3.1 Introduction

Much research on spatial and temporal
signal processing using an adaptive antenna
array has  been recent
years[8]-[13]. The LMS algorithm requires

less computation and its significant feature

pursued in

is simplicity, while the RLS algorithm pro-
vides a much faster convergence, and is
relatively independent of the eigenvalues
spread compared to the LMS algorithm [2].
Therefore, we will propose symbol-based
adaptive antenna receiver structures without
the need of calculation of the correlation
matrix in this paper. We consider an
MIMO-OFDM-DS/CDMA communication
system similar to [14], which utilizes a
transmit antenna array at the BS and a re-
ceive antenna array at the MS. However, our
work is different from [14] because our
adaptive receiver operates the transmit array,
receiver antenna array, and OFDM block in

multipath fading environments.
3.2 System Model

For MIMO-OFDM-DS/CDMA multiuser
communication system including K users
sharing a common frequency band, each
user is assigned a unique spreading sequence
¢, composed of Q chips at chip interval
T, which is equal to T,/Q.

o=l o k=t (13)
where the superscript H represents the Her-
mitian transpose. In OFDM systems, a block

of data of size Q where Q is a power of 2 is

transmitted as an OFDM symbol. The base-
band signal transmitted from the k-th user
can be represented as
s((n)=F"¢c,d, (n), t=1,--,N

=[s@M-1)+1) s@n-1)+2) -
(14)

where F is the Fast Fourier transform (FFT)

s@M)I

matrix. The IFFT matrix represents as
F"[9]. d, e{£l + j} is the data bit trans-
mitted by k-th user under QPSK modulation,
t means the tth transmitted antenna, and the
superscript T means transpose. We consider
a MIMO channel with N transmitted and M
received antennas for a widely used discrete
path physical model [15] and can be written

as
H= ZP;hPaR(HM,p)a;' (6., )= Ax(6, )H,AY (6,)
=

(15)

where H is the channel matrix, a;(9,),
az(6,) are array steering by transmitter and
receiver, respectively. The transmitter and
receiver are coupled via P propagation paths
with {9, ,f and 1, ,| as the spatial angles
seen by the transmitter and receiver, respec-
tively. The H_ represents the channel fad-
ing coefficient from p-th path. We suppose
this channel model contains the effect of in-
ter chip interference (ICI). L is the length of
impulse response. So, we can construct a
impulse response vector as [a, a, - a,].

The channel H can be rewritten as follows

H 0 - 0
H, H, 0
. H2 t. 0
ao|M H, (16)
0 H, H,
0
0
0 0 0 H,|




where H,=a xH,l=1--L. H is normal-
ized H. Next, we represent the transmitted

signal matrix S(n) as follows

S(n)=[s,(n) s,(n) -~ s, (n)]
s,Qn-1)+1) s,Qn-1)+1) - s

~ sl(Q(n71)+2) sz(Q(n'—1)+2) s

5, (Qn) @) - s(Qn)
=l (n) z0) -z
z,(n) is the g-th chip time signal of S(n). We
rewrite transmitted signal matrix as
{zqmz)(n) < z,(n) z,(n)
S, (n)= : : :

: . . ,qzl""aQ
qu(szz)(n) Zq—l(n) Zq(n)

we make s, (n) multiplied by H
R, (n)=HS,(n)+ V(n)

where V(n) is the zero mean and white

Gaussian noise. The sum of elements on the

diagonal of R,(n) is what we want. Make
x,(n) represent the sum of elements on the
diagonal of R, (n). The baseband signal

transmitted through channel can be repre-
sented as x,(n).

3.3 Narrowband Adaptive Receiver
3.3.1 LMS-Based Receiver
In this subsection, we propose a
MIMO-OFDM-DS/CDMA adaptive antenna
receiver. As we mentioned before, antenna
array is a appropriate description to MIMO
channel model. The weight vector of the
adaptive antenna is denoted as
wip), I (17)
The received signal matrix as
Un)=x,(m) x0) - xo(m) (18)

Obviously, each element in the received

W ims (n): [W(()k) Wl(k)

signal matrix U(n) is QPSK signal. We get
the despreader output sequence d,,,,(n)

and can be described as

Ao iws i (0)= ¢ FU" (n)w 5, ()/Q (19)
where d, ., (n) is the received signal se-
quence of the desired user. The cost function
of adaptive algorithm known as the complex
LMS algorithm is the expected value of sig-
nal error. So, the cost function can be repre-

sented as follows:
Jivs = E|:|dk (n)_chUH (n)wLMS.k (n)/Q|2:|
= E|:|eLMS,k (nxz ]

(20)
where d,(n) represents the original trans-
mitted signal of the desired user at time in-
stant n [10]. We assume that d,(n) is known
in training period, and we call it as a pilot
sequence which is transmitted before data
transmission in most wireless communica-
tion system. According to the derivation of
the LMS algorithm, we can recompose the
cost function (20) as the following
o (0] = Ebwie, (U, e U™ 0w 1)/
—d;w(n)crm mk )/Q
= Whsi (U()Fe,d, (n)/Q
+d, (n)d; ()] 21)
where "*" means conjugate. It is no doubt
that Jums is a complex value. In order to
adaptively update the weight of the proposed
receiver, we make a weight differential op-
eration for cost function. We compute the
gradient of the above cost function and then
obtain

6‘] LMS

6wLMS,k == 2U(n)FH €€ ms k (n)/Q (22)
where e, (n) denotes the error for the de-

sired user. Then, the weight vecor of the

proposed receiver can be updated as follows,

Wims k (n + 1): Wims k (n)_ H

6\] LMS
ey D)

LMS .k



where x 1is the step size.
3.3.2 Narrowband Adaptive Receiver
with Code Adjustment
In this subsection, we propose a new
idea about adaptive receiver. It is to apply
adaptive operation on spreading code. In
traditional CDMA system, spreading code is
an invariant sequence with fixed coefficients
+1 and has strong orthogonally. When
spreading code sequence was transmitted
through fading channel, it’s orthogonally
would be ruined. So, we set up a new struc-
ture for code adjustment. The proposed re-
ceiver structure bases on LMS algorithm
updates not only the weight vector of the
MIMO-OFDM-DS/CDMA adaptive antenna
receiver but also updates the despreading
code coefficients. The elements of the de-
spreading code are no longer +1. According
to the code update operation, the spreading
code vector of the desired user should be de-
fined as
e (M)=[ () () - ()] (24)

the cost function can be represented like
Jumsca as following:
Jusen = E [0, (1)l FU" (00 s (1) |

= Elells FUT (VW s (WG (MU, /Q°

~d;(n)ells FU" (w5, (n)/Q

=~ Wi (MUMF"e,6,d, (0)/Q

+d, (n)d; (n) (25)
Take gradient of the cost function by the
code vector we obtain

=-2FU" (n)W LMS k (n)eIMSCA,k (n)/Q (26)

A Lsca
OC s x

where e, denotes the error for the de-

sired user. The update equation of the

weight vector for this receiver is the same as

aJ
wLMS,k(n+1):wLMS,k(n)_zluniwaw—LMS (27)
LMS k

The update equation of the despreader vec-
tor coefficients for this receiver is shown as

follows

a LMSCA (28)

CLms k (n +1): €vs (n)_zll'lﬂ7C ac
LMS k

3.3.3 RLS-Based Receiver

Generally, recursive least squares (RLS)
filter is faster than LMS filter in aspect of
convergence speed. However, it is a tradeoff
between convergence speed and computa-
tional complexity. The computation com-
plexity of recursive least squares filter are
more than LMS filter. The update equation
of weight vector and code vector coeffi-
cients for RLS algorithm will be derived in
following paragraph. Just like what we de-
fine in the above section, the weight vector
for RLS algorithm is denoted as w,,(n) as
follow

Warsi ()= W) wi(n) - witl ()]

We get the despreader output sequence
d.ns.(n) and can be described as

de,RLS.k (n) = clt' FU" (n)wRLS.k (n)/Q

Define the least squares cost function as the

following,
Jus = 227 [0, ()= FU" (nwie, (n)/Qf
" 2 (29)
:Z A Bris ('m

where A is the forgetting factor, and e, (n)
denotes the error vector for the desired user.
In order to derive the weight update equa-

tion for RLS algorithm, it is necessary to

compute 2= -0, Then, compute the gradi-

OWRLS .k

ent of the above cost function and then ob-

tain



B U FU (e, (1)
' —20(i)F"e,d, (i)/Q]
and make Prs

RLS k

= DA U(Fe, el FU" (i)W s, (n)/Q
= (30)

:gﬂ”’iU(i)F”ckdk(i)

The optimum weight of the adaptive filter
ahs the form

Wasi (1)=Q@, (n)z,(n) (31
where @, (n) represents correlation matrix
and z,(n) represents cross-correlation vec-
tor. @,(n) and z,(n) are described as the

following,

@W(n):ii”’iU(i)FckchU” ()+s21,  (32)

zw(n)zgﬂ""U(i)F”ckdk(i) (33)

where 1, is the M-by-M identity matrix and
0 is the regularization parameter. Using ma-
trix-inversion lemma and the definition
P,(n)=®;'(n), we obtain

P,(n)=—[P.(0-1)-k, (kL FU" ()P, (0-1))(34)

where

(n)= 2P, (n-1)u(n)F"e,
e 2'u()FRe, P, (n-1)ef FUR (n) (35)
=P, (nu(n)Fe,

is the Kalman gain vector. Substitute (33)
into (21) we can get substituting (34)
fore,(n), and using (35) we get

Wesi(N) =W, (N-1)+K,QQ,(n)
where @, =d,(n)-c/FU" (n)w,, (0-1)/Q is the

prior estimation error.

3.4 Simulation Results and conclusion
In this section, we show some simulation

results of our proposed adaptive receiver

structures, as Fig. 9 shown. Before revealing
the simulation results, there are some pa-
rameters about most following simulation
results : uptx =2 ~ 4 (the user number in
each transmitted antenna branch), N = 4
(transmitted antenna number), M = 8 (Re-
ceived antenna number). Furthermore, the
data bits are transmitted with QPSK modu-
lation. For LMS-based receiver structures,
the step sizes for weight update equation are
chosen from 0.02 to 0.001, and the step sizes
for code update equation are chosen from
0.001 to 0.0001. For RLS-based receiver
structures, we set the forgetting factor A as 1.
The spreading code we use is a set of Gold
sequences with length Q = 31. From Figs.10
to Fig. 11, we find that the performances of
the proposed RLS-based receivers are better
than that of LMS-based receivers. Obviously,
the performances of the system go down
with the user number increasing in each
transmitted antenna branch and Ec/NO de-
creasing. The reason is the narrowband
adaptive receiver with code adjustment can
reduce the effect of ICI and with less noise
enhancement effect. The simulation results
also show that when the Wiener code filter is
employed, the performance is always better

than that without using it.
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4.1 Introduction

Orthogonal frequency division multi-
plexing (OFDM) is a popular modulation
scheme for high-speed broadband wireless
transmission [16], [17]. It popularity derives
mainly from its capability to combat fre-
quency selective fading as intersymbol in-
terference (ISI) caused by multipath delay
spread can be easily eliminated. The former
adopts the Multiple Input Multiple Output
(MIMO) technique to enhance the capacity,
where MIMO refers to systems that have
multiple transmit antennas and multiple re-
ceive antennas. Depending on the MIMO
channel condition, the capacity of MIMO
system increases with the number of trans-
mitter and receive antennas. Recent devel-
opments in MIMO techniques promise a
great boost in performance for OFDM sys-
tems.

With all its merits, OFDM, however, is
sensitive to the carrier frequency offset
(CFO) caused by Doppler shifts or instabili-
ties of and mismatch between transmitter
and receiver oscillators [18]. Depending on
the application, the offset can be as large as
many tens subcarrier spacing, and is usually
divided into integer and fractional CFO
parts.

The presence of a fractional CFO causes
reduction of amplitude of desired subcarrier
and induces inter-carrier interference (ICI)
because the desired subcarrier is no long
sampled at the zero-crossings of its adjacent
carriers' spectrum. If the fractional CFO part

can be perfectly compensated, the residual
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integer CFO does not degrade the signal
quality but still results in circular shifts of
the desired output, causing decision errors.
In this report, we extend Moose's ML
CFO estimation algorithm for use in a mul-
tiple-antenna environments, assuming two
identical pilot symbols are available. In ad-
dition, we extend the Yu and Su’s ML CFO
estimation algorithm that uses multiple re-

petitive pilot symbols.

4.2 System Model

Consider a frequency selective fading
channel associated with a MIMO system of
Mt transmit and Mg receive antennas. The
equivalent time-domain baseband signal at
the output of the ith receive antenna, y;i[n], is

given by

My

ZJ',‘_J;:H_. bag[n]; n=1.2,...,N;

i=1

yign| =

(36)
where {wi[n]} is a complex additive whit

Gaussian noise (AWGN) sequence and
1 [ E .
- . II.' -8 q. !,' s J2xn(k+e)/N
“._.rl”] N f:._“: \,l ‘“'_;_ J’['I IH.’-_J U ]f

(37)
is the part of the OFDM signal received by
the ith receive antenna contributed by the jth

transmit antenna. Moreover,

«S;[k] represents the symbol carried by the

kth subcarrier at the jth transmit antenna.

« H;;[k] is the channel transfer function

between the ith receive antenna and the jth

transmit antenna at the kth subcarrier.

« & denotes the relative carrier frequency

offset of the channel (the ratio of the actual



frequency to the intercarrier spacing).

«D i 1s the set of modulated subcarrier for

the jth transmit antenna.

« E, is the average energy allocated to the kth

subcarrier evenly divided across the transmit

antennas.
j 27kn

1= hnke "

are the channel impulse and frequency re-

’{hi,j[n]} and H;,

sponse between the ith receive antenna and

the jth transmit antenna at the kth subcarrier.

o L is the maximum channel memory of all

MtMg SISO component channels.

Fig. 12 plots the transmission channel model
for the ith receive antenna with respect to
the MT transmit antennas. Rewriting (2.1) in

matrix form

yx[n] Hl,l[k] HI.Z[k] HI.MT[k] Wx[n]
vl | 1 E, | Haylkl Ho Kl o How KD | oo | Wel0]
: :Wk;‘\/M:T : P "
YMR[n] HMR,I[k] HM,,.M,[k] WMR[n]

(38)

and using the substitutions

ylnl = (] v - yugln))

Skl = (Si[k] Safk] --- Sar[K])"

H[k] = [Hi[k]]

wln| = (w[n] wyln] --- n'_UH[n]}"r'

we obtain

yln] = Z —H[Ms[ﬂ Jerm+IN 4 win)

el
4)

Let &; and ¢; be respectively the frac-

tional and integer parts of the CFO so that

& =¢&; +¢& and define

NI
Y[K]= '\Ijs Z H[m]S[m][ﬁZE'Z”[mM’”JNN
T meD; =0
E 18 o
= |—=H[k-¢g]S[k-¢]| — Jre
fecsapsteaffe e

N-l
+ Mi z H[m]s[m][iZe“”(”*Hl" Ve ”]+W[k]

H[k alslk—s] - 1 sin(ze,) oI (NN
ﬁ? N sin(zg, /N)

reduction of the desired subcarrier

e ~]+w (k]

sm(7r(e:, +&,))
N sin(z(m-k+&, +&)/N)

+ —ZH[m m[

@I HEN=D/N o= j(mt)/N ]

icl

+W k]

39)
It is clear that the presence of a fractional
CFO causes reduction of the desired subcar-
rier's amplitude and induces inter-carrier in-
terference (ICI). If the fractional CFO part
can be perfectly compensated for, the integer
CFO, if exists, will result in a circular shift
of the desired output, causing decision er-

Tors.

4.3 Maximum Likelihood Estimate of
CFO
4.3.1 Generalized Moose Estimate
Let D be the set of modulated subcarrier
(indexes) that bear a pseudonoise (PN) se-
quence on the even frequencies and zeros on
the odd The

time-domain training sequence has two

frequencies. resulting

identical halves

1
B N%

ES H [k]s[k]e j2m(k+e)/N

(40)

H [k] S [k]eJZII(n+N/2)(k+L‘)

rln+N/2]= z

meD,

a3

meD,

— r[n]e]2ﬂs/2 ,

j2r—f (k+e) N
)Ng

H[k S[k] ]sz (k+e

n=12...,N/2



(41)

where (r[n] r,[n] . [n]) and De is

the subset of even numbers in D.

Taking into account the AWGN term, we
obtain

y[n]= r[n]+wn] (42)
y[n+N/2]=r[nje”™ 2 +win+N/2] (43)

w, [n]] . As

where (Wl[n] w,[n]

illustrated in Fig 13, we define

Vilil = (ult] wil2] -+ %:[N/2))

ryfi] = (ri[1] 7:f2] -+ ri[N/2])

Wild] = (will] wil2] --- wilN/2))
and

Volil = (wIN/2 + 1] i[N/2 +2] --- w[N))
Bai] = (n[N/2+ 1) ri[N/2+42] --- 1:[N])

Wi = (wi[N/2 4+ 1] wi[N/2+2] --- wy[N])

where the subscript indicates either the first
or the second half of a time-domain OFDM
frame and the indexes within the bracket
denotes from which receive antenna the time
domain sample is derived. (42) and (43) then

have the simplified expressions

T [i] + W]

(44)

fl [!] {{jZﬁ(-/-Z + WQ [f]

(45)

The ML estimate of the parametere, given
(W[i1,¥,[i1), is ob-

tained by maximizing the likelihood func-

the received vector

tion

VAOS AR ERVAURAURSMCACIES
(46)

where we have denoted various conditional
probability density functions by similar
functional expressions, f(.|.). Asé& gives no
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explicit information about Y [i] , i.e.
f(yl[i]!€)= f(}_/][i]), the ML estimate of

£ is given by

& =argmax f(,[i]] y,[i].¢) f (v.[il| ¢)

47
:argmgxf(yz[i]|yl[i],8) “n
Since
_.__-_—-j27zg/2—'
yz[']—(yl[l] Wl[l])e +W2[I] (48)

=Y, [i]e j2me/2 (W, [i]1- W, [i]e j2m€/2)

and W,[i],w,[i] are temporally white

Gaussian with zero mean and variance ol
where | is the identity matrix, the multivari-
ate Gaussian vector Y,[i] have mean
T iln J276/2

y.[1]e

and covariance matrix

E((Wa[i] — W [i]e2™/%)(Wali] — Wy [i]e*™/%)H] = 2021
(49)

Then

A(g): f(yl[l]"'yl[M ] 72[1]"'72[MR]|Vl[l]"'yl[M ]"9)

o B e ) 3. - w e
{ {yz[i]ym]eizﬂfn}}

%
exp{ {(MR Mg yl Jy[n+N /z]j ,zmz}}
(50)

The ML estimate of ¢ 1is given by

) (1

where Arg(x) is the principal argument of

o exp

o exp

€ =

arg max A(e)

Mg N/2

—Jnh (ZZ yi[nlyin + N/2]

I n=1

the complex number x. In summary, the
generalized Moose estimate for two identi-
cal halves pilot symbols of length N, and

Np-spaced, as shown in Fig. 14, is given by



Mgr Nw

o (Z > vilnludn + w)
(52)

€ =

4l
i=1 n=1

sub-

The range of this estimator is +
D

carrier spacing.
4.3.2 Extended Yu Estimate

Consider a MIMO-OFDM system that
uses multiple identical pilot symbols. After
discarding the first received symbol, the re-
maining K pilot symbols at the ith receive
antenna, yi(k,m), can be represented as
yi (k,m) = x; (k,m) +w; (k,m) (53)
for k=1,2,....K and m=1,2,....M where
Xi(k,m) is the mth sample of the kth
(time-domain) symbol of the channel output
at the ith receiver antenna. {w;(k,m)} are
uncorrelated circularly symmetric Gaussian

random variables at the ith receive antenna

with ZEro mean and variance
o) = Eiwi (k,m]2 } Note that
X (k.m)=x,(1,m)e 2t (s4)

where ¢ is the relative frequency offset of
the channel. Let

Yiim) = [w(l.m) --- _f,r,[."\'_m]]r

[] pd2meM/N . pi2me(K l'u.‘.,r._\']f

Ale) =

=

Wilm) =

[wi(1,m) - w;(K,m)]"

(55)
where ()" denotes the matrix transpose.
Y,(m),A(g) and W,(m) are the vectors of
dimension Kx1. Then, as shown in Fig 15,
we have

Y,(m)= A(e)x,(1Lm)+W,(m),m =1,...,M (56)
The received samples can thus be expressed
compactly as

Y, = Ale)X, +W, (57)
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where Y, =[Y,(1)---Y,(M)] is an KxM ma-
trix. X, =[x (L1)---x(L,M)] is an 1xM
vector and W, = [W,(1)---W,(M)] is an KxM
matrix. Since the noise is temporally whit
Gaussian, Yj(m) is a multivariate Gaussian

distributed random vector with covariance

2
ol

matrix o, |. The joint ML estimates of A

and X;, treating X; as a deterministic un-
known vector, are obtained by maximizing
the following joint likelihood function:

Mg
- 1

I1

M
f(Yl"'YMR|AaX1"'XMR) Elf(Yi(m)|A,xi(l,m))

SO Y w L SR,

The corresponding log-likelihood function,

after dropping constant and unrelated terms,

is given by
MR M
A(Asxi (l,m)) = Zizl Zm:IHYi (m)-Ax (Lm)Hz
(58)
For a given A, setting

vxi(l,m)HYi(m)_AXi (l’m)Hz =0  we obtain

the conditional ML estimate,

%,(1,m)= X, (1,m)= A*Y,(m) ,where

A" =A" /K and H denotes the Hermitian
operation. By substituting the least-square

solution, X (1,m), we obtain

A(A) = %’;illvi(m) — AR, (m)]| = f}illP:Yi ()|

= %ivi” (M)PY,(m) = tr(a\i%ivi(m)vi“ (m)j

i=1 m=1 i=1 m=1

= MMtr (PR, )

(59)
where tr(.) denotes the trace of a matrix,



LSS Y,y (m) L and

M M
Py =1—AA". The desired CFO estimate is
then given by

é= arg{n‘lgintr(PAl Ry )} = arg{mgaxtr(PA Ry )}
= arg{msax A" F’iw A}
(60)

Invoking an approach similar to that used by

the MUSIC algorithm, we set z = g i2mM /N
and define the parametric vector

ZK—I]T,

so that the log-likelihood A = A"R,, A can

RYY =

(61)

be expressed as a polynomial of order 2K-1,

A2)= AGR) Ry A= S s,

n=—(K-1)

(62)

where S(n):ZF’éYY(i,j), for n=j-i, and
i.j

n=-K+1,....,K-1. As the log-likelihood is a
real smooth function of &, taking derivative
of A(ejz”d"'/ N) with respect to & and set-

ting 6A(e Jm N )/88 = A(g) =0, we obtain

F(z)-F"(2)=0 (63)

where F(z)= S‘:ns(n)zn is a polynomial
n=1

of order K-1. If {z;}are the nonzero complex

roots of A(Z) then the desired estimate is

given by

é= In? (64)

j27M

where 7 = arg{max Az)}

Zi

We summarize the above ML estimation
procedure as following.

1. Collect K received symbols from all re-
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ceive antennas and construct the sample

A

correlation matrix R,,, which is given by

1 My M ]
M. M zi=1 zm=1Yi (m){i (m).

2. Calculate the coefficients of F(z) based on

RYY =

K-1
R, where F(z):Zns(n)z” , and
n=1

s(n)= Z Ry (i, j) for n=j-i.
1)

3. Find the nonzero unit-magnitude roots of
F(z)-F"(2)=0.

4. Obtain the CFO estimate from
and E=— In?Z and
1272M
? = arg{max A(z)} where
A(z)=A(2)" Ry Alz) ,
Az)=I z 2 2 ,

7 — g2 /N
The range of our estimator is subcar-

rier spacings.

4.4 Simulation Results and Discussion

The computer simulation results reported
in this section are obtained by using a pilot
format the same as the IEEE 802.11a stan-
dard with a sample interval of 50 ns. The
frequency-selective fading channel has six-
teen paths with independent complex Gaus-
sian distributed amplitudes and a exponen-
tially decaying power delay profile with rms
delay spreads of 50 ns. The tap coefficients
are normalized such that the sum of the av-
erage power per channel is unity. The DFT
size is N = 64. The signal-to-noise ratio
(SNR), defined as the ratio of the received



signal power (from all MT transmitters) to
the noise power at the ith receive antenna, is
assumed to be the same for each receive an-
tenna. For Moose estimate, the training part
consists of two identical halves with length
Nw = 32. The range of CFO estimator is +1
subcarrier spacings. Fig. 16 shows the per-
formance of generalized Moose CFO esti-
mate for different number of transmit and
receive antennas. Obviously, the MSE per-
formance improves as the number of receive
antennas, Mg, increases. Fig. 17 presents the
performance of extended YS estimate for
different number of transmit and receive an-
tennas. The training symbol has two identi-
cal halves with K =2 and M = 32. The range
of CFO estimator is *1subcarrier spacings.
For training symbol with two identical repe-
tition, the performance of extended Yu esti-
mate is the same as the performance of gen-
eralized Moose's CFO estimate. Fig. 18
the
Moose's CFO estimate with two identical
halves with length Nw = 32 for different

number of transmit and receive antennas.

plots performance of generalized

Similarly, the performance of CFO estimates
is an increasing function of the number of
the receive antennas. We divide roughly into
four groups. The first group is Mg = 1; Mt =
1; 2; 4; 8, the second is Mg = 2;M1 = 1; 2; 4;
8 and so on. For first group, the performance
of CFO estimate with Mg = 1; Mt = 8 is bet-
ter than with Mg = 1; Mt = 1 duo to transmit
diversity. The last group with MR = 8§ is
more close together than the first group with
Mg = 1 duo to receive diversity. The per-
formance of CFO estimate for the second
group, Mg = 2, is roughly 3dB better than for

the first group, Mg = 1, duo to two receive
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antennas received double energy than single
receive antenna. Fig. 19 shows the perform-
ance of extended Yu estimate and general-
ized Moose estimate. The training symbols
have 4 repetitions with K = 4 and M =16.
The training symbols for generalized Moose
estimate are length Nw = 32 i.e. take first
two training symbols as one training symbol
and take last two training symbols as one
training symbol. The range of generalized
Moose's CFO estimator is +1 subcarrier
spacings. The range of extended Yu estima-
tor is £ 2 subcarrier spacings. For 4 repeti-
tions, the performance of extended YS esti-
mate is better than generalized Moose esti-
mate because extend Yu estimate use all in-

formation of training symbols.

4.5 Conclusion

In this project, we have extended both
Moose's and Yu's maximum likelihood CFO
estimation  algorithms  for in
MIMO-OFDM systems. As long as the

length of cyclic prefix is greater than or

use

equal to the maximum delay that accounts
for the all users' timing ambiguities and
channel multipath delays. The performance
of both CFO estimates improves as the
number of transmit/receive antennas in-
creases. In other words, the presence of mul-
tiple antennas not only promise great capac-
ity enhancement but entail performance im-
provement for the associated frequency

synchronization subsystem.
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6. Tables and Figures

AWGN Rician
2-D OVSF 0 o’MPT,’ (K1)
N
> DFT | MPPT oy | (MY +No®)MPT, og
N2 N2
2D |MPT2(K-1)| (v +0°)MPT,2(K 1)
Random N N

*A Rayleigh fading channel is the special
case of a Rician fading channel with v=0.

Table I

The variances of MAI of the 2-D FT codes,
2-D OVSF codes and 2-D random codes
under the different channels.

X X
T

Cy.i (1) V2P cos(amt)
X X

b, (t T
@ Ck,g (t) \/ﬁcps(a)zt)

X

f
Cim (V2P cos(a,, t)

X

Fig. 1 A transmitter model.

jlintm it
Ca(®) \/Ecos(wlt +4.,)
L BPF J.
riy -°
J Ck,z(t)‘/zcos(wzt+¢k,z)
BPF : :
I j

f
Con (D2 cos(@,t+4i)

Fig. 2 A receiver model.
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Fig. 3 Error probability P, versus number of
simultaneous users K for the three codes in
an AWGN channel (N=7, SNR=10 dB).
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Fig. 4 Error probability P, versus number of
simultaneous users K for the three codes in
an AWGN channel (N=13, SNR=10 dB).
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Fig. 5 Error probability P, versus number of
simultaneous users K for the three codes in
the strong Rician fading and Rayleigh fading
channels (N=7, R=10 dB, SNR=10 dB).
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Fig. 6 Error probability P, versus number of
simultaneous users K for the three codes in
the strong Rician fading and Rayleigh fading
channels (N=13, R=10 dB, SNR=10 dB).
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Fig. 7 Error probability P, versus number of
simultaneous users K for the three codes in
the weak Rician fading and Rayleigh fading
channels (N=7, R=5 dB, SNR=10 dB).
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Fig. 8 Error probability P, versus number of
simultaneous users K for the three codes in
the weak Rician fading and Rayleigh fading
channels (N=13, R=5 dB, SNR=10 dB).
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Fig. 10 BER performance of narrowband
LMS-based adaptive receiver with different

user number in each transmitted antenna
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Fig. 10 MSE performance of generalized
moose estimate for two repetitions, true

CFO = 0:7 subcarrier spacings.
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Fig. 11: MSE performance of extended Yu
estimate for two repetitions, true CFO=0:7

subcarrier spacings.
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