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As silicon technology advances, the exploitation of a billion-transistor
capacity of a chip requires new system paradigms and significant improvements to
design productivity. As many processors and dedicated hardware processing units
can be accommodated on a single chip, many problems related to shared-bus-based
communication have appeared. Network-on-Chip (NoC) is one of the best
candidates for handling on-chip communication. In this project, we will study and
build the essential design framework of NoC including the switch designs, the task
binding algorithm and the simulation environment. We will then use the Mobil
MIMO WMAN baseband transceiver designed by other subprojects as our design
vehicle to exercise our NoC design framework.

The goal of this project in this year is to design the switch and the related
architecture for NoC designs. The detail logic design and the related scheduling
algorithm will be developed for the switch. This network built by using these
switches can guarantee communication throughput and can efficiently transmit
data.

2. P enigd B

The Network-on-Chip (NoC) paradigm is a new design methodology that meets
the criteria of communication architecture of MP-SoCs designs. The NoC platforms
not only provide better scalability, modularity and efficient on-chip communication
but also separate the communication fabric from the processing and storage
elements. Therefore, designers can exploit different levels of abstraction to
optimize the communication medium and the functionality independently. As was



mentioned above, we can easily amortize the platform development cost across
many applications and reduce time to market pressure by reusing the NoC platform.

3. Ay iEr Ak

There are many different interconnection architectures of NoC platform. In this
work, several assumptions are made in the following. First, without lost of
generality, we assume that our interconnection architecture of the NoC platform as
a mesh-based topology where the platform is exposed in Figure 1. Second, the
platform that consists of two kinds of components: identical processors and
switches. Third, each processor contains local memory and is connected to the local
switch. Fourth, each switch connects to the neighboring switches and the local
processor.
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Figure 1. Mesh-based interconnection architecture of the NoC platform.

Three reasons are considered for choosing the 2-D mesh topology. First, the
simple connection and easy routing are preferred in parallel computing platforms.
Next, the uniform interconnection among the nodes makes balanced propagation
delay between switches and ensures the overall scalability of the network. Finally,
this topology meets the plane manufacturing topology of IC technology.

A. Network Switching

Packet-switching and circuit-switching are developed for different application
areas. The real-time applications typically employ the circuit-switching technique
because the performance guarantee is crucial. In circuit switching, the performance
Is predictable. The variation of latency is relatively small when the communication
path is determined. The major drawback is the low bandwidth utilization.

Packet-switching is normally used for general-purpose applications without the
real-time demand. Three major packet-switching methods are the store-and-forward
switching, the virtual cut-through switching and the wormhole switching. The
wormhole switching is one of the best candidates for on-chip communication due to
the good average latency and the low memory usage. However, the latency is
unpredictable under the heavy traffic condition. The other kind of packet switching



Is virtual-circuit switching, the hybrid of circuit-switching and packet-switching.
This switching builds the dedicated virtual path like circuit-switching but transmits
packets like packet-switching.

We propose a switch architecture based on the latency-insensitive concepts and
utilizes the virtual-circuit switching technique to achieve high bandwidth utilization,
bandwidth guarantee and predictable latency under heavy traffic condition. Relay
station(RS) is used for pipeline the long interconnect in latency-insensitive design.
The topology of relay station connection is shown in the Figure 2. In order to
improve the low utilization of the dedicated peer-to-peer connections, the RSs are
replaced by our switches and the virtual channels are substituted for the
connections between RSs.
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Figure 2. Transformation from relay station to switch.

B. Switch Design

The proposed switch architecture using the hybrid of virtual channel scheme, the
weighted round-robin scheduling, and SRAM-based configuration is capable of
providing high-throughput, bandwidth guarantee, economical memory usage, and
deadlock free. We summarize the switch capabilities as follows:

First, each switch based on virtual-circuit switching owns the advantages of
predictable behavior and the real-time response. The switches use the virtual
channel flow control to enhance the overall latency and the throughput of a network.
For example, in Figure 3, there are two messages crossing the physical channel
between switches SW1 and SW2. Without using the virtual channel technique, the
message data will buffered at the input or output of the physical channel. Moreover,
the transfer in this channel will be blocked until the buffers are released. In this
paper, the messages can be delivered rather than blocked by dividing the physical
channel into several virtual channels. The waiting time of the message transfer is
reduced, and the average latency of this channel is decreased. Thus, the physical
channel gets higher utilization and the network obtains a larger throughput.
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Figure 3. An example of virtual channel scheme.

Second, concerning the bandwidth sharing of a physical channel among all the
virtual channels, we exploit the weighted round-robin scheduling scheme to grant
the use of the physical channel to each virtual channel. Instead of using the
time-division method, the weighted round-robin scheduler as shown in Figure 4
allocates different bandwidth for each virtual channel by assigning different amount
of the time slots. The higher weight of a channel means that more communication
bandwidth is available.
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Figure 4. Bandwidth allocation of a physical channel using a weighted round-robin
scheduler.

Third, the data exchange protocol between two switches or between the switch
and the network interface of the local processor is executed within four clock
cycles. Figure 5 shows that the interface transaction between two adjacent switches,
SW1 and SW2. The address mapping table records the destination address to which
the messages are transferred. At the first cycle, if the buffer, E; sy1, 0f SW1 has data
inside, the system controller grants the channel priority to this data. At cycle 2, this
E.1sw1 buffer sends the address of E; . through the Address-line to indicate that this
transaction tries to deliver data to the buffer E, s, of SW2. At the third clock cycle,
the buffer E; ., sends the acknowledge signal, true or false, back to SW1 through
the Ack-line according to its buffer status, full or available. Meanwhile, the buffer
E1sw1 Sends the data through the Data-line, and the buffer E; g, stores this data if it
has spare space. However, this data may be discarded if E;g., is already full.
During the fourth cycle, the buffer E; ¢, keeps this data until the transaction is
successfully completed.
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Figure 5. Interface transactions between two switches.

Fourth, our switch provides different memory configurations to improve the
local memory utilization. The first reason is that not all buffers of the switches are
reserved when the number of the connection paths is smaller than the number of the
designed buffers. The second reason, the memory is a critical component for
buffering data in a network. Therefore, in memory implementation, we use
two-port SRAM instead of registers when the number of virtual channel is large in
the physical channel. In the switch, the memory is divided into several different
sizes of buffers to optimize the utilization. The memory in a switch port can be
partitioned into 8 8-words blocks, 16 4-words blocks or 32 2-words blocks.

Finally, in order to support the real-time application, our switches is able to
establish the dedicated connection paths in advance by reserving the corresponding
virtual channels since the behavior of the communication and the number of the
nodes can be predetermined in early stage of system design.

Although both the traditional circuit-switching and the proposed switching
configuration have latency guarantee, our strategy not only has smaller average
latency and higher hardware utilization but also has the same worse-case guarantee
as compared to the worm-hole packet switching while both methods have small
buffer size and high hardware utilization.

C. Quality of Service Modeling and Property

In the real-time system, the latency guarantee is the essential requirement of the
quality of service (QoS) while the scheduling algorithm enables the appropriate
task scheduling to satisfy the real-time requirement in the worst case condition. On
the other hand, the QoS also plays a critical role even in a non-real time system.
Generally, when using the communication fabric without performance guarantee,
designers have to expend more design efforts to estimate the communication
latency to make sure that the communication loading are not underestimated for the
given on-chip network communication architecture. As a consequence, the
communication system infrastructure is usually over-designed to avoid the
communication congestion. In this paper, we use the weighted round-robin
scheduling for our QoS model as shown in Figure 6, where the weighted
round-robin scheduling is a minimal resources scheduling scheme. Each master has



a weight number N; in the controlled scheduler. The scheduler grants the master if
the master proposes the request. The master can transmit at most N;-word data in a
round. After that, the scheduler grants the next master until the round is complete.

Our switches support to establish a predictable communication quality of NoC
platform and also provide a simple communication model for reducing the design
complexity. As shown in Figure 6, the communication path from Buffer 1 to Buffer
K is established. The transactions from Buffer i is granted by the weighted
round-robin Scheduler i. Before analyzing the properties of QoS model as exposed
in Figure 6, the useful definitions are revealed in the following:

SW1 i1

Figure 6. Real-time QoS modeling.

1) wij is the weight of the Buffer i in the weighted round-robin Scheduler j.
2) Wi; is the sum of weight of the buffers controlled by the Scheduler j.

3) b,, denotesthe maximum delay of a 1-word transmission.

4) R denotes the provided throughput rate of a buffer.
5) L.x denotes the maximum communication path latency of a 1-word
transmission.

6) R, denotes the throughput rate of a path.

7) L., denotesthe maximum burst data latency.

Using the above definitions, the proposed network switch design has six
properties to guarantee QoS, where the six QoS properties are described as follows:
Property 1: If Buffer i is empty, the maximum delay from the data arrival to the

transfer is the time period of a round in the round-robin scheduler, i.e., Duwx=W;.

Property 2: If there are data in Buffer i, the p,,, between the transactions is w;.

Property 3: If the buffer size is the double of the buffer’s weight or more, the
provided lower-bound throughput rate is the ratio of the weight and the sum of the

weights in the round-robin scheduler, i.e., R ZWJ'
j



Property 4: The maximum path latency of 1-word transmission is the sum of

k
maximum node latency of 1-word transmission, i.e., Lmax =ZW,— .
j=1
Property 5: Rr,,, is dominated by the minimum throughput of the buffers in the

path, i.e., Rpan :min{%}, where j=1, 2,3, ...k.
j

Property 6: Using Property 4 and Property 5, the burst data delay can be

max +

obtained as 1, -t RN , where N is data size.

path

The Property 6 means that our switch has an upper bound of the burst data delay
such that system designers can design target systems to meet real-time constraints.

The Results of Network Infrastructure

The proposed switch architecture is modeled in both cycle-accurate C++ and
Verilog HDL. The C++ model is used for system design and the platform
evaluation. The Verilog model is used for hardware design. After the synthesis with
0.25um standard CMOS technology, this switch can operate at 185 MHz in the
typical-case corner.

In order to evaluate the traffic performance of the switch-based network platform,
the C++ model of the switch is combined into the overall model of the network,
and each original processing element (PE) is replaced by a random traffic pattern
generator. This pattern generator generates random size packets which move from
the arbitrary chosen source to the random destination.

The latency in this study means the elapsed time required for the data packet
transmitted from the source node to the destination node. Maximum latency is
defined as the predicted worst case latency and the maximum latency can be
obtained by Property 6. Normalized latency is defined as the latency divided by the
maximum latency and normalized latency indicates the average performance.
Injection rate is defined as the required bandwidth of the generated traffic divided
by the guarantee bandwidth of a communication path. By changing the value of the
injection rate, the different communication loads are available to evaluate the
platform.

Figure 7 shows the experimental histograms of the normalized latency versus
different injection rates while each virtual channel of the platform only has a

2-word buffer. The network latency guarantee (normalized latency = 1) is

achieved even at the high injection rate (injection rate = 1). This means that the
proposed NoC platform has the property of the minimum bandwidth guarantee for
each transmission. The normalized latency approaches to zero when the injection
rate decreases. This indicates that the average latency reduces as the injection rate



decreases. With the property of the latency guarantee, the predictability of the
proposed platform can be obtained and the real-time systems can be realized.
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Figure 7. Histograms of normalized latency under different injection rate.

Figure 8 shows the normalized latency under the different buffer sizes of the
virtual channels. The normalized latency reduces when the buffer size is increased.
In general, the bigger buffer size of the virtual channels in the switches, the better

communication performance can be achieved for the system in various
applications.
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Figure 8. Histograms of normalized latency under different buffer size of virtual
channel.
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Number of Papers
Year Domestic International SCI
Conference Journal Conference Journal

2000 0 0 5 6 6
(IEEE:4)

2001 2 0 8 3 3
(IEEE: 3)

2002 3 0 2 3 3
(IEEE:2)

2003 4 0 8 4 4
(IEEE: 3)

2004 3 0 9 3 3
(IEEE: 3)

2005 2 0 9 1 1
(IEEE:1)
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