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Abstract—This presentation addresses the development 

of a robust visual tracking controller for a nonholonomic 
mobile robot. In this study, visual tracking of a moving ob-
ject is achieved by exploiting a tilt camera mounted on the 
mobile robot. This design can increase the applicability of 
the proposed method in several applications of engineering 
interest, such as human-robot interaction and automated 
visual surveillance. Moreover, the proposed method is fully 
working in image space. Hence, the computational com-
plexity and the sensor/camera modeling errors can be re-
duced. Experimental results validate the effectiveness of the 
proposed control scheme, in terms of tracking performance, 
system convergence, and robustness.  
 

Keywords —System modeling, visual tracking control, 
nonholonomic mobile robots. 

I. INTRODUCTION 

One of the challenges of intelligent service robots, 
such as home robots or health-care robots, is how it can 
interact with people in a natural way. The key problems to 
accomplish intelligent human-robot interaction encom-
pass several research topics such as motion control of the 
mobile robot, object detection, target tracking, etc. Due to 
the advantages of computer vision, camera becomes one 
of the most popular perception sensors employed for 
autonomous robots. Hence, the study of visual tracking 
control of nonholonomic mobile robots to track a target 
with various purposes has gained increasing attention in 
recent years including navigation [1], robot soccer [2], 
formation control [3], etc. 

The purpose of this study is to develop a robust visual 
tracking control scheme for nonholonomic mobile robots 
equipped a tilt camera platform. The existent visual 
tracking control methods for nonholonomic mobile ro-
bots can be categorized into static and moving target 
cases. In static target case, reported controllers usually 
modified visual servoing approach to satisfying the 
nonholonomic constraint and achieving motion control of 
the mobile robot [4]-[7]. Although these approaches 
provide appropriate solution for vision-based motion 
control problems, they basically use simplified dynamic 
models which describe the relationships between the 
mobile robot and a static target such as a landmark in 
image plane. In many applications of intelligent robotics 
such as homecare or pet robotics, however, one will need 
the mobile robot to track a moving object. These existing 
methods cannot guarantee to resolve the problem of 

visual tracking a moving target with asymptotical con-
vergence. 

To effectively resolve visual tracking of a moving 
target, Wang et al. proposed an adaptive backstepping 
control law based on an image-based camera-target visual 
interaction model to track a moving target with unknown 
height parameter [8]. Recently, Chen et al. developed a 
homography-based visual servo tracking controller for a 
camera mounted on a wheeled mobile robot to track a 
desired time-varying trajectory defined by a prerecorded 
sequence of images [9]. Although these approaches 
guarantee the asymptotic stability of closed-loop visual 
tracking system in tracking a moving target, they cannot 
be applied to solve the static target visual tracking 
problem, in which the reference linear velocity is zero. 
Since the function of tracking a static target is often re-
quired in many robotic applications such as navigation 
and grasping, the applicability of current moving target 
visual tracking controller is still restricted due to the as-
sumption of non-zero reference velocity of the mobile 
robot. 

Moreover, we noted in practical application of visual 
tracking the uncertainties in the acquired sensory data are 
usually very high in a natural environment. It is still a 
challenge to develop a single robust visual tracking con-
troller for tracking both static and moving targets based 
on a stability criterion. This problem motivates us to de-
rive a new model for developing a single vision-based 
controller to resolve nonholonomic motion control 
problem. To do so, we first propose a novel cam-
era-object visual interaction model for a nonholonomic 
mobile robot mounted with a tilt camera platform. Based 
on this model, a single robust feedback controller is then 
proposed to resolve both static and moving target cases of 
visual tracking control. Moreover, the proposed method 
is fully working in image space. Hence, the computa-
tional complexity and the sensor/camera modeling errors 
can be reduced.  

II. SYSTEM MODELING 

In this paper, we consider the nonholonomic visual 
tracking control problem such that a wheeled mobile 
robot with a tilt camera mounted on top of it can track a 
moving target. The target is supposed to be a 
well-recognizable object with appropriate dimensions in 
image plane. Fig. 1 shows an example of the scenario. A 
tilt camera is mounted on the mobile robot and its opti-
cal-axis faces to the interested target. Fig. 1 (a) illustrates 

Chi-Yi Tsai and Kai-Tai Song 
Department of Electrical and Control Engineering, 

National Chiao Tung University 
1001 Ta Hsueh Road,  Hsinchu, Taiwan, R. O. C. 

e-mail: chiyi.ece91g@nctu.edu.tw; ktsong@mail.nctu.edu.tw 

Robust Tracking Control of a Mobile Robot 
with a Tilt Camera 



 

 2

the model of the wheeled mobile robot and target in the 
world coordinate frame 

fF , in which the motion of the 
target is supposed to be holonomic. Fig. 1 (b) is the side 
view of the scenario under consideration, in which the tilt 
angle φ  is the relationship between camera coordinate 
frame cF  and the mobile coordinate frame mF . The 
kinematics of the wheeled mobile robot and the target can 
be described, respectively, by 
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m
f yxz  and ),,( t

f
t
f

t
f yxz  are, respectively, the 

positions of the mobile robot and the target in Cartesian 
coordinates. ),( φθ m

f
 are the orientation angle of the mo-

bile robot and the tilt angle of the camera. ),( m
f

m
f wv   are 

the linear and angular velocity of the mobile robot. m
tw  

denotes the tilt velocity of the camera. ),,( y
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x
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z
f vvv  are the 

target velocity in Cartesian coordinates. 
Fig. 2 shows the relationship between the world, 

camera and image coordinate frames. In Fig. 2, 
),,( ccc zyx  are the target coordinates with respect to robot 

coordinates in the camera coordinate frame such that 
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distance between the center of robot head and the camera. 
Because [ ]TyX 00)( δδφ =R  is a constant translation 
vector, the derivative of (2) becomes 
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Substituting (1) and (2) into (3), the kinematics of the 
interaction between the robot and the target in camera 
frame is obtained such that 
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(a) 

 
(b) 

Fig. 1. (a) Model of the wheeled mobile robot and target in the world 
coordinate frame. (b) Side view of the wheeled mobile robot with a tilt 
camera mounted on its head to track a dynamic target. 
 

 
Fig. 2. Relationship between coordinate systems, world, camera and 
image coordinate frames. 
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Next, we define the system states in image frame for 
controller design. Fig. 3 illustrates the definition of ob-
served system states in image plane. By the definition of 
the diffeomorphism on an image plane: 

[ ] [ ]Txcycx
T

xiii kykxkdyxX W−== , cxx zk f= , 

cyy zk f=  where ix  and iy  are, respectively, the hori-



 

 3

zontal and vertical position of the centroid of target in 
image plane; xd  is the width of target in image plane; 

)f,f( yx
 represent the fixed focal length along the image 

x-axis and y-axis, respectively [10]; W denotes the width 
of the target. Using direct computation, the kinematic 
interaction between robot and target in image frame can 
be obtained by taking the derivative of the expression in 
diffeomorphism such that 

 
iiiii CuXX ++= BA& ,        (5) 
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),,( cbadiag  denotes a 3-by-3 diagonal matrix with di-
agonal element a, b, and c. We observe that the kine-
matics of the interaction between the mobile robot and the 
target in image frame can be modeled as a linear 
time-varying (LTV) system, in which the system state is 
[ ]Txii dyx  and the control signal is [ ]Tm

t
m
f

m
f wwv . 

In order to control the system state from an initial state 
to a desired state, we transform the system model into an 
error-state model. First, define the error coordinates in 
image plane such that 

[ ] [ ]Txxiiii
T

eeee dyxdyxX −−−== dyx ,    (6) 
where [ ]TxiifX dyx=  is the fixed desired state in 
image plane. Second, the dynamic error-state model in 
image plane can be derived directly by taking the de-
rivative of (6). The result is given by 
 

)( ifiieie CXuXX +−−= ABA& .      (7) 

With the new coordinates[ ]Teee dyx , the visual track-
ing control problem is transformed into a stability prob-
lem. If ),,( eee dyx  converges to zero, then the visual 
tracking control problem is solved.  

III. VISUAL TRACKING CONTROLLER 

In this section, a tracking control law based on the 
proposed error-state model (7) for tracking a static or 
moving target in image plane is derived exploiting the 
conventional pole placement approach. First, we choose 
the feedback control law such that 

)(1
ifiei CXXu −−= − AKB ,              (8) 

where K  is a 3-by-3 diagonal matrix such that 

 
Fig. 3.  The definition of observed system states in image plane. 

 
)βρ,βρ,βρ( 133222111 AAAdiag +++=K , 

in which )ρ,ρ,ρ( 321  are three fixed positive scalar factors, 
and )β,β,β( 321  are three positive constants. Substituting 
(8) into (7) yields 

eeie XdiagXX )βρ,βρ,βρ()( 332211−=−= KA& .    (9) 
Because 0)β,β,β,ρ,ρ,ρ( 321321 >  are positive constants, 
the error-state )(tX e  will decay exponentially to zero. It 
is clear that the system is asymptotically stable and the 
visual tracking control problem is solved. 

Note that the feedback control law (8) poses a singu-
larity problem in matrix iB . By direct computing, the 
singularity condition of matrix iB  ( 0det =iB ) can be 
found such that 

φtan)S(f xiy dy += ,         (10) 

where )Wf/()f(S xy yδ=  is a fixed scalar factor. In other 

words, if expression (10) is satisfied, then the determinant 
of matrix iB  will become zero and matrix iB  will be-
come singular. Therefore, expression (10) plays an im-
portant role for us to predict the singularity of matrix iB . 
More specifically, define a singularity index (SI) such 
that 

φtan)S(f xiy dySI +−= .         (11) 

If SI is smaller than a preset threshold value, we then need 
to switch to another controller, such as a PID controller, 
instead of using the proposed one. 

Summarizing the above discussions, we obtain the 
following theorem. 
 
Theorem 1: Suppose the initial position of user’s face is 
in the camera field-of-view. Let 0)ρ,ρ,ρ( 321 > be three 
fixed positive scalar factors and 0)β,β,β( 321 > be three 
positive constants. Consider the linear time-varying 
(LTV) system (5). If the matrix iB  is nonsingular, then 
the face tracking interaction control problem can be 
solved using control law 

)(1
ifiei CXXu −−= − AKB ,              (12) 

where iA , iB  and iC  are defined in (5). eX  and fX  are 

defined in (6). K  is a 3-by-3 diagonal matrix such that 
)βρ,βρ,βρ( 133222111 AAAdiag +++=K , 
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in which ),( 21 AA  are defined in (5). 

IV. ROBUSTNESS ANALYSIS 

In this section, we investigate the robustness of pro-
posed visual tracking controller (12) against the model 
uncertainties on camera, robot and target parameters. We 
first define a positive-definite Lyapunov function 

)(
2
1),,( 222

eeeeee dyxdyxV ++= .   (13) 

Taking the derivative of (13) yields 
)(])([ ufuXCXXXXV i

T
eiii

T
ee

T
e −≡++−== BA&& .   (14) 

In view of Lyapunov theory [11], expression (14) tells us 
that if 0)( >uf  then the equilibrium point of (7) is as-
ymptotically stable. Consider the following LTV system 
with parametric uncertainties: 
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(15) 
where ),,( 121 AAAdiagi δδδδ =A  is an unknown bounded 
diagonal-matrix-disturbances; 

iBδ  is an unknown 
bounded matrix-disturbances; 

iCδ  is an unknown 
bounded vector-disturbances. Hence, the derivative of 
(13) with parametric uncertainties becomes 

)()]()([])([ ufufufuXCXXV i
T
eiii

T
e −≡+−=++−= δBA& , 

(16) 
where uXCXXuf i

T
eiii

T
e BA δδδδ ++= )()(  is unknown. 

Without loss of generality, let us assume that 
eX  and u 

are both bounded vectors. This implies that )(ufδ  is 
bounded and there exist a positive definite matrix Q~  such 
that 

e
T
e XXuf Q~)( <δ ,     (17) 

where 0),,(~
321 >= δδδdiagQ ; ),,( 321 δδδ  are three posi-

tive unknown upper-bound associated with error-states 
),,( eee dyx , respectively. From (21) and (22), it follows 

that 
)(~)( ufXXuf e

T
e <− Q .               (18) 

Expression (18) implies that 
e

T
e XXuf Q~)( −  is a 

lower-bound of )(uf . If 0~)( >− e
T
e XXuf Q  can be 

guaranteed, then 0)( >uf  is satisfied and thus the sys-
tem has the robust property w.r.t. the parametric uncer-
tainties. 

Choose the controller u as in (12) with parametric 
uncertainties such that 

)(1
ifiei CXXu −−= − AKB ,       (19) 

where )βρ,βρ,βρ( 133222111 AAAdiagg +++=K ; ),,( 121 AAA  

are the diagonal elements of matrix iA . Substituting (19) 
into (16) yields 

e
T
eeig

T
e XXXXufV QAK −≡−−=−= ])([)(& ,   (20) 

where 0)βρ,βρ,βρ( 332211 >=−= diagig AKQ  is a constant 

positive definite matrix. From (18) and (20), it is clear 
that 

)()~(~)( ufXXXXuf e
T
ee

T
e <−=− QQQ ,      (21) 

where )βρ,βρ,βρ(~
333222111 δδδ −−−=− diagQQ . Expres-

sion (21) tells us that if the parameters )βρ,βρ,βρ( 332211  
are, respectively, larger than the unknown upper-bound 

),,( 321 δδδ  defined in (22), then QQ ~
−  becomes a posi-

tive definite matrix and thus 0~)( >− e
T
e XXuf Q  is satis-

fied, which means the proposed visual tracking controller 
(12) is robust against the unknown parametric uncertain-
ties. Therefore, summarize the above discussions, we 
obtain the following theorem. 
 
Theorem 2: Consider the LTV system (5) with unknown 
bounded parametric uncertainties 

iAδ , 
iBδ  and 

iCδ  de-
fined in (15). Let ),,( 321 δδδ  be three positive up-
per-bound defined in (17). Choose the controller u as in 
the expression (12) with parameters 0)ρ,ρ,ρ( 321 > and 

0)β,β,β( 321 > . Then, the closed-loop visual tracking 
system is asymptotically stable for all 111βρ δ> , 

222βρ δ>  and 333βρ δ> . 

V. EXPERIMENTAL RESULTS 

Fig. 4 shows two experimental mobile robots devel-
oped in the intelligent system control integration (ISCI) 
Lab, NCTU. Left robot is equipped with a USB camera 
and tilt platform to track another robot on which a target 
of interesting was installed. In realization of the control 
schemes, it was noted that the quantization error in ve-
locity commands degrade the performance of the con-
troller and might make the system unstable. In order to 
eliminating the velocity quantization error encountered in 
practical system, we combined a robust control law pre-
sented in authors’ previous work [12] with the proposed 
visual tracking controller. Table I tabulates the parame-
ters used in the experiment.  

A. Visual Tracking Control Experiment 

In this experiment, the wheel velocities and the initial 
pose of the target robot are set as )cm/s 9 ,cm/s12(),( =t

l
t
r vv  

and ) π,cm 30 ,cm 140( , respectively. This means that the 
target would move along a counterclockwise circular path. 
The initial pose of the tracking robot is )0 ,cm 0 ,cm 0( . 
Fig. 5 presents the recorded responses of this experiment. 
In Fig. 5(a), the robot trajectories were recorded in world 
coordinates. Because these two robots were face to face 
in initial state, the tracking robot first moved backward in 
the beginning and then moved forward to track the target 
robot. We see that the tracking robot tracked the target 
robot successfully in a circular motion. These experi-
mental results verify the performance of the proposed 
visual tracking controller and robust control law. Fig. 5(b) 
depicts the tracking errors in image plane. In Fig. 5(b),  
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Fig. 4.  Two experimental mobile robots 

 
Table 1. Parameters used in the experiment 

Symbol Quantity Description 
W 12 cm Width of the target 

D 40 cm Distance between two 
drive wheels 

)f,f( yx
 (294,312) pixels Focal lengths of camera 

in retinal coordinates 
)d,y,x( xii

 
(0, 0, 35) Desired state in image plane

)ρ,ρ,ρ( 321
 (1/16,1/8,1/16) Three scalar factors 

)β,β,β( 321
 (5,6,4) Three positive constants

 
the dotted lines illustrate the theoretical result from (9) 
while the solid lines show the experimental results of 
tracking errors. We observe that the system state in the 
experiment converges to the desired state as expected. 
Fig. 5(c) shows the linear and angular velocities of 
tracking robot’s centre point. It reveals that the tracking 
robot’s linear and angular velocities converge to con-
stants when the tracking errors decay to zero. Therefore, 
the tracking robot kept tracking the target robot con-
tinuously. Fig. 5(d) illustrates the response of SI value 
from (11) in the experiment. It shows that the SI value is 
large enough at every moment, and the matrix iB  is 
nonsingular during the visual tracking procedure. 

B. Extension of the Proposed Method 

The visual tracking controller proposed in this paper 
can be extended to several applications of engineering 
interest, e.g., wheeled mobile robot motion control for 
human-robot interaction. In the authors’ previous work 
[13], the proposed visual tracking controller was com-
bined with a real-time face detection and tracking algo-
rithm to control the mobile robot to efficiently interact 
with the human motion for vision-based human-robot 
interaction. Fig. 6 shows photos of motion sequences of 
visual interaction between human and the robot during 
the visual tracking experiment. In Fig. 6(a), the tracking 
robot detected the user’s face and started visual tracking 
interaction. In Figs. 6(b) and (c), the tracking robot 
moved forward automatically to track the user’s face. In 
Fig. 6(d), the tracking robot tracked the user successfully 
and stopped moving forward.  

Another application of the proposed visual tracking 
controller was combined with wireless LAN video and 
speech communication techniques to implement remote  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Experimental results. (a) Robot trajectory in world coordinates. 
(b) Tracking errors in image plane. (c) Control velocities of the center 
point and tilt camera of tracking robot. (d) Transition of singular index 
(11) in every moment. 
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(a) 

 
(b) 

Fig. 6 Recorded image sequence of human-robot interaction control. 
 

 
(a) 

 
(b) 

Fig. 7 Remote consulting by video and speech communication via 
wireless LAN. (a) Remote computer (the doctor side) (b) Healthcare 
robot (the patient side) 
 
consulting function for healthcare robot. Fig. 7 shows the 
demonstration of remote consulting function. Figs. 7(a) 
and 7(b) are the picture of remote computer (the doctor 
side) and healthcare robot (the patient side), respectively. 
Using this function, the doctor can communicate with the 
patient directly via the healthcare robot to examine the 
patient’s health remotely. 

VI. CONCLUSION 

In this paper, a new visual interaction control model 
that represents the relationship between a mobile robot 
and a moving object in image plane has been derived. 

Based on this model, a single visual tracking controller 
has been proposed to effectively resolve visual tracking 
control design of both static and moving targets with 
asymptotical convergence. In robustness analysis, we 
have shown that the proposed visual tracking controller is 
robust w.r.t. some uncertainties in the model. Experi-
mental results validate that the proposed control schemes 
guarantee asymptotic stability of the visual tracking sys-
tem. The proposed controller can be extended to several 
applications of engineering interest. The proposed con-
trol scheme provides a useful solution for visual tracking 
control of wheeled mobile robots to track a target of in-
teresting effectively and interactively. 
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