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Abstract

Continuous rapid growth of the Internet in recent years makes it the most probable
future integrated services network. However, current Internet architecture is inadequate in
providing real-time applications. It cannot guarantee delay bound requirements of real-time
applications. Moreover, non-rea-time applications may be terminated if real-time traffic
causes congestion. Internet 2 is thus proposed to meet future needs. In order to support the
realization of future broadband Internet with guarantee of wide quality of service (QoS)
requirements, this integrated project consisting of five sub-projects constantly improves the

resultsin thefirst year and further investigates the following key technologies:

A. High-capacity (Gigabit) routers: Sub-project | investigated two key technologies of
developing high-capacity routers: switch architecture and longest prefix matching with
hardware (or hardware routing). We employed space-division architecture, such as the
crossbar, to build a rea large-capacity router. In addition, we designed queue management
and fast scheduling algorithms to (partially) remove head-of-line blocking in an attempt to
improve the router’s throughput. This study mainly focuses on designing a switch for
variable-length packets to reduce idle time on output port in achieving better performance in
terms of throughput and packet delay. Through simulation, the result showed that switches
designed for fixed-length packets are inadequate for network environment of variable-length
packets on the fly. Besides, to efficiently classify arriving packets, this study proposed a three-
phase packet classification algorithm based on destination/source |IP  addresses,
destination/source port numbers and protocol ID fields and designed efficient hardware

routing schemes to speed up routing decision.

B. Admission control/QoS scheduling: QoS scheduling for broadband Internet is aimed
to provide bounded delay and fairness while retaining a minimum of computational

complexity. Prevailing weight-based scheduling disciplines advocate the use of multiple
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gueues and engage in timestamp computation. These disciplines achieve ether superior QoS
performance at the expense of higher complexity or degraded performance in return for
computationa simplicity. In the sub-project 1V of this year, we have designed a weight-based
Versatile QoS Scheduler (VQS) and its feasible VLSI hardware implementation architecture.
VQS is capable of being implemented in various network elements in broadband Internet
facilitating proper trade-off balance between performance and complexity. Taking advantage
of simpler single-queue management and lack of timestamp computation, VQS governs
packet insertion in a shared data structure comprising a sequence of fixed-size windows based
on weights. Within a given widow, the maximum number of packets from a session is
proportional to the session weight and the Window Size (WS. Simulation results demonstrate
that, applying a smaller WSfor high-power network elements, VQS performs as superior as
WFQ with respect to throughput fairness, mean delay, and worst-case delay fairness.
Moreover, compatible to WF*Q, VQS outperforms WFQ with respect to 99-percentile delay

bound and jitter in the presence of traffic burstiness.

C. Traffic measurement and statistics collection/admission control: Sub-project 111
considers resource allocation in the support of “Congestion- Free Service” in Broadband
Internet. First, we studied traffic characterization under different measurement models via
analyzing traffic traces collected from Nationa Taiwan University campus network. The
results show that traffic load can be approximated by the Normal distribution. In the second
part of the work, we proposed a dynamic bandwidth and queue management scheme to
support “Congestion-Free Service.” Simulation results show that in order to maintain a
maximum packet loss rate, it is important that the system avoids operating at heavy loads, i.e.
high link utilization. In a link sharing system, dynamic bandwidth allocation based on input
loads can effectively avoid congestion. Furthermore, when combined with active queue

management, it can further accommodate transient traffic bursts for non-self-similar traffic.

D. QoS routing: For reducing network information to achieve scalability in large ATM
7



networks, ATM Private Network-to-Network Interface (PNNI) adopts hierarchical routing.
Consequently, although routing complexity is significantly reduced, numerous issuesin PNNI
routing require further study to achieve more efficient, accurate, scalable, and QoS-aware
routing. In this year, we proposed several methods to achieve efficient, scalable, and QoS-
aware ATM PNNI routing. First, an efficient aggregation scheme, referred to as Asymmetric
Simple, is proposed. The aggregated routing information includes available bandwidth, delay
and cost. Second, two approaches for defining link costs are investigated, namely, the Markov
Decision Process (MDP) approach and the Competitive On-Line (COL) routing approach, and
these are compared with the Widest Path (WP) approach. Third, a dynamic update policy,
referred to as the dynamic cost-based update (DCU) policy, is proposed to improve the
accuracy of the aggregated information and the performance of hierarchical routing, while
decreasing the frequency of re-aggregation and information distribution. Finally, we proposed
CIS (Crankback Information Stack) and CT (Cost Threshold) approaches to reduce crankback
overhead. Simulation results demonstrate that the proposed Asymmetric Simple aggregation
scheme yields very good network utilization while significantly reducing the amount of
advertised information. Between these two links cost functions, the MDP approach provides a
systematic method of defining call admission function and yields better network utilization
than the COL approach. The proposed DCU policy aso yields an enhanced network
utilization while significantly reducing the frequency of re-aggregation. Meanwhile, the
proposed CIS and CT approaches reduce crankback overhead significantly. Especialy, the

combination of CIS and CT approach achieves further improvement.

E. RSVP (ReSource reserVation Protocol) to PHB (Per-Hop Behavior) mapping: Sub-
project V investigates how granularity of routing decision significantly affects the scalability
and blocking performance of QoS routing based on QoS routing extensions to OSPF. Three
mechanisms, overflowed-cache, two-phase routing, and per-class routing mark, are aso

proposed to achieve computational and storage scalability as well as low blocking probability



in wire-speed packet-switching networks. Simulation results of various routing and
forwarding granularities, including per-destination, per-pair, per-flow, per-pair/ overflowed-
cache, per-pair/two-phase, per-pair/class, indicate that the proposed mechanisms can
significantly lower blocking probability, increase fairness, as well as lower storage and
computational overhead. Also, two or three classes are sufficient for per-class routing which
is suitable for Diff Serv core networks. Comparing flow driven mechanisms like per-flow and
per-pair/overflowed-cache with topology driven mechanisms like per-destination, per-pair,
per-pair/two-phase, and per-pair/class reveals that the former usualy perform better in

blocking probability, fairness, and state accuracy, while the | atter result in less overhead.

Keywords: Broadband Internet, Quality of service, QoS routing, Gigabit router, Signaling,

Policing, Scheduling, Network planning, M anagement



filter
B.
Service)
weight-based
VLS
weight
windows

session  weight

high-power

Gigabit
port trunking

crosshar

hashing searchtree linear search

QoS (Quality-of-

Prevailing
multiple queues engage timestamp
QoS
weight-based Versatile QoS Scheduler (VQS)
VQSs
VQS single-queue timestamp
window session
window window

throughput fairness mean delay worst-case delay

10



fairness

VQS WFQ

D.

(PNNI)

(MDP)

(WP)

Asymmetric Simple
MDP

MDP

WFQ

WFQ

99% delay bound jitter

IETF

traffic burstiness

ATM Private Network-to-Network Interface

ATM
PNNI
PNNI

Asymmetric Simple

(COL)

(DCU)
CIs CT crankback overhead
cal admission cdld COL

DCU

CIS CT

11

WP



crankback overhead

E.
flow driven per-flow  per-pair/overflowed-cache
data driven per-destination per-pair per-pair/two-
phase per-pair/class overhead
Gigabit

12



Circuit

switching Packet switching

Quality of Service

Fast Ethernet

100M bps Ethernet Switch

1

2 QoS

3

4 Scheduling

5 Admission Control

6 Traffic Policing

7 Network Planning and Management

13



filter

crosshar

port trunking

hashing searchtree linear search

weight-based Versatile QoS Scheduler (VQYS)

metrics  routing agorithm
routing

PNNI
Simple

(COL)

VQS

RSVP

(MDP)

(WP)
14

QoS (Quality-of-Service)

VLS

QoS

re-

Asymmetric



(DCU)

CIs CT crankback overhead

15



Internet Quality

of Service QoS control

crossbar
crossbar Switch scheduling algorithm
PIM Paralld Iteration Matching RRM Round-robin

matching SLIP

hashing search tree linear search filter

Scheduling disciplines proposed in the literature have been either single-queue or
multiple-queue-based. Single-queue- based disciplines advocate the maintenance of a single
shared queue for each output link. Different-session packets destined to the same output link

are inserted in the shared queue in accordance with, for instance, the deadlines or priorities of
16



packets. Packets are then transmitted in a FIFO manner. Consequently, scheduling complexity
completely resides in the enqueueing process. Examples of this class include Earliest
Deadline First (EDF), Threshold Based Priority (TBP), and Precedence with Partial Push-Out
(PPP). The EDF discipline was shown to successfully support tight delay bound. However, it
undergoes two major limitations- a priori deadline assumption and high implementation
complexity due to packet sorting. Although TBP and PPP were justified effective for switches
supporting two priorities, they fail to provide bounded delay and throughput fairness in the

presence of malicious sessions.

Multiple-queue-based disciplines, on the other hand, adopt multiple queues maintained at
each output link, one for each session. Packets arriving from different sessions are simply
placed at the end of their corresponding queues. Scheduling complexity in this classresidesin
the dequeueing process instead. Prevailing disciplines in this class, which are weight-based,
include Weighted Fair Queueing (WFQ), Worst-case Fair Weighted Fair Queueing (WFQ),

Self-Clocked Fair Queueing (SCFQ), and Frame-based Fair Queueing (FFQ).

In this project, we aim to design a weight-based, highly versatile QoS scheduler, referred
to as VQS, capable of being implemented in diverse network elements facilitating proper
trade-off balance between performance and complexity. Taking advantage of simpler single-
gueue management and lack of timestamp computation, VQS governs the insertion of packets
belonging to the same output link in a shared data structure comprising a sequence of fixed-
size windows. Within a given widow, the maximum number of packets from a session is
proportional to the session weight and the Window Size (WS. Packets being placed at the
same window are transmitted on a FIFO basis, limiting short-term unfairness to within a
window interval. Packets being arranged outside of the window trigger new windows to be

activated, enforcing weight-proportional serviceto be exerted.
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The ATM PNNI standard adopts a source-based hierarchical routing for supporting
scalability and security in alarge network. The main advantage of the hierarchical routing is
reducing large communication overhead while achieving efficient routing. The scalability and
performance of hierarchical networks depend on various design schemes, such as the
aggregation scheme for aggregating routing information, the cost functions for defining link
and path costs, and update policies for advertising the aggregated information. Nevertheless,
how to design these schemes remains an open issue. In this project, we propose severa
solutions, including the efficient Asymmetric Simple aggregation scheme, the QoS-capable
COL and MDP link cost approaches, the dynamic cost-based update policy, and CIS and CT
for reducing crankback overhead to achieve an efficient hierarchical QoS routing in large

ATM networks. These methods are briefly described bel ow.
A. Hierarica Routing

In this project, we study the PNNI standard, source-based hierarchical routing in ATM
networks. The source-based hierarchical routing problem can be decomposed into two issues:
how to aggregate routing information and how to perform hierarchical routing. For routing
information aggregation, lwata et al. proposed two aggregation schemes, star and simple node,
with three aggregation versions, aggressive, conservative and simple no-aggregation. These
schemes transform a non-linear programming problem into a linear problem for the

corresponding QoS parameters. Meanwhile, Lee proposed a spanning tree aggregation
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scheme, and Awerbuch et al. compared the performances of several aggregation schemes,
including a star with radius equal to half the cost of the network diameter (DIA), a star with
radius equal to half the average cost between border nodes (AVE), Minimum Spanning Tree
(MST), Random Spanning Tree (RST), and t-spanner. Our earlier work proposed a novel
aggregation scheme, caled Asymmetric Simple and compared it with two existing
aggregation schemes (Simple Node and Full-Mesh) using various performance metrics, such
as representation size and representation accuracy for routing information, and network

revenues.

For hierarchical routing, Guo et al. applied probabilistically routing to hierarchical
networks. Meanwhile, Mieghem presented the unicast hierarchical routing based on PNNI
standard. Furthermore, , Montgomery et al. and Xie et al. applied the theory of reduced |oad
approximation to anayze the blocking probability of PNNI hierarchical networks. Finally,

Hao et al. investigated the call rejection probability for routing with crankback.

Our numerical results first demonstrate that an effective aggregation scheme reduces
overhead for call set up while yielding high traffic throughput. The proposed Asymmetric
Simple aggregation scheme can yield competitive performance compared to the Full Mesh

aggregation scheme.

B. Cost Functionsfor Hierarchica QoS Routing

In this project, we define the objective of hierarchical QoS routing as to maximize
network revenue under the constraint that each established connection is guaranteed with
certain QoS requirements. This optimization problem is generally re-formulated as, for each
new arriving connection, to find the path with minimum cost while satisfying certain QoS
reguirements. Two issues can be identified that differ from QoS routing in flat networks. First,
owing to the inaccuracy of aggregated information, a chosen hierarchical path may not satisfy

the end-to-end QoS requirement. In this case, the crankbank scheme can be employed to
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reroute the connection to an aternate path. The crankback scheme is further discussed in
chapter 2. The second issue is how to define the link cost function and aggregate link cost
functions in a peer group. A good link cost function should comprise two properties,
maximizing network revenue by minimizing path cost, and providing a systematic call

admission function.

In this project, we study two approaches for defining link cost functionsin a hierarchical
network, namely the Markov Decision Process (MDP) approach and the Competitive On-Line
(COL) approach. The theory of Markov decision process is a pledge method in a lot of
network-related issues. Various network control schemes have been developed based on the
Markov decision process. For example, many M DP-based routing algorithms, which compute
the link cost based on the MDP theory, have been proposed and demonstrated to perform very
well. However, Gawlick, et al., proposed an on-line optimal routing algorithm, referred to as
the Competitive On-Line (COL) algorithm. This approach defines the link cost function as an
exponential function of the residua bandwidth. They have shown good routing performance
based on this cost function. We proposed MDP-based cost function for hierarchical QoS

routing.

In this project, we compare the performance of the MDP-based and the COL-based cost
functions with the Widest Path (WP) approach, which routes an incoming connection to the
path with maximum residual bandwidth. The residual bandwidth of a path is defined as the
minimum of the residual bandwidth of al links on the path. The simulation results show that
the MDP and the COL approaches outperform the WP approach. The MDP approach yields
the best network utilization. A further advantage of the MDP approach is that it provides a

systematic call admission function.

C. Update Poicies

On the other hand, PNNI adopts time-based update policy which is inadequate to cope

21



with dynamic network traffic. Furthermore, the accuracy of aggregated information is
depended on the update interval, with a reduced update interval meaning more accurate
aggregated information. However, in this situation the overhead of re-aggregation and
information distribution increases. Awerbuch et a. proposed the logarithmic update approach,
which is based on the residual bandwidth of a link, to reduce the computational overhead of

re-aggregation.

An event-based update policy typically suffers from oscillation, which can be avoided by
hystersis. The technique of hysteresis has been applied to various areas of high-speed
networks. For example, Jong applied hysteresis to ATM rate control to enhance system
stability, and Orda et al. proposed an adaptive virtual path allocation policy using hysteresis to
prevent excessive processing of requests due to oscillations around thresholds. Meanwhile,
Shun-Ping Chung and Jin-Chang Lee propose a dynamic reservation with hysteresis as CAC

for cellular multiservice networks.

We proposed an event-driven update policy based on the link cost. Furthermore, to avoid
oscillation, the hystersis technique was applied. The proposed policies are called the Dynamic
Cost-based Update (DCU) policy and the DCU with hysteresis (DCUH) policy. The
performance of the proposed policies is compared to other time-driven and event-driven
update policies, including the PNNI time-based update approach (PNNIU), full update
approach (FU), logarithm of residual bandwidth update approach (LRBU), and dynamic cost-
based update policy without hysteresis. Simulation results show that the DCUH policy

performs best among these update policies.

D. Crankback Approaches

Alternate path routing approaches can be used to achieve lower connection blocking
probabilities and higher network throughput in ATM networks. Conventiona aternate path

routing techniques tend to fall into two classes: progressive control. Hwang, R.H. efc. noted
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that progressive control, as compared to the originating control, provides a higher blocking
probability but smaller connection setup time The primary advantage of progressive control is
the ability to provide fast connection setup, while the disadvantages of progressive control are
the use of sub-optimal alternate path. Chung proposed an ICD (information about the
crankback destination nodes) approach in a connection setup messages, hence they could
predict the crankback destination node. Meanwhile, Spiegel et al. presented an approach to
combine the features of progressive and originating control approaches, alowing for fast
connection setup as well as near minimum cost paths. Felstaine et al. proposed to alocate a
“guota’ to the PGs aong the message path and then to “sub-allocate” quotato the son PGs of

these PGs.

The purpose of this section is to study mechanisms for reducing the crankback overhead
in PNNI hierarchical networks. Two heuristics are proposed herein to reduce crankback
overhead. First, if we can predict where to crank back, referred to as the destination node, the
call setup message need not to crank back to the source node, thus the call set up overhead at
the common nodes along the path can be reduced. Second, the aggregated path cost represents
the expected cost for setting up the call on the path of O-D pair. Therefore, a call setup
message on a path with high path cost is likely to be blocked. Consequently, avoiding setting
up a cal on a path with high path cost will reduce the crankback overhead. Based on these
two heuristics, we proposed two approaches to reduce crankback overhead. The first approach
adds additional information, referred to as CIS, to predict the crankback destination node. In
this approach, we keep CIS in the call setup message while crossing the PG. When call setup
message encounters a block link, the intermediate node using CIS to find the crankback
destination node. Hence, the call setup message needs not to crank back to the ingress node.
The second approach uses aggregated path cost, referred to as CT, to determine whether call
setup on aternate paths should be tried. In PNNI hierarchical network, paths with smaller

hierarchical path cost are tried first. If the aggregated path cost information is accurate and a
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call setup message failed on the path with minimum cost, then call set up on aternate paths
with higher path cost will likely to be failed. Simulation results show that both of these two
approaches reduce the crankback overhead significantly. Furthermore, when we combine CIS

with CT, referred to as CIS _CT, the crankback overhead can be reduced more conspicuously.

To achieve both low blocking probability and high scalability, this study proposes three
QoS routing extensions to OSPF, overflowed-cache, two-phase routing, and per-class routing
mark. The overflowed-cache mechanism divides the packet-forwarding cache into a per-pair
cache (P-cache) and an overflowed per-flow cache (O-cache). The flows that the P-cache
indicated paths cannot satisfy with the required QoS are routed individually and their
forwarding decisions are overflowed into the O-cache. The two-phase routing reserves a block
of bandwidth that exceeds the bandwidth requirement of a flow when the first flow between
an S-D pair is established. The per-class routing aggregates QoS flows into a number of
classes via a marking technique. Therefore, flows with the same mark for the specific S-D
pair are routed on the same path. This routing mechanism is suitable for DiffServ networks,

where packets are marked at edge routers and fast-forwarded in the core network.
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A. Hierarchical Routing
In this project, we study the PNNI standard, source-based hierarchical routing in ATM
networks. The source-based hierarchical routing problem can be decomposed into two issues:

how to aggregate routing information and how to perform hierarchical routing. For routing
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information aggregation, Iwata et a. proposed two aggregation schemes, star and simple node,
with three aggregation versions, aggressive, conservative and simple no-aggregation. These
schemes transform a non-linear programming problem into a linear problem for the
corresponding QoS parameters. Meanwhile, Lee proposed a spanning tree aggregation
scheme, and Awerbuch et al. compared the performances of several aggregation schemes,
including a star with radius equal to half the cost of the network diameter (DIA), a star with
radius equal to half the average cost between border nodes (AVE), Minimum Spanning Tree
(MST), Random Spanning Tree (RST), and t-spanner. Our earlier work proposed a novel
aggregation scheme, caled Asymmetric Simple and compared it with two existing
aggregation schemes (Simple Node and Full-Mesh) using various performance metrics, such
as representation size and representation accuracy for routing information, and network
revenues.

For hierarchica routing, Guo et a. applied probabilistically routing to hierarchical
networks. Meanwhile, Mieghem presented the unicast hierarchical routing based on PNNI
standard. Furthermore, Montgomery et a. and Xie et al. applied the theory of reduced load
approximation to analyze the blocking probability of PNNI hierarchical networks. Finally,
Hao et al. investigated the call rejection probability for routing with crankback.

Our numerical results first demonstrate that an effective aggregation scheme reduces
overhead for call set up while yielding high traffic throughput. The proposed Asymmetric
Simple aggregation scheme can yield competitive performance compared to the Full Mesh
aggregation scheme.

B. Cost Functionsfor Hierarchical QoS Routing

In this project, we define the objective of hierarchical QoS routing as to maximize
network revenue under the constraint that each established connection is guaranteed with
certain QoS requirements. This optimization problem is generally re-formulated as, for each
new arriving connection, to find the path with minimum cost while satisfying certain QoS

requirements. Two issues can beidentified that differ from QoS routing in flat networks. First,
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owing to the inaccuracy of aggregated information, a chosen hierarchical path may not satisfy
the end-to-end QoS requirement. In this case, the crankbank scheme can be employed to
reroute the connection to an aternate path. The crankback scheme is further discussed in
section 2. The second issue is how to define the link cost function and aggregate link cost
functions in a peer group. A good link cost function should comprise two properties,
maximizing network revenue by minimizing path cost, and providing a systematic call
admission function.

In this project, we study two approaches for defining link cost functionsin a hierarchical
network, namely the Markov Decision Process (MDP) approach and the Competitive On-Line
(COL) approach. The theory of Markov decision process is a pledge method in a lot of
network-related issues. Various network control schemes have been developed based on the
Markov decision process. For example, many MDP-based routing algorithms, which compute
the link cost based on the MDP theory, have been proposed and demonstrated to perform very
well. In this project, we adopt the idea for its ssimplicity and efficiency. However, Gawlick,
et a., proposed an on-line optimal routing agorithm, referred to as the Competitive On-Line
(COL) agorithm. This approach defines the link cost function as an exponential function of
the residua bandwidth. They have shown good routing performance based on this cost

function. We proposed MDP-based cost function for hierarchical QoS routing.

In this project, we compare the performance of the MDP-based and the COL-based cost
functions with the Widest Path (WP) approach, which routes an incoming connection to the
path with maximum residual bandwidth. The residual bandwidth of a path is defined as the
minimum of the residual bandwidth of all links on the path. The simulation results show that
the MDP and the COL approaches outperform the WP approach. The MDP approach yields
the best network utilization. A further advantage of the MDP approach is that it provides a
systematic call admission function

C. Update Poicies

35



On the other hand, PNNI adopts time-based update policy which is inadequate to cope
with dynamic network traffic. Furthermore, the accuracy of aggregated information is
depended on the update interval, with a reduced update interval meaning more accurate
aggregated information. However, in this situation the overhead of re-aggregation and
information distribution increases. Awerbuch et a. proposed the logarithmic update approach,
which is based on the residual bandwidth of alink, to reduce the computational overhead of
re-aggregation.

An event-based update policy typically suffers from oscillation, which can be avoided by
hystersis. The technique of hysteresis has been applied to various areas of high-speed
networks. For example, Jong applied hysteresis to ATM rate control to enhance system
stability, and Orda et al. proposed an adaptive virtual path allocation policy using hysteresisto

prevent excessive processing of requests due to oscillations around threshol ds.

We proposed an event-driven update policy based on the link cost. Furthermore, to avoid
oscillation, the hystersis technique was applied. The proposed policies are called the Dynamic
Cost-based Update (DCU) policy and the DCU with hysteresis (DCUH) policy. The
performance of the proposed policies is compared to other time-driven and event-driven
update policies, including the PNNI time-based update approach (PNNIU), full update
approach (FU), logarithm of residual bandwidth update approach (LRBU), and dynamic cost-
based update policy without hysteresis. Simulation results show that the DCUH policy
performs best among these update policies.

D. Crankback Approaches

We further study mechanisms for reducing the crankback overhead in PNNI hierarchical
networks. Two heuristics are proposed to reduce crankback overhead. First, if we can predict
where to crank back, referred to as the destination node, the call setup message need not to
crank back to the source node, thus the call set up overhead at the common nodes along the

path can be reduced. Second, the aggregated path cost represents the expected cost for setting
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up the call on the path of O-D pair. Therefore, a call setup message on a path with high path
cost is likely to be blocked. Consequently, avoiding setting up a call on a path with high path
cost will reduce the crankback overhead. Based on these two heuristics, we proposed two
approaches to reduce crankback overhead. The first approach adds an addition information,
referred to as CIS, to predict the crankback destination node. In this approach, we keep CISin
the call setup message while crossing the PG. When call setup message encounters a block
link, the intermediate node using CIS to find the crankback destination node. Hence, the call
setup message needs not to crank back to the ingress node. The second approach uses
aggregated path cost to determine whether call setup on aternate paths should be tried. In
PNNI hierarchical network, paths with smaller hierarchical path cost are tried first. If the
aggregated path cost information is accurate and a call setup message failed on the path with
minimum cost, then call set up on alternate paths with higher path cost will likely to be failed.
E. Simulation Results

This section evauates the performance of hierarchical routing with different aggregation
schemes and cost functions via simulations. Figure 3.8 shows the network topology of the
simulations. The capacity of each link is 155 Mbps, except for link(A.3.2-B.1.3) and
link(B.1.3-A.3.2), which are 622 Mbps. Each link has adelay of 1ms.

In the simulations, the network supports two classes of traffic. The class 1 traffic has a

bandwidth requirement of b,=1 Mbps, and an end-to-end delay bound of d,=15ms. Class 1
traffic is assumed to arrive at any O-D pair with the same arrival rate /7 =/, while the
class 2 traffic is assumed to have a bandwidth requirement of b,=5Mbps, an end-to-end delay

bound of d,=15ms, and an arrival rate of /4 =/ [/ b, between each O-D pair. The average

holding times of these two classes of traffic are normalized to unity.
The 95% confidence intervals of the simulation results shown in the following figures are

obtained from 25 independent runs. For each run, the simulated time is 1100 units of mean
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cal holding time. The initial 100 time units are estimated as the transient period and, thus,
performance samples are discarded.

Figure 3.9 shows the fractional reward loss of calls under different arrival rates, when
two aggregation schemes are used for the WP and the MDP and the COL link cost functions.
The figure shows that the fractional reward loss increases as the arrival rate increases.
Meanwhile, the fractional reward loss of the Asymmetric Simple scheme of the COL link cost
is slightly higher than for the Full Mesh scheme. The fractional reward loss of Asymmetric
Simple scheme of MDP link cost is almost the same as Full Mesh scheme. Meanwhile, the
MDP approach yields a better performance than the COL in both the Asymmetric Simple and
Full Mesh schemes. This superiority is because the MDP approach considers the arrival rate,
and so can provide more accurate cost information and call admission function. However, the
MDP and COL cost-based approaches significantly outperform the WP approach. The main

reason is that the bandwidth-based approach only considers the maximum residual bandwidth
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Figure 3.9 Fractional reward loss.

of bottleneck link among al candidate paths. However, the cost-based approaches first
transfer the residual bandwidth of link into a reasonable cost and then route the minimum path
cost.

Figure 3.10 shows the average number of crankbacks per connection request under
different arrival rates, when two aggregation schemes are used. The figure shows that the
average number of crankbacks increases as the arrival rate increases. The average number of
crankbacks of the Asymmetric Simple of the COL link cost function is higher than for the
Full Mesh scheme. Meanwhile, the average number of crankbacks of the Asymmetric Simple
of MDP link cost function is almost the same as that of the Full Mesh scheme. The COL
approach of all schemes requires less crankbacks than the MDP. The reasons for this
phenomenon are that the cost function is less accurate and the call admission of COL
approach is less conscientious than that of the MDP approach. Consequently, a call may be
routed to non-optimal path that requires more network resources and thus increases call
blocking probability. The call admission function rejects a call if the aggregated path cost

exceeds the admission threshold, which also resultsin less paths (crankbacks) being tried and
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Figure 3.10 Crankback per requested calls.

higher call blocking probability. However, the MDP approach provides more accurate
aggregated cost and precise call admission policy because the link cost is computed based on
Markov decision theory. This approach results in less cals being blocked due to call
admission at the hierarchical routing procedure, but more blocking due to the call admission
at the physical network level. Hence, the MDP approach results in more crankbacks.
Additionally, the number of crankbacks of the WP approach is more than that of the COL and
MDP approaches. Clearly, the reason is that the WP approach is not a good approach for
hierarchical routing.

Figure 3.11 shows the fractional reward loss yielded by the five update policies under
different arrival rates. Asfigure 3.11 illustrates, the FU policy yields the lowest fractional
reward loss, because it provides the most accurate routing updates. However, the LRBU,
DCU, and DCUH policies al yield very competitive fractional reward loss as compared to the
FU policy. Figure 3.11 shows that the DCUH policy yields slightly lower fractional reward
loss than the LRBU and DCU policies. Meanwhile, figure 3.11 also illustrates that PNNIU

policies yield worse performance than the other four policies. The performance of PNNIU
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Figure 3.11 Fractional reward loss of five update policies.
policy can be improved if the update interval reduces. For example, the PNNIU_1 policy
outperforms the PNNIU_4 policy.

Figure 3.12 shows the average number of crankbacks per connection request under
different arrival rates. Intuitively, the more accurate the aggregated routing information, the
less the average number of crankbacks. Hence, the average number of crankbacks per
connection request is an important performance metric for update policies. Figure 3.12
illustrates that FU, LRBU, DCU, and DCUH have ailmost the same number of crankbacks per

connection while the PNNIU policies have amuch higher number of crankbacks.

Figures 3.13 and 3.14 show the number of information re-aggregations and distributions
per unit of time under different arrival rates. Intuitively, the FU policy should have the highest
re-aggregation frequency, and the two figures confirm this. On the other hand, adjusting the
update interval gives the PNNU policy the least update frequency. Comparing the LRBU,
DCU, and DCUH poalicies revedls that the DCU and DCUH policies yield less overhead re-
aggregation than the LRBU policy. However, the DCU policy with hysteresis does not

significantly reduce the update frequency. One possible reason for this phenomenon is that the
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DCU policy does not suffer much from oscillation. The effect of hysteresis requires further

investigation.
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Figure 3.14 Average number of re-aggregation per unit of time yielded by DCU, DCUH, and
LRBU policies.

The above figures reveal that the Asymmetric Simple and Full Mesh aggregation scheme
of hierarchical routing perform very competitively under different ssmulation parameters.
However, the complexity of advertised information of Asymmetric Simple is O(n) while that
of Full Mesh is O(r?). The MDP link cost function outperforms the COL link cost function
due to more accurate cost information and more systematic call admission function. We also
observe that FU, LRBU, DCU, and DCUH perform competitively in fractional reward loss
and average number of crankbacks per connection request. However, the DCU and DCUH
policies require the least re-aggregation frequency. Furthermore, the time-based PNNIU
policies yield the highest fractiona reward loss and number of crankbacks, but require
significantly less update frequency. Meanwhile, the LRBU performs very competitively
performance compared to the cost-based update policies, and thus can be considered a simple
but efficient policy. Finally, DCU appears not to suffer from the oscillation problem, while

the DCUH policy does not significantly reduce re-aggregation frequency.

43



Finally, the performance of PNNI routing with the proposed crankback schemes, CIS and
CT, isevaluated via simulations and compared with two baseline crankback schemes, NAIVE
and ABL. When crankback procedure is initiated, the NAIVE scheme tries to route the call
setup message on alternate paths one by one. ABL(Avoids Block Link) is similar to NAIVE
but will avoid routing on alternate paths with blocked link. Both schemes crank back the
blocked setup message to the ingress node within a PG or the first PG of the same level. The
blocked link information is required in the ABL scheme. Figure 3.15 shows the network
topology for our simulations. The detail capacity of each link is shown in Table 3.11 and each

link has 1 ms delay.

Table3.1: Link capacity assignments

Link id Cap. Link id Cap. Link id Cap.
e(A11,A12) 250 | e(A42,A47) | 400 | €(B21,B22) 155
e(A11,A13) 250 | e(A43,A44) | 350 | €(B21,B24) 155
e(A12,A21) | 350 | e(A43,A46) | 350 | €(B22,B23) 155
e(A13,A51) | 350 | e(A44,A45) | 350 | €(B22,B24) 155
e(A21,A22) 155 | e(A46,A47) | 400 | e(B23,B24) 155
e(A21,A24) 155 | e(A47,B41) | 622 | €B23,B34) 350
e(A22,A23) 155 | ¢(A51,A52) | 155 | &(B31,B32) 350
e(A22,A24) 155 | ¢(A51,A56) | 155 | &(B32,B33) 155
e(A23,A34) | 350 | e(A52,A53) | 155 | ¢(B32,B36) 155

e(A23A24) | 155 | (A52,A54) | 155 | e(B33,B34) 350
e(A31,A32) | 350 | (A53,A54) | 155 | e(B33,B35) 155
e(A31,A53) | 350 | e(AB4,A56) | 155 | e(B35,B36) 155
e(A32,A33) | 155 | e(AB5,A56) | 350 | e(B36,B37) 350
e(A32,A36) | 155 | (B11,B12) | 155 | &(B37,B45) 350
e(A33,A34) | 350 | (B11,B17) | 155 | e(B41,B42) 400
e(A33,A35) | 155 | e(B12,B13) | 155 | e(B41,B46) 400
e(A35A36) | 155 | e(B12,B15) | 155 | e(B42,B43) 350
e(A36,A37) | 350 | e(B13,B14) | 350 | e(B42,B47) 350
e(A37,A45) | 350 | e(B14,B21) | 350 | e(B43,B44) 350
e(A41,A42) | 400 | e(B15,B17) | 155 | e(B44,B46) 400
e(A41,A55) | 350 | e(B16,B17) | 350 | e(B44,B47) 350
e(A42,A43) | 350 | e(B16,B31) | 350 | e(B45,B46) 400
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In this simulations, the network supports two classes of traffic. The class 1 traffic has a

bandwidth requirement of b,=1 Mbps, and an end-to-end delay of d,=30ms, with arrival rate

I'=1 . The class 2 traffic has a bandwidth requirement of b,=5 Mbps, and an end-to-end

delay of d,=30 ms, with arrival rate /; =/ | b, The average holding time of these two

classes of traffic is normalized to unity. The PNNI protocol adopts time-based PTSE update
policy, referred to as the PNNIU policy. We assume that the PTSE update interval is 0.2 times
of mean call holding time. Each simulation result is observed over 10 independent runs. The

length of each run is 1100 units of mean call holding time. For each run, the initial 10% of the
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samples were discarded. Crankback overhead is measured by the average number of nodes
that a call setup message traversed during the crankback procedure.

Note that, NAIVE, ABL, and CIS, use the same call admission control policy. The
difference of these schemes is where to crank back, referred as crankback destination node.
Therefore, these three schemes have the same fractional reward loss. The CT scheme predicts
that an aternate path will be blocked if its aggregated path cost is larger than a cost threshold.
In our simulations, the threshold is set such that crankback overhead can be reduced as much

as possible without increasing the fractional reward loss. According to our experiments, the

best cost threshold parameter is set to 1.25* D,

k,min *

Figure 3.16 shows that these schemes

have the same fractional reward loss. The vertical lines about each point in the figure indicate
95 percent confidence interval. Figure 3.17 shows that both of CIS and CT schemes yield
much lower crankback overhead than the NAIVE and ABL schemes. Furthermore, when we
combine CIS with CT, referred to as the CIS _CT scheme, the crankback overhead can be
reduced further. The reduction on crankback overhead becomes more significant as traffic

load goes higher.
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Figure 3.16 Fractional reward loss of different crankback schemes under PNNIU update

policy.
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Figure 3.17 Average hops count of crankback of different crankback schemes under PNNIU
update policy.

Chang et a. show that PTSE update interval will affect the accuracy of routing
information. Therefore, in following simulations, we adopt LRBU (logarithm of residual

bandwidth update), as the PTSE update policy. In LRBU, the bandwidth of link| , is divided
into dog, Cap(l)(+1 states. For example, alink with capacity Cap(| )=8 has four states with

residual bandwidth of [01),[12), [2,4), [4,8], respectively. The routing information will be
re-aggregated and distributed when the link state changes. Figure 3.18 shows that CT yields
the same fractional reward loss as compared to the NAIVE, ABL, and CIS schemes under the
LRBU update policy. The CT scheme yields much lower crankback overhead than those
schemes, as shown in figure 3.19. The crankback overhead yielded by the CT scheme is only
half of that of the CIS scheme.

From the above figures, we observe that CIS and CT schemes reduce the crankback
overhead significantly. Furthermore, combining CIS and CT schemes can further reduce the

crankback overhead.

47



0.210 -

——NAIVE
——ABL
0.180 | | —-s—-CIS
-.x--.CT .
——-CIS_CT
0.150 F
?
S
T 0120 |
g
<
S 0.090 |
@
L
0.060
0.030 F
0.000

27 29 31 33 35

Arrival rate of O-D pair

Figure 3.18 Fractiona reward loss of different crankback schemes under LRBU update

policy.
18.0
—s—NAIVE
16.0 —+——ABL
—.a—-CIS
~ 140 | Sooxe - CT
9 —o__CIS_CT
o)
< 12,0
g o L
(8]
S 100 |
€
>
3
o 80
o
z
(6]
? 6.0
()
>
< 40 |
20 L
0.0

27 29 31 33 35

Arrival rate of O-D pair

Figure 3.19 Average hops count of crankback of different crankback schemes under LRBU
update policy.

48



A. QOSPF with Overflowed Cache (PER-PAIR/OC)
According to Fig. 3.20, the overflowed-cache (OC) mechanism divides the forwarding
cache into a per-destination cache (D-cache), a per-pair cache (P-cache and an overflowed
per-flow cache (O-cache). D-cache entries are looked up for the best effort packets, and the

O-cache entry is created when a new flow arrives and cannot find sufficient bandwidth on the

path of P-cache.
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Figure 3.20 Overflowed Cache mechanism (Per-pair/OC)

B. QOSPF With Overflowed Cache With Two-Phase Routing (PER-
PAIR/OCTP)
Intuitively, QoS flow locality exists between node pairs as in circuit-switched networks.
This section extends OC to OCTP, the Overflowed Cache with Two-Phase routing, by
replacing the function FindRoutel eastCost with the function FindRoute TP. TP can work

independently of OC, known as Per-pair/TP in this study. OCTP uses three types of caches,
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exactly the same as the OC scheme. However, a two-phase routing concept is used for finding
the QoS path s with bandwidth requirement b. In phase I, referred to as soft-reservation,
OCTP tries to find a path s, with more bandwidth than b, i.e. where width(s,) 3 btb,,,.
Consequently, the subsequent incoming flows of the same S-D pair will be more likely to
successfully reserve bandwidth on the path. Less misleading will increase the likelihood of
success. If a soft QoS path s, cannot be found, OCTP will attempt to find a path s, with
bandwidth b, i.e., width(s,) 3 b, referred to as hard-reservation because it takes the actual
required bandwidth into account. This study refers to the database that reflects the link state of

soft-reservation as soft-RBDB and that of actual reservation as hard-RBDB.

C. QOSPF Using Per-Class Routing Mark (PER-PAIR/PC)

When a new flow request with QoS requirement, Per-pair/PC first checks the forwarding
cache (C-cache) if the number of sub-entries of the desired S-D pair, say |P (s, d)|, is zero. If
yes, the C-cache will be missed and Per-pair/PC attempts to find the least costly feasible path,
termed s. If s isfound, Per-pair/PC assigns anew markto s, insertsit into the cache, and will
forward packets of the flow through s. The link cost function could be defined according to
the need of network administrators. In this paper, we simply make the cost function the
inverse of path width. If P (s, @) isfull, Per-pair/PC simply finds the next hop p of the least
costly feasible path among the existing |P (s, d)| paths, wherepl P (s, d). If p isfound, the
algorithm marks the flow and forwardsit to p, otherwise it blocksthe flow. If P (s, d) is
neither empty nor full, Per-pair/PC can either forward it to the p led by the cache, or route it
through a newly computed path s, whichever costs less. Consequently, flows between an S-D
pair may be routed on a maximum of mdifferent paths where mis the maximum number of

routing classes.

D. Performance Evaluation
D.1Network Moded and Traffic Mode

Simulations are run on a 40-node random graph based on the Waxman's model. In our
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TABLE 3.2: The Traffic Model Of The Simulation

Class Application ratio Banadwidth
requirement

GS, |Video, e.q. H.260 20% 128K bps

GS, Moice, eqg. |- 80% 16Kbps

TABLE 3.3; Cache Granularities Of The Simulation

Granularity Scheme Feature Path computation
Per-destination OSPF Lookup next-hop by Topology driven
destination
Per-flow QOSPF/G* |Route each individual flow Flow driven
Per-pair QOSPF/Z |Sameroute between asrc-dst | Topology driven
Per-pair/TP |Two-phase routing Topology driven
Per-pair with | Per-pair/OC |Dua caches Flow driven
overflowed Per- Dual caches, two-phase Flow driven
cache pair/OCTP |routing
Per-pair/class | Per-pair/PC |Diff. route for diff. class Topology driven
between a src-dst

* QoS routing table indexed by (dst, hop_count).

* Only on-demand path-computation is used in our simulations

simulations assume that the token rate from 7Spec of an RSVP PATH message is used as the
bandwidth requirement of the flow. Furthermore, as Table 1 shows, this study assumes that
there are two types of QoS traffic: GS; and GS,. GS, models video sources where the bit rate
is set to 128Kbps, for example videoconference, while GS, models voice source where the
rateis set to 16Kbps.
D.2Granularity and Performance Metrics

In our simulations, five different granularities of forwarding caches used in various QoS
routing schemes are studied, as shown in Table 3.2. Seven performance metrics are interesting
here: (1) Request blocking probability, P, (2) Cache misleading probability, P, (3)
Fractional reward loss, L,,, (4) Forwarding cache size, or N, 1S the total storage overhead

for a caching scheme. (5) Number of path computations, or N,

is the total number of path
computations in the simulated network. (6) Path length distribution is the histogram of the
path length of the admitted flows. (7) Fairness of traffic requirement.
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TABLE 3.4: Summary Of The Simulation Results

Granularity | Mechanism |computation| storage |Blockingmisleadin | fairness| path length
overhead |overhea g
d
Per-dest | topology low low high high poor prefer
driven short
Per-pair | topology low low high high poor prefer
driven short
Per-flow |flow driven| very high* | very | low** no far no
high discrimination
Per-pair |flow driven| medium |medium| low** no fair no
/0C discrimination
Per-pair |flow driven| medium |medium| low** no fair no
/OCTP discrimination
Per-pair | topology Low low |medium| medium | medium medium
ITP driven
Per-pair | topology medium low low low |medium medium
/PC driven

* scalable if pre-computation is used.
** except heavy loading.

D.3Results

We has investigated the QoS routing extensions to the OSPF (QOSPF) and has proposed
three mechanisms to achieve scalability with low blocking probability, overflowed cache
(OC), two-phase routing (TP), and per-class routing mark (PC). OC divides the forwarding
cache into a P-cache and an O-cache, and thus prevents the cache misleading effect. OC can
be extended to OCTP with two-phase routing. Phase | soft-reserves more bandwidth for
subsequent flows of the same S-D pair, while phase 1l hard-reserves actual bandwidth
requirement if a flow is blocked in phase I. TP also can work independently of OC. PC
aggregates the flows into severa paths using routing marks, thus allowing packets to be fast
forwarded in DiffServ core networks.

Extensive simulations using various routing and forwarding mechanisms found that per-
destination routing has the worst blocking probability. This is because a coarser granularity is
used, which reduces the accuracy of the network state. TP results in more flows running
through their shortest paths than purely Per-pair. OC strengthens the path-finding ability as
Per-flow scheme. OCTP combines the above two mechanisms and performs better than the
alternatives. Note that, under heavy loading, the blocking probabilities performed by the flow
driven mechanisms, including Per-flow, Per-pair/OC, and Per-pair/OCTP are as high as Per-
dest and Per-pair. This is because many flows are traveling through longer paths which

consume more resources per flow. Imposing a hop count limit H, where H can be either the
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value of network diameter or can be set explicitly, might solve the above unexpected behavior
of flow driven mechanisms, which requires future studies. Additionaly, Per-pair/PC has
moderate blocking probability, fractional reward loss, with small forwarding cache. Per-
pair/PC is suitable for the DiffServ networks because only 2 or 3 routing classes, i.e. marks,
are needed.

Table 3.4 summarizes the simulation results. Flow driven mechanisms perform better in
blocking probability, fairness, and state accuracy, while topology driven mechanisms result in
less overheads. QoS routing and forwarding in a wire-speed core network, may use coarser
granularity to achieve cheaper computation and storage cost, and forward packets faster.

Results presented herein can hopefully be applied to evaluate the overheads and
performance of rea network topologies. Moreover, we plan to extend the scalability issues

studied in this paper to multicast QoS-based routing in IntServ and Diff Serv networks.

A. The VQS System
VQS is assumed non-cut-through and non-preemptive. In other words, a packet is not
served until its last bit has arrived, and once a packet is being served, no interruption is
permitted until the whole packet is completely served. It is also work conserving in the sense
that the server remains busy as long as there are packets in the queue. Packets are served

under a normalized service rate of one cell/slot. Given a backlogged session, /, assigned with

weight w;, VQS alocates the session aminimum servicerateof  w; / W (cells/slot), where

N
W= & w and N is the total number of sessions in the system. For ease of description, we
i=1

assume the packet size is fixed (=L cells). The VQS agorithm, as will be shown, requires
little modification for supporting variable-size packets.

For generdization, we consider two different VQS systems- a standalone VQS and an
embedded VQS. While the former directly accepts input traffic from each session, the latter

exerts a leaky-bucket regulator between each session's input traffic and VQS. First, the input
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traffic from each session is generally modeled by a discrete-time Switched Bernoulli Process
(SBP). The process alternates between the High and the Low states. Second, the leaky-bucket
regulator for session / is defined by (r;,s;), where r; (cells/slot) is the token generation
rate and s; (cells) is the maximum token bucket size. Thus, under the embedded system,
traffic from session 7 exhibits amean arrival rate of r;/ L (packets/slot) and burstiness which

increaseswith s ;.

B. Implementation Architecture

The architecture (see Figure 3.21) includes a VLSI chip, called the Sequencer, as a key
component. The Sequencer is essentially a sorting-memory chip. By cascading multiple
Sequencer chips in series or in paralel, a large linked list type packet pool could be
implemented. As depicted in Figure 3.22, when a packet arrives, the packet is stored in the
packet pool at the address provided by the Idle-Address FIFO, which contains the addresses
of unused space in the packet pool. Before the packet is written into the packet pool, its
session identifier is extracted and used as an index into the Session (S)-cache. The S-cache
maintains a separate entry for each session, including the normalized weight and credit.
Notice that since we assume WS=1 in this architecture, the sum of normalized weights of all
sessions is equal to 1. The Session Controller is responsible for determining the index of the
window in which this arriving packet can be placed, based on the normalized weight of the

session to which the packet belongs.

C. Results and Merit Review of the Project
The performance of VQS is evaluated via simulation. Simulation results demonstrate that,
applying a smaller WS for network elements with sufficient computation power, VQS
performs as superior as the optimal scheme, WFQ, with respect to mean delay, throughput
fairness, and worst-case delay fairness (see Figure 3.22). Moreover, compatible to WFQ,
V QS outperforms WFQ with respect to 99-percentile delay bound and jitter in the presence of

traffic burstiness. For network elements with limited power, VQS provides the best possible
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QoS using alarger window size. The design and experimental results have been presented and

demonstrated in various conferences and meetings, including IEEE ICC 00. Moreover, we

have designed several networking control systems making use of the mechanism, which has

been submitted to |EEE ICC 2001.
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