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á 6 â = > ? (Abstract) 

  Nowadays, most Internet services are 
based on the working model that there will 
be some Domain Name System (DNS) [3][11] 
queries before the communication activities. 
Thus, for supporting DNS-based anomaly 
detection, the key problem is how to identify 
the clusters (sequences) of inappropriate 
DNS queries form the DNS traffic mixture 
that are directly generated or indirectly 
induced by internetworking hosts that are 
abnormal (i.e., including compromised 
and/or the original abusers) [1][2]. In this 
project, we propose an offline DNS-based, 
Two-phase Network Anomaly Detection 
Scheme. Based on the analysis of DNS query 
logs and followed by a field study to assert 
the identification of these threats, we design 
and implement a DNS-based network 

anomalous detection and intrusion 
eradication scheme, combining the 
DNS-based anomaly detection [6][7] and 
IEEE 802.1x-based[8][10] authentication 
scheme to help the system administrators 
identify the network anomalous activities in 
the early phase, locate the suspected problem 
sources and fix them as soon as possible to 
reduce the impact of the abusing hosts.  
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In general, DNS traffic consists of 
independent queries from different sources 
and of different types (A, MX, and PTR, etc.). 
In principle, as shown in Figure 1, a typical 
site might have several independent 
advertising and/or recursive DNS servers for 
serving incoming and outgoing queries (e.g., 
two for the former and another three for latter) 
about the forward and corresponding domain 
zones.  
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Figure 1: A simple classification scheme of DNS 

clients and servers. 
In practice, however, there are anomalies 

or network abusing attempts located in the 
midst of normal DNS activities from time to 
time. As shown in Table 1, there are typical 
example cases (i.e., network abusing or 
intrusion attempts collected from our campus 

network) that could be identified via the 
analysis of the DNS system query logs.  

 

Table 1: DNS-based anomaly cases detection 

Case Description 
1. Botnet [4] probing: 

♦ Repeatedly checking for currently 
unknown host (e.g., A-RR, 
MX-RR) 

2. SPAM or virus – open mail proxy 
and/or virus engine (e.g., MX-RR) 

3. Remote Login exploits - SSHd, 
Telnetd, Ftpd, etc. (e.g., PTR-RR) 

4. DNS Zone Transfer attacks by Abusing 
the Network 

5. DNS resolving/forwarding storm  
♦ DoS attack [9] 

 

 

Figure 2: Mixture of DNS queries 

As mentioned in [6][7], since DNS servers 

are hierarchically distributed among different 
departments and organizations, the mining of 
the DNS traffic distribution data and 
comparing with their history profiles might 
provide a convenient and efficient way to 
help identify anomalous activities (as shown 
in Figure 2) between the pairs 
(compromised/attacking hosts, victim hosts) 
and persuade the users of the compromised 
hosts, after confirmed, to eradicate the 
intrusion and/or vulnerability as soon as 
possible.  

In practice, as shown in Table 2, most 
DNS queries are conducted on some major 



hosts. For example, as shown in Table 2, the 
DNS clients listed in categories 1, 2, 4, and 5 
are usually recognized and acceptable. On 
the other hand, the traffic introduced by hosts 
in categories 3 and 6 are usually not welcome. 
Often, they are either malicious programs, or 
underground client/server processes. All of 
these might consume lots of network and 
system resources. 

 
Table 2: Typical users/programs of an 

ordinary DNS resolving server 
Category Examples ( refer to Figure 1) 

1. Ordinary 
clients 
(G1) 

Ordinary clients without 
specialized protection 
mechanism 

2. Normal 
server 
(G2, G4) 

• Mail, web proxy, etc. (G2),  
• Personal firewall systems 

(G4) 
3. p2p [12] 

clients 
(G3) 

BitTorrent, eDonkey, etc. 

4. DNS 
server 
(G5) 

Downstream DNS forwarding 
servers 

5. Malicious 
program 
(G6) 

• Botnet, network virus/worm 
(e.g., mail, web), etc. 

• intrusion attempts 
(SSH/Telnet/Ftp exploits, 
etc.), etc.  

 
Moreover, as shown in Figure 1, both 

normal (e.g., category G2- mail transfer 
agents, etc.) and abnormal (e.g., category G6 
- botnet, or virus/spam engine, etc.) DNS 
clients could usually produce huge amounts 
of DNS queries (resolving) in a specific time 
interval. Therefore, it is often hard to conduct 
the network anomaly detection by using a 
straightforward statistical-based approach on 
DNS queries sequences alone. 
� Methodology and System Architecture  

The system aims at identifying candidate 
sources of compromised hosts from a 
collection of DNS query logs and from the 
background knowledge provided by the 
domain experts. The framework for our 
proposed DNS Knowledge-based, Two-phase 

Anomaly Detection Scheme is depicted in 
Figure 3.  
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Figure 3: Proposed System Architecture 

As mentioned above, the first problem to 

be addressed is how to identify the candidate 
problem source in the early phase. Next, the 
identified information could be further used 
for checking with the authentication system 
to persuade the users of the compromised 
hosts to fix the problems as soon as possible. 

The general idea is as follows. In Phase 1, 
we deal with the problem by trying to detect 
the misuse (e.g., topmost, repeated 
unresolved) to help identify the network 
anomalous activities in the early phase. Next, 
in Phase 2, we will further try identifying the 
problem types and sources (e.g., locating the 
virus-affected or compromised hosts) for 
fixing, by combining the log analysis of 
access patterns of the DNS and other network 
applications (e-mail, web, etc.). The detail of 
the two-phased algorithm is shown as 
follows: 
� DNS Knowledge-based Two-phase 

Anomaly Detection Algorithm 
 
♦ Phase 1 - DNS Knowledge-based 

Two-phase Anomaly Detection Algorithm 
• Input: DNS traffic (querylog, tcpdump 

trace, etc). 
• Output: Network anomaly candidates 



and/or alarm. 
Step1. DNS query log cleansing – Identify 
and prepare available data sources. 
Step2. Generate DNS Statistics (within 
specified intervals) on DNS resolving Servers 

Step2.1: Generate Top-N lists of sender 
IP-based statistics: by number of total (a) 
forward queries, (b) reverse queries, (c) 
forward + reverse queries, etc. 

Step2.2: Generate Top-N groups of query 
domain-based statistics (i.e., by sender 
IPs) : (a) forward queries (b) reverse 
queries (c) forward and reverse queries. 

Step3. Misuse detection (by classification) and 
anomalous candidate information gathering  

Step3.1: Use the stored patterns (rules) to 
locate possible network abusing 
sources. 

Step3.2: Use the statistical data generated in 
Step2 to locate candidate sources for 
further processing in Phase 2 (i.e., by 
putting them into the data warehouse). 

Step4. Send alarm messages to the responsible 
people if there are patterns matched. 

♦ Phase 2 - DNS Knowledge-based 
Two-phase Anomaly Detection 
Algorithm  

• Input: DNS querylog and the set of 
anomaly candidate (sender IP + 
rules) in Phase 1 

• Output: Sources of network anomaly 
and rules for updating the 
knowledge base 

Step1. Initiates Log Data Clustering  
Step1.1: Group these queries by selecting 

and running data clustering algorithm(s) 
bases on the characteristics (sender 
IP-based, forward query-based, etc.) of 
the data. 

Step1.2: Use the selected techniques to 
uncover hidden structure in the data. 

Step1.3: By the help of domain experts, 
identify the target clusters (e.g., groups 
with member large than some threshold 
limit) for further processing. 

Step1.3.1: White-list candidates: server 
groups of heavy-loaded DNS clients 
(mail server, web proxy server, etc.). 

Step1.3.2: Black-list candidates: other 
anomaly candidates of heavy-loaded 
clients for further processing 
(virus/worm, botnet, p2p, etc.). 

Step2. Build and refine the DNS 
knowledge-based network anomaly 

ontology. 
Step2.1: Build/refine the skeletal concept 

model of the ontology by following a 
top-down brainstorming method. 

• Interview with DNS domain 
experts (or read the DNS books, 
etc.) for building and/or refining 
the DNS knowledge-based 
network anomaly ontology. 

Step2.2: Conduct the attributes and 
relation extraction.  

• Analyze and decompose the forward 
query and reverse cases into small 
components (BOTNET, open 
proxy, etc.). 

Step2.3: Define or identify the 
relationships between the specified cases. 

Step2.3.1: Remote login exploit (e.g., 
SSHd, Telnetd, Ftpd, etc.; dictionary 
attacks). 

• Excessive PTR queries on DNS 
advertising server + remote 
login log entries from other 
remote network applications 
(e-mail, web, etc.).  

Step2.3.2: BOT (members of bonet): 
e.g., excessive forward queries 
(e.g., A-RR such as 
“iownyourmon.info”) on normal 
clients 

Step2.3.3: Virus/open mail proxy: e.g., 
excessive forward queries 
(MX-RR and A-RR, etc.) on 
normal clients or excessive PTR 
queries on DNS advertising 
server and log entries from 
e-mail systems. 

Step2.3.4: Other cases: excessive 
forward queries and/or reverse 
queries (e.g., possibly due to 
configuration errors) that could 
not be classified into any of the 
above cases. 

Step2.4: After experts’ verification, the 
ontology is constructed to cover 
DNS-based network anomaly 
detection knowledge. 

Step3. Initiates anomaly-recognition process 
and keep the IP list of matched cases 

Step3.1: Conduct analysis based on network 
anomaly types (BOTNET, open mail 
proxy, virus/worm, etc.). 

Step3.2: Conduct analysis based on Server 
Types (DNS advertising server, 
resolving server, hybrid server, etc.). 

Step4. Send alarm messages to the responsible 
people if there are cases matched. 



 
� Implementation of DNS-based Anomaly 

Detection System 
 

Table 3: System Implementation Environment 
Item Description 

1. DNS 
servers 

PC-based server running  
• FreeBSD (4.11, 5.4) 
• BIND DNS server (9.3.2) 
• Tool – dig, Dnstop  

2.data 
warehouse 
server 

• Windows 2003 Standard 
Eng 

• MS SQL Server 2005 
Enterprise edition 

 

The system environment is listed as 
shown in Table 3. In general, our DNS-based 
scheme and implementation help lessen the 
problem to identify the network anomalous 
activities in the early phase and locate the 
suspected problem sources for fixing to 
reduce the impact of the abusing hosts on the 
overall network operation. For example, 
Figure 4 shows the snapshot of an identified 
anomaly candidate (i.e., a possible bot of a 
certain Botnet) on the Phase-2 data analysis 
server. The listed host was repeatedly trying 
to send forwarding DNS queries for a 
currently unresolved domain name (e.g., 
“mail.ballzout.info”).  

•After checking with dig program, we 
could find that there is currently no such an 
address.
� i.e., Potential Botnet contact address

•List of possible compromised hosts

Figure 4: Identification of IP/host lists 
possible compromised (e.g., BOTNET) 

 

 
♦ Supporting an IEEE 802.1x-based 

Authentication System 

Next, as shown in Figure 5, we have 
refined the DormNet IP registration system, 
mainly by incorporating an IEEE 
802.1x-based authentication scheme, for 
registering the dormitory network users in 
our university to help identify the appropriate 
people responsible for the compromised 
hosts. For hosts unable to enable the IEEE 
802.1x based authentication scheme (e.g., 
missing IEEE 802.1x capabilities), the 
approach to keep MAC addresses (e.g., 
registering the MAC and corresponding IP 
address) will be used instead. 

Figure 5: DormNet IP Registration/Query System 

� Typical Anomalous Example Cases 

Figure 6 shows the accumulative statistics of 
NCTU IP/hosts abusing events from 2006.01 
to 2006.09. Roughly speaking, nearly 50% of 
the reported events are concerning SPAM 
activities and 40% are events about hosts 
being compromised by worm/virus/botnet.  
The rest are events about SSHd 
compromised. 
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Figure 6: Accumulative Statistics of NCTU 

IP/hosts abusing events from 2006.01 to 2006.09. 
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