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Abstract

3D facial animation has been an attractive and important topic in computer graphics for
decades. Nowadays, with the help of facial motion capture techniques, recording motion of
conspicuous makers stuck on subjects' faces, the progress of generating facial animation is
dramatically speeded up. However, existing facial motion capture techniques can only track
motion on these feature points, but they are incapable of capturing variations on other facial
details, such as wrinkles or creases. For realistic facial animation, faithful synthesis of these
detailed expressions is quite critical, since we people usually take these as cues to recognize
others' emotions or feelings.

To tackle this key problem, in this project, we propose developing an approach that is able to
extract and synthesize facial detailed expressions for 3D facial animation. We propose
estimating facial detailed undulation by combining a stereo geometry reconstruction and a
shape-from-shading approach. By analyzing the markers in two views, we can reconstruct the
markers' 3D structure. After deforming a generic model according to the markers' 3D positions,
an approximate 3D facial surface can be estimated. Given a pre-calibrated condition with the
Lambertian lighting model, we evaluate the detailed normal variations on a facial surface point
from intensity variations in video clips.

By collecting facial detailed samples, an expression space controlled by feature points can
be constructed.

After analyzing various wrinkle surfaces, we can propose a synthetic facial model with
detailed expressions. While users adjust feature points of a face model, our system will evaluate
the most appropriate facial details by an optimization method. With the proposed technique, the
existing facial motion capture system can also be enhanced.

Keywords: 3D facial animation, motion capture, detailed facial expression, surface
reconstruction.



1. Introduction

Facial animation has been an attractive research topic for a long time. From movies, games, to
virtual communication interfaces, nowadays, these research works come to our daily lives.
Example-based and physical-based approaches are two major approaches to drive facial models.
Example-based approaches usually animate faces according to motion capture (Mocap) data or
synthesize novel expressions from images or video samples.

Motion capture techniques estimate motion trajectories of feature points on real persons. Subjects
have to be pasted a few markers on the faces. 3D positions of markers can be reconstructed by
stereo vision or electromagnetic positioning techniques. The estimated motion trajectories can
then be used to driven face meshes. This approach, however, can’t acquire facial details like
wrinkles. In order to generate facial details, a lot of labor-intensive post-processing works are
required. Artists have to adjust meshes or textures to mimic wrinkles according to different
expressions. Another appearance-based approach is image-based synthesis which animates faces
from sets of image or video samples. Facial details are usually well preserved in this approach,
but it is difficult to relight the model and view directions are limited.

The goal of the proposed work is to build an expression edition system that can synthesize not
only geometry approximation but surface details. To avoid complex simulation, we adopt to
capture face details from real persons. We also observed that variations of surface details are
highly related to adjacent feature points. Therefore face details can be synthesized according to
positions of feature points.

2. Related work

Many researches about facial animation have been proposed these decades. Video Rewrite [C.
Bregler 97] synthesized new movie sequences from existing footages. The results are visually
convincing but relighting and changing view directions are difficult. In 2001, Z. Liu and Y. Shan
proposed expression ratio images [Z.Liu 01]. They took the advantage of the property that
expression ratios of subjects are the same under the Lambertian lighting model. Therefore, the
expression in a source image can easily be retargetted to a new face by scaling. Like other
image-space approach, Lighting and view directions of their work are limited.

V. Blanz et al. [99 and 03] used a large amount of scanned faces to build a morphable model.
They assumed that human faces can be synthesized by convex combination of prototypes. By
minimizing intensity differences of an input image and the projection of the morphable model, a
target 3D model can be reconstructed. In the synthetic step, users can also adjust corresponding
weight of each scan for exaggerated results.

Zhang et al. [Zhang 06] proposed a geometry-driven approach to synthesize expressions of a
particular subject. They assumed the expressive textures on a face are related to geometric
variation. Their system can generate corresponding textures when users adjust geometric features.
This concept is similar to our proposed work. But we focused on extraction, synthesis, and



editing of 3D faces.

To reliably estimate facial details, we use shape-from-shading techniques. Shape-from-shading
(SFS) is a kind of surface reconstruction technology that can reconstruct depth from a single
image. Readers can refer to the literature [R. Zhang 1999] for details.

Among various types of approaches, Horn [Horn 1990] proposed that the surface normals can be
recovered from the intensity variations of an image. He took an optimization method that
iteratively minimized errors. H. Fang et al. [H. Fang 2004] proposed a tool to apply textures in a
photograph. First, the light direction in the image was approximated iteratively. Then, they
utilized a SFS approach to evaluate the surface undulation for further texture mapping.

3. The proposed method

The flow chart of our system is depicted in figure 1. First, we acquire sample images of a
particular subject from three different views (front, left-side and right-side). The left and right
views are used to reconstruct 3D positions of feature points. The frontal views are used to
estimate normals of face details by shape-from-shading (also known as photoclino-metry).

Before synthesizing any expressions, we have to fit a generic model into our subject and
retargeting the feature points which are captured from stereoposis. In the synthesis step, we
analyze the correlation between feature points and facial details. Therefore, we can synthesize
novel expressions according to various feature configurations. We form the synthesis of novel
expressions as an optimization problem. We evaluate the faithfulness by an objective function
with inequality constraints. By iteratively minimizing this objective function, we can find the best
approximation of the target expression. Finally, we represent each novel expression as a special
texture (known as Normal difference map which will be explained later.) and use programmable
shaders for real-time rendering.

3.1 Acquisition of detailed 3D expression
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Figure 1: The system overview



We assumed that the color of the skin is almost uniform. Based on this assumption, the variations
of skin color in the image is due to variations of the incident light directions.

As shown in Fig. 2, let S be the unit vector of the light source direction. To evaluate the surface
normal of a pixel in the image, first, we have to estimate a projection vector Gy, as shown in Eq.1.

G,, :VIXy—(VIXy-S)S (1)
where VI =(al,, /ox,0l,, /0dy,0) isthe image gradientand G, means the projection of vector

vl,, to the plane perpendicular to S. The cosine of the angle between the surface normal and the

incident light direction can be evaluated as follows:

C(x, ) =(Ixy - Imin)/(lmax - Imin)

where | the darkest intensity value, implies ambient light in the scene and the brightest

implies the intensity when a pixel faces the light source.

min’

value, 1 .. »

The normal N,y can be estimated as Eq. 2.

N, =C(X,¥)S +S(x,¥)G,,/

G,

)

Figure 1: We project the gradient of image to the plane perpendicular to the incident light vector.
The normal of the pixel can be calculated through cosine and sine function estimated from the
image.

After reconstructing the normal of the subject, we would like to get the normal difference map

which represents the normal variations due to a facial expression. The image ly is indicated the

normal map of the neutral face and the image Ie indicated the normal map of an expression e.g.

raising eyebrow, laughing, etc.

Under our uniform skin color assumption, we will have "fault” normals caused by eyebrow, acne,
color markers, etc. in normal maps (as shown in Fig.3(a)(b)). Notwithstanding, these fault



normals will be eliminated by the subtracting procedure.

@) (b) (©

Figure 3: (a) is the normal map of the expression. (b) is the normal map of the neutral face. And
(c) is the difference map by subtracting (b) from (a).

3.2 Synthesizing Novel Expressions

We assume that normal variation is highly related to the movement of control points. With such
assumption, we can analyze the correlation between wrinkle variations and control points such
that each new expression can be synthesized by the configuration of control points. Furthermore,
since it's infeasible to record all kinds of expressions, we select a set of representative expressions
to form an expression vector space. Given a configuration of control points, the corresponding
details can then be evaluated.

To form such an expression space, we extend Zhang's method [Zhang 2006]. Each expression is
represented as E; = (G;j, ;) where E;,G; represents an expression, and geometry respectively. I; =
(N;, T) where N; is the surface normal map and T is the face texture. Let H(Ey, E, ,...,En) be the
space of all possible convex combinations of these examples.

H(Eo, Ex,....Em) :{(iciGi,Zm:cilij

> ci=1c0,....cm 20}
i=0

Our object is to synthesize new normal difference map, and a new normal difference map can be
calculated by convex combination as follow:

N (new) = ZCiNi

where N(new) is novel normal difference map.

Let G® denote the new positions of feature points and G} denote the sample expressions in

our database. The combination coefficients c; can be found by project G® into the convex hull of

Gg...G" . Thus, we estimate ¢; by an optimization approach:

m T m
Minimize(GR —ZciGRj (GR —ZciGiR],
i-0

i=0



Subjectto: » ¢, =1,c, >0fori=0,1,...,m,
i=0
The objective function of the optimization problem above can be rewrite as:

CTg"gC -2G" gC +G" GR 3)

where g = (G§,G,....G}), C=(c,c,,....c,). This optimization is a positive semi-definite

quadratic programming problem with linear constraints. The problem can be solved by various
methods such as interior-point method or active set method. In our approach, we used the active
set method to solve this optimization problem.

4. Result and conclusion

We propose a 3D expression editing tool where facial details can be synthesized according to
control points. Since we use the variations of normals to represent face details, the relighting
problem is overcome and realism can be improved in many interactive applications. For example,
this approach can make virtual faces more expressive in real-time application like game or
telecommunication. For synthesizing novel expressions by manual works, editing feature points
to drive wrinkles is very intuitive and user-friendly. Moreover, we can retarget the synthetic
results to another subjects or even animals. There are two disadvantages in the current system. In
normal recovery phase, the recovered normals are usually with unavoidable noise and it may lead
odd synthetic wrinkles. We will use bilateral filters in the future. Second, currently, our system
doesn't take into account temporal consistency. We will include temporal penalty terms for
animation.

_ e YN
Figure 4. (a) the neutral face (b)(c)(d) synthetic expressions according to configurations of
feature points
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3D facial animation has been an attractive and important topic in
computer graphics for decades. Nowadays, with the help of facial
motion capture techniques, recording motion of conspicuous makers
stuck on subjects' faces, the progress of generating facial animation is
dramatically speeded up. However, existing facial motion capture
techniques can only track motion on these feature points, but they are
incapable of capturing variations on other facial details, such as
wrinkles or creases. For realistic facial animation, faithful synthesis of
these detailed expressions is quite critical, since we people usually take
these as cues to recognize others' emotions or feelings.

To tackle this key problem, in this project, we propose developing an
approach that is able to extract and synthesize facial detailed
expressions for 3D facial animation. We propose estimating facial
detailed undulation by combining a stereo geometry reconstruction and
a shape-from-shading approach. By analyzing the markers in two
views, we can reconstruct the markers' 3D structure. After deforming a
generic model according to the markers' 3D positions, an approximate
3D facial surface can be estimated. Given a pre-calibrated condition
with the Lambertian lighting model, we evaluate the detailed normal
variations on a facial surface point from intensity variations in video
clips.

By collecting facial detailed samples, an expression space controlled
by feature points can be constructed. While users adjust feature points
of a face model, our system will evaluate the most appropriate facial
details by an optimization method. With the proposed technique, the
existing facial motion capture system can also be enhanced. It will
substantially improve the generation speed of 3D facial animation.
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