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中英文摘要：（低耗電 low power、非同步電路 asynchronous circuit、8051 微控制器 8051
microcontroller、Balsa 語言、FPGA）

近來可攜式裝置的使用越來越普遍，因此低耗電的設計成為重要的目標，由於資料驅動的

特性使得非同步電路適用於低耗電設計，我們會提出一個新的非同步 8051 微控制器的解碼

器設計，這是由於 8051 是最普遍使用的解碼器之一，而且往往在其應用上低耗電特性是相

當重要的。

在本論文中電路設計使用Balsa語言，一種以CSP (Communication Sequential Process)

為基礎的非同步電路硬體描述語言並且可以合成非同步電路，由 Balsa 可以合成適用於

Xilinx 合成器的 Verilog netlist，我們可以比較非同步與同步電路在 Xilinx FPGA 上的

表現或使用其它 CAD 工具來實現晶片設計。

Recently mobile devices have been popularly used, and low power is becoming an import
subject. With the data-driven feature, the asynchronous circuit is suited to be used for low-power
design. We will propose a new decoder design of the asynchronous 8051 microcontroller because
the 8051 is one of the most popular microcontroller and is often used in applications where low
energy consumption is important.

The circuit is a complied VLSI-program, using Balsa as VLSI-programming language
which is a CSP-based asynchronous hardware description language and synthesis tool. A Verilog
netlist for XST (XILINX Synthesis Tool) is generated by Balsa. We will compare asynchronous
8051 and synchronous 8051 in XILINX FPGA and then use Cadence tools and Synopsys tools to
synthesis the layout of the circuit.

報告內容：

Research in asynchronous circuit design can be traced back to the mid 1950s, however,
because of testability and easy to design issues, synchronous design becomes the major
technology of digital circuit design. However, in the late 1990s projects in academia and industry
demonstrated that it is possible to design asynchronous circuits which exhibit significant benefits
in nontrivial real-life examples, and therefore commercialization of the technology began to take
place.

We hope to design a new decoder with low power and high performance features, and thus
the asynchronous design technology is the one we chose for this purpose.

The architecture of the pipelined asynchronous 8051

The architecture of asynchronous pipelined 8051 is show in figure 1



There are five stages of our pipeline, and an interface between the processor core and the
RAM. The IF (instruction fetch) stage fetches instructions from ROM. The ID (instruction decode)
stage decodes the instruction and handles the branch instruction. The OF (operand fetch) stage
fetches operands from RAM. The EXE (execute) stage execute instructions according to opcodes
of instructions. The WB (write back) stage write back the result into RAM.

There are three basic components in the IF stage- mem interface, buffer, and fetcher ctrl.
Mem interface is a arbitrator to arbitrate requests from one of the buffers. Buffers are controlled
by fetcher ctrl. According to the control signal, buffers prefetch instructions from the external
ROM or provide the target byte which fetcher ctrl needs. Fetcher ctrl receives the value of the
program counter, and check if it is hit in one of the buffers or miss. If it is hit, fetcher ctrl sends a
request of read to the hit buffer, and if it is miss, fetcher ctrl sends a request of prefetch to all
buffers. In addition, if the buffer is read the last byte, fetcher ctrl would send a request of
prefetch.

Figure 1 The architecture of asynchronous pipelined 8051

In asynchronous systems, there exists a problem that the inputs of a merge circuit may come
simultaneously. In Balsa, we can use an arbitrator component to solve this problem. The mem
interface may receive a address for one of the buffers and access the ROM according to this
address. However, it would happen that both buffers send addresses to the mem interface and the
circuit might be error. Thus, we use the“arbitrate description”to resolve this problem.

For each buffer, it receives the target address and the action signal from fetcher ctrl. If the
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action signal is read, it returns the target byte according to the address. If the action signal is write,
it fetches 32 byte data which start from the address.

Fetcher ctrl controls all the buffers. It fetches the value of the program counter first. Then it
checks if the target byte exists in one of the buffers. If there is a buffer which has the byte,
Fetcher ctrl sends a read request and the address to the buffer and then passes the target byte to
the ID stage. If the target byte is the last byte of the buffer, fetcher ctrl will send a write request to
the buffer. However, if no buffer has the target byte, fetcher ctrl will flush all the buffers.

The ID stage is divided into ID1 and ID2 two stages. In the ID1, it fetches the first byte of
an instruction, decodes this instruction, determine the remained bytes, abstract the opcode, and
generate the control signal of this instruction. In the ID2, it would fetch remained bytes and
provide completed control signals for the OF stage. If the current instruction is a branch
instruction, the ID2 stage would calculate the target address and handle the branch action.

When ID1 receives the instruction byte, it would determine that this instruction is regular or
non-regular. This could decrease the size of the multiplexer. Then, according to the instruction,
ID1 generates the signals needed by the following stages such as the remained bytes, the opcode,
the read signal, and the write signal. In order to decrease the area cost, we use the shared
procedure in Balsa, which would construct only one component whatever times this procedure is
called.

In the ID2 stage, it will fetch the remained bytes first. To avoid the race condition between
the ID1 stage and ID2 stage, we use the “handshake enclosure”description in Balsa to promise
that ID2 fetches the remained bytes before ID1 fetches a new instruction.

After fetches all remained bytes, ID2 would transform these bytes into suitable operands and
pass all signals to the OF stage. If the instruction is a branch instruction, ID2 would calculate the
target address and change the PC value if the branch is taken.

We had already implemented an asynchronous pipelined 8051 with Balsa. The Balsa
program was compiled into a handshake component netlist, and finally this netlist was converted
to a verilog gate-level netlist for Xilinx FPGA. With the gate-level netlist, we used other CAD
tool to implement this circuit and do some simulation.

Because we wanted to implement the circuit in Xilinx FPGA, first we got the gate-level
netlist by Balsa. Second, we imported this netlist into Xilinx ISE, a CAD tool for Xilinx FPGA.
Then we added "keep hierarchy" description for each handshake component to avoid the
optimization of CAD tool because the optimization will break the timing constraint. Finally we
followed the standard design flow of the Xilinx FPGA, and burned the design into FPGA. All the
flow is shown in Figure 2.
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Figure 2. The FPGA design flow
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計畫成果：
We have successfully completed the behavior simulation in Balsa with small benchmarks

such as GCD and Fibnacci Code. The simulation results are shown in the following.

1. The performance of the decoder

Because we integrate a cache-like buffer with our decoder, we need to know the effects
with different kinds of buffers. We first measured the issue rate with different numbers of
buffers. The buffer size is 32 bytes, and because the programs of GCD or Fibnacci Code are
small, the benchmark is 256 instruction of the additions. The result is shown in Table 1.

The numbers of buffers The consumed time
(in Balsa units) The normalized result

0 155,062,000 20.55
1 11,896,100 1.58
2 7,544,200 1
3 10,012,600 1.33

Table 1. The comparison of different numbers of buffers

Second, we measured the issue rate in different sizes of buffers. The buffer size are 8
bytes, 16 bytes, 32 bytes and 64 bytes. The result is shown in Table 2.

The size of buffer
(byte)

The consumed time
(in Balsa units) The normalized result

8 7,801,000 1.03
16 7,629,800 1.01
32 7,544,200 1
64 7,501,400 0.99

Table 2. The comparison of different sizes of buffers

Finally, we measured the performance of the whole pipelined asynchronous 8051 with
different sizes of the buffer. The result is shown in Table 3.

The size of buffer
(byte)

The consumed time
(in Balsa units) The normalized result



8 13,681,400 1
16 13,681,400 1
32 13,681,400 1
64 13,681,400 1

Table 3. The performance of the whole pipelined asynchronous 8051 with different sizes of
buffers

2. The performance of the pipelined asynchronous 8051

The comparison of performance and cost of single-cycle asynchronous 8051 and
pipelined 8051 is shown in Table 4. We use the pipelined asynchronous 8051 with two
32-byte buffers to compare with the single-cycle 8051, SA8051[2], which was designed by
our laboratory last year.

The consumed
time

(in Balsa unit)

The
normalized

time

The cost
(in Balsa
unit)

The
normalized

cost

SA8051 24,891,300 3.30 210,513.5 0.43
PA8051 7,544,200 1 494,752.25 1

Table 4. The comparison between the 1-cycle asynchronous 8051 and the pipelined
asynchronous 8051

3. Area cost
We use the Xilinx ISE 6.3i to synthesize our PA8051 processor, and the target

FPGA chip is Xilinx FPGA Spartan-IIE 300 ft256.
The gate and path delays of every part of PA8051 are shown in Table 5. The ID stage is

the most dominant stage of the whole design, taking half of the total cost of PA8051.
The biggest part is the ID stage. That is because that there are 256 cases of

instructions. Even though we divided the instructions into regular and non-regular
instructions, they still need to be multiplexed and that causes the cost so big.

Slice gate minimum path delay(ns)
IF 1007 13987 757
ID 5353 61973 721
OF 564 7086 34
EXE 1284 16938 174
MEM_INTERFACE 1098 13217 125
RAM_READ_ARBITOR 57 1051 28
WB 232 2977 40
TOTAL 9595 117229

Table 5. The Cost of Every Part of 8051
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