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In this project, we study the diagnosis
problem of interconnection  network.
Diagnosability has played an important role
in the reliability of an interconnection
network. The classical problem of fault
diagnosis is discussed widely and the
diagnosability of many well-known networks
has been explored.

For the purpose of diagnosing a given
system, several different models have been



proposed in literature. The PMC-model,
introduced by Preparata, Metze, and Chien,
is the first model for system level diagnosis.
In this model, it is assumed that a vertex can
test the faulty or fault-free status of an
adjacent vertex. The comparison model,
called MM model, introduced by Maeng and
Malek, is considered to be another practical
approach for system level diagnosis. In this
approach, a self-diagnosable system is often
represented by a multigraph M(V,C), where
V is the vertex set and C is the labeled edge
set. Let (u, v)w be a labeled edge. If (u, v) is
an edge labeled by w, then (u, v)wis said to
belong to C, which implies that the vertex u
and v are being compared by w. The same
pair of vertices may be compared by
different comparators, so M is a multigraph.
For (u, v)weC, we use r((u, v)y) to denote the
result of comparing vertices u and v by w
such that r((u, v),)=0 if the outputs of u and
v agree and r((u, v)w)=1 if the outputs
disagree. Obviously, if r((u, v)w)=0 and w is
fault-free, then both u and v are fault-free. If
r((u, v)w)=1, then at least one of the three
vertices u, v and w must be faulty. If the
comparator w is faulty, then the result of
comparison is unreliable.

In classical diagnosability measures, it
has generally been assumed that any subset
of vertices can potentially fail at the same
time. As a consequence, the diagnosability of
an interconnection network is upper bounded
by its minimum degree. In this project, we
introduce a new measure of diagnosability,
called conditional  diagnosability, by
restricting that any faulty set cannot contain
all the neighbors of any vertex in the graph
under the PMC model. Based on this
requirement, the conditional diagnosability
of the n-dimensional hypercube is shown to
be 4(n-2)+1, which is about four times as
large as the classical diagnosability. Besides,
we propose some useful conditions for
verifying if a system is t-diagnosable and
introduce a new concept, called a strongly

t-diagnosable system, under the PMC model.
Applying these concepts and conditions, we
investigate some t-diagnosable networks
which are also strongly t-diagnosable.

Keywords:fault diagnosis, PMC model,
Comparison model, MM* model,

Diagnosability, Conditional
Diagnosability.
Z ~3PRlgd 2 poen
High-performance  signal  processing

architectures have become quite common
with continuing advances in semiconductor
technology. These architectures are used in
several real-time applications and in
high-performance  large  multiprocessor
systems. However, the complexity of these
systems can adversely affect the reliability.
Therefore, the testing and diagnosis of these
systems become an important aspect of
system design.

The hypercube structure [24] is a
well-known interconnection model for
multiprocessor  systems.  Fault-tolerant
computing for the hypercube structure has
been of interest to many researchers. A
hypercube of dimension n, denoted by Q, is
an undirected graph consisting of 2" vertices
and n2"' edges. The hypercube Q; is a
complete graph K, with two vertices {0, 1}.
For n > 1, Q, is constructed from two copies
of Qn-1 by adding a perfect matching between
them. Each vertex u of Q, can be distinctly
labeled by a binary n-bit string, un-1Un-2.. U1 Uo.
There is an edge between two vertices if and
only if their binary labels differ in exactly
one bit position.

There are several variations of the
hypercube, for example, the Crossed cube [6],
the Twisted cube [13], and the Mobius cube
[3. For each of these cubes, an
n-dimensional cube can be constructed from
two copies of (n-1)-dimensional subcubes by
adding a perfect matching between the two



subcubes. The main difference is that each of
these cubes has various perfect matching
between its subcubes. An n-dimensional cube
has 1) 2" vertices, 2) connectivity n, and 3)
each vertex has the same degree n (the two
terms connectivity and degree will be
defined subsequently). We define the cube
family to include all such cubes which are
constructed recursively by joining two
subcubes with a perfect matching. For n=0, 1,
and 2, an n-dimensional cube is a single
vertex, an edge, and a cycle of length four,
respectively.

In this project, we use the widely adopted
PMC model [23] as the fault diagnosis model.
In [11], Hakimi and Amin proved that a
multiprocessor system is t-diagnosable if it is
t-connected with at least 2t+1 vertices.
Besides, they gave a necessary and sufficient
condition for verifying if a system is
t-diagnosable under the PMC model. In this
project, we also propose a new necessary and
sufficient condition which will be useful
from the graph theoretical point of view.

Reviewing the previous papers [1], [2],
[9], [10], [11], [24], [15], [24], the
Hypercube Q,, the Crossed cube CQ,, the
Mobius cube MQ,, and the Twisted cube TQ,,
all have diagnosability n under the PMC
model. Moreover, we observe that they are
almost (n+1)-diagnosable except for the case
where all the neighbors of some vertex are
faulty simultaneously. Closely related to this
observation, we introduce the concept of a
strongly t-diagnosable system and propose
some conditions to assure which networks
are strongly t-diagnosable.

The connectivity of a system is an
important measure of fault tolerance. It is
well-known that, for a system G, the
connectivity of G is less than or equal to its
minimum degree (this term will be defined
subsequently). For example, the hypercube
Qn has connectivity n and this value n is
equal to its minimum degree n. However, a
scalable hypercube multiprocessor system

can consist of thousands of processors.
Under this complicated environment, more
processors are likely to fail. To explore a
more proper measure of fault tolerance, the
conditional connectivity has been
investigated in several research works [7],
[12], [17], [22], [25].

Under the classical PMC diagnosis
model, only processors with direct
connections are allowed to test one another.
Given a system, if all the adjacent neighbors
of a processor v are faulty simultaneously, it
is not possible to determine whether
processor v is fault-free or faulty. Hence, for
most practical systems that are sparsely
connected, only a small number of faulty
processors can be recognized with the
classical diagnosis model. So, it is an
interesting problem to explore some
measures for better reflecting fault patterns
in a real system than the existing ones. For
example, Das et al. [5] investigated fault
diagnosis with local constraints.

In this project, we propose a new
measure of diagnosability, called conditional
diagnosability, and study the conditional
diagnosability of the hypercube. In classical
measures of system-level diagnosability for
multiprocessor systems, it has generally been
assumed that any subset of processors can
potentially fail at the same time. As a
consequence, the diagnosability of a system
is upper bounded by its minimum degree. We
then consider these measures by restricting
that, for each processor v in the network, all
the processors which are directly connected
to v do not fail at the same time. Under this
condition, we show that the conditional
diagnosability of Q, is 4(n-2)+1, which is
about four times larger than that of the
classical diagnosability of Q.

R e AR

TLERAPRRFDE LR L
i % e B2 (interconnection network) + 0 @



v B R b gl S UTRT AL AN I LT
ABEIFEN T o NP F LA BT
en— i L4 4o connectivity ~ conditional

connectivity ~cube family 3% £ 45 3532 7 e
imwwﬁowu%dwﬁwﬁ’ﬂw*
B - EHEFLERIDIT L Ao
conditional  diagnosability ~  strongly
t-diagnosable system ~ local diagnosability
% strong local diagnosability property %
o U REATARAAPS § - Py
$%’<ﬂ¢%4ﬂéﬁaﬁTﬁkx’

FLRAERR Y P AP F R
if‘ g TR BT R (T
-

1. ‘1{%
EE- ﬁﬂ HER SN ET PSSR Pt
hET E E s kB AP R i
B v ke

9 ggﬁ@%&& OEINEE Y
dtd ¢ ochd B AL &0 B h T
Ap B2 R T - A A T B R
o FXAXFEEL 2P P

F ’3“j£?§%ﬂﬁﬂﬂiia ¥ chit
I NA  d R AR R
EX

ﬁé%ﬁw%®&mﬁmpi°

3. JRANAL S AEER 2 LEP
TR R AL 5 e d KT
AELFIE S > E LT E s AL
FIE A RERFAY o R AL
fed o AR RERRN ke
TILAFEP o 5o A2 F Sreh o
APREmEe L FFENARE 5
B3 IR PR R AR o s MR 2
R EWEEY A - R AR o

4. > %34
T E j\ AP RECG P RHT
BMAE BRI o A F e
e Ty 1_200541‘ IEEE Transactions

on Computers#p 71 :

P. L. Lai, J.M. Tan, C. P. Chang, and L.
H. Hsu, “Conditional Diagnosability
Measures for Large Multiprocessor
Systems,” IEEE Trans. on Computers,
vol. 54, no. 2, pp.165-175 Feb. 2005.

IS NS Sy I W R L
FADFAET o B FALPFR AR D
?#&—%mﬁr RECE SIS b L
m¢%ﬁ%ﬁ L DR

i

Lo Ak RS R A Btk T o AR

$- LB DD ETIL B  Lf

Hend f2 $30 e BB AP &

D LR R L I T £ A
*Bﬁic’@‘*%w i 4 Ap B

Mi- 2 ZAFR %3 'é:-ﬁmlﬁi 32

- 9”Lrlj_',§\1rugl.%i"*gg mq_,‘fxé}a-q-
B ey d 4R AN LR L aup

FoAA T R S ﬂ‘“é iélﬁqﬁgig;x
iﬂl "Li{—rmﬂgﬁ, v )I'E‘f F,"‘irf—]&-g;a
R o K YA AT T his B AT A 3 2
SRR E N AP IS e 4
Booom AP AR p BT A R
?—a* PR - AR R AT
B4 ‘#’3‘.’5&— Ao P B RLIF
= E&"ﬁ Mrﬁfp!, °

I~ 5F v

[1] J.R. Armstrong and F.G. Gray, “Fault
Diagnosis in a Boolean n Cube Array of
Multiprocessors,” IEEE Trans. Computers,
vol. 30, no. 8, pp. 587-590, Aug. 1981.

[2] C.P. Chang, J.N. Wang, and L.H. Hsu,
“Topological Properties of Twisted Cubes,”
Information Sciences, vol. 113, nos. 1-2, pp.
147-167, Jan. 1999.

[3] P. Cull and S.M. Larson, “The Mo bius



Cubes,” IEEE Trans. on Computers, vol. 44,
no. 5, pp. 647-659, May 1995.

[4] A.T. Dahbura and G.M. Masson, “An
0O0dn2:5p Fault Identification Algorithm for
Diagnosable  Systems,” IEEE  Trans.
Computers, vol. 33, no. 6, pp. 486-492, June
1984.

[5] A. Das, K. Thulasiraman, V.K. Agarwal,
and K.B. Lakshmanan, “Multiprocessor
Fault Diagnosis under Local Constraints,”
IEEE Trans. Computers, vol. 42, no. 8, pp.
984-988, Aug. 1993.

[6] K. Efe, “A Variation on the Hypercube
with  Lower Diameter,” IEEE Trans.
Computers, vol. 40, no. 11, pp. 1312-1316,
Nov. 1991.

[7] A.H. Esfahanian, “Generalized Measures
of Fault Tolerance with Application to
N-Cube Networks,” IEEE Trans. Computers,
vol. 38, no. 11, pp. 1586-1591, Nov. 1989.

[8] D.B. West, Introduction to Graph Theory.
Prentice Hall, 2001.

[9] J. Fan, “Diagnosability of Crossed Cubes
under the Two Strategies,” Chinese J.
Computers, vol. 21, no. 5, pp. 456-462, May
1998.

[10] J. Fan, “Diagnosability of the Mo"bius
Cubes,” IEEE Trans. Parallel and Distributed
Systems, vol. 9, no. 9, pp. 923-928, Sept.
1998.

[11] S.L. Hakimi and A.T. Amin,
“Characterization of Connection Assigment
of Diagnosable Systems,” IEEE Trans.
Computers, vol. 23, no. 1, pp. 86-88, Jan.
1974,

[12] F. Harary, “Conditional Connectivity,”
Networks, vol. 13, pp. 346-357, 1983.

[13] P.AJ. Hilbers, M.R.J. Koopman, and
JL.A. van de Snepscheut, “The Twisted
Cube,” Parallel Architectures and Languages
Europe, pp. 152-159, June 1987.

[14] A. Kavianpour and K.H. Kim,
“Diagnosability of Hypercube under the
Pessimistic One-Step Diagnosis Strategy,”
IEEE Trans. Computers, vol. 40, no. 2, pp.
232-237, Feb. 1991.

[15] P. Kulasinghe, “Connectivity of the
Crossed Cube,” Information Processing
Letters, vol. 61, no. 4, pp. 221-226, Feb.
1997.

[16] S. Latifi, “Combinatorial Analysis of the
Fault-Diameter of the n-Cube,” IEEE Trans.
Computers, vol. 42, no. 1, pp. 27-33, Jan.
1993.

[17] S. Latifi, M. Hegde, and M.
Naraghi-Pour, “Conditional Connectivity
Measures  for  Large  Multiprocessor
Systems,” IEEE Trans. Computers, vol. 43,
no. 2, pp. 218-222, Feb. 1994.

[18] P.L. Lai, J.J.M. Tan, C.H. Tsai, and L.H.
Hsu, “ The Diagnosability of Matching
Composition Network under the Comparison
Diagnosis Model” IEEE Trans. Computers,
vol. 53, no. 8, pp. 1064-1069, Aug. 2004.

[19] J. Maeng and M. Malek, “A
Comparison Connection Assignment for
Self-Diagnosis of Multiprocessors Systems,”
Proc. 11th Int’l Symp. Fault-Tolerant
Computing, pp. 173-175, 1981.

[20] M. Malek, “A Comparison Connection
Assignment for Diagnosis of Multiprocessor
Systems,” Proc. Seventh Int’l Symp.
Omputer Architecture, pp. 31-35, 1980.

[21] W. Najjar and J.L. Gaudiot, “Network



Resilience: A Measure of Network Fault
Tolerance,” IEEE Trans. Computers, vol. 39,
no. 2, pp. 174-181, Feb. 1990.

[22] A.D. Oh and H.A. Choi, “Generalized
Measures of Fault Tolerance in n-Cube
Networks,” |EEE Trans. Parallel and
Distributed Systems, vol. 4, no. 6, pp.
702-703, June 1993.

[23] F.P. Preparata, G. Metze, and R.T.
Chien, “On the Connection Assignment
Problem of Diagnosis Systems,” IEEE Trans.
Electronic Computers, vol. 16, no. 12, pp.
848-854, Dec. 1967.

[24] Y. Saad and M.H. Schultz, “Topological
Properties of Hypercubes,” IEEE Trans.
Computers, vol. 37, no 7, pp. 867-872, July
1988.

[25] J. Xu, Topological Structure and
Analysis of Interconnection
Networks.Kluwer Academic, 2001.



